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DBKDA 2025

Foreword

The Seventeenth International Conference on Advances in Databases, Knowledge, and Data
Applications (DBKDA 2025), held between March 9 - 13, 2025, continued a series of international events
covering a large spectrum of topics related to advances in fundamentals on databases, evolution of
relation between databases and other domains, data base technologies and content processing, as well
as specifics in applications domains databases.

Advances in different technologies and domains related to databases triggered substantial
improvements for content processing, information indexing, and data, process and knowledge mining.
The push came from Web services, artificial intelligence, and agent technologies, as well as from the
generalization of the XML adoption.

High-speed communications and computations, large storage capacities, and load-balancing for
distributed databases access allow new approaches for content processing with incomplete patterns,
advanced ranking algorithms and advanced indexing methods.

Evolution on e-business, ehealth and telemedicine, bioinformatics, finance and marketing,
geographical positioning systems put pressure on database communities to push the ‘de facto’ methods
to support new requirements in terms of scalability, privacy, performance, indexing, and heterogeneity
of both content and technology.

We take here the opportunity to warmly thank all the members of the DBKDA 2025 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to DBKDA 2025. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the DBKDA 2025 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that DBKDA 2025 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the fields of databases,
knowledge and data applications.

We are convinced that the participants found the event useful and communications very open.
We also hope that Nice provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city
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Abstract— In this paper, we introduce a novel explainable AI 

method called “SHAP_SVD” for regression analysis. The 

Shapley value, originally developed by Lloyd Shapley, has 

gained prominence as a key tool in explainable AI (XAI) 

through its adaptation as SHAP by Lundberg. In regression 

analysis, SHAP values are computed using characteristic 

functions of the data, representing the contribution of each 

explanatory variable to the target value. Our proposed 

SHAP_SVD method applies Singular Value Decomposition 

(SVD), a dimensionality reduction technique, to the SHAP value 

matrix. The eigenvalues and eigenvectors extracted via SVD 

capture the core structure of the SHAP matrix, revealing 

"concepts" or "latent semantic concepts." In SVD, these 

concepts are represented by two sets of eigenvectors. As a case 

study, we demonstrate the regression analysis of stock price 

growth rates for Indian and Japanese automakers, where two 

principal concepts were identified, consistently reflected across 

both sets of eigenvectors. 

Keywords- XAI; Shapley values; SHAP; Singular Value 

Decomposition; India automakers.  

I.  INTRODUCTION 

EXplainable AI (XAI) has emerged as a critical field, 
bridging the gap between complex machine learning models 
and human interpretability. Among the numerous XAI 
techniques developed, Shapley values, introduced by Lloyd 
Shapley, have gained prominence for their ability to allocate 
the contribution of each feature in a model's predictions [1-3]. 
Adapted into the SHapley Additive exPlanations (SHAP) 
framework by Lundberg [4-6], this method has become a 
widely used tool for interpreting machine learning models, 
particularly in regression analysis [7-10]In regression analysis, 
SHAP values quantify the contribution of each explanatory 
variable to the target value by utilizing characteristic functions 
of the data. These values offer deep insights into feature 
importance and interaction. However, as the complexity and 
dimensionality of the data increase, the interpretation of 
SHAP values becomes challenging. Traditional SHAP 
methods are limited in their ability to reveal underlying 
structures within the data, especially when dealing with high-
dimensional or multi-faceted variables. 

To address this limitation, we propose a novel method, 
SHAP_SVD, which applies Singular Value Decomposition 
(SVD) to the SHAP value matrix. SVD, a well-known 

dimensionality reduction technique, captures the core 
structure of a matrix by decomposing it into eigenvalues and 
eigenvectors [11-13]. This allows us to extract latent semantic 
concepts or "principal components" from the SHAP matrix. 
By leveraging SVD, SHAP_SVD uncovers these underlying 
concepts, represented by two sets of eigenvectors, thus 
providing a richer understanding of the relationships between 
explanatory variables and the target variable. 

As a concrete example, we apply SHAP_SVD to the 
regression analysis of stock price growth rates for Indian and 
Japanese automakers, using the market capitalization growth 
rates as the target variable. Through this analysis, we 
identified two key latent concepts, which we refer to as (1) 
Balanced (Well-balanced) type, and (2) Sales Growth Rate 
(SGR)-driven type," extracted from the SHAP_SVD 
decomposition. By plotting company data on a two-
dimensional plane defined by these two principal component 
axes, we are able to conduct a detailed analysis of the 
characteristics driving market capitalization growth for each 
company. This approach enables us to visualize and 
understand the underlying factors that influence the stock 
price performance of companies in both markets. 

The remainder of this paper is organized as follows. In 
Section 2, we describe the data used for the analysis, including 
the data sources. Section 3 explains the methods applied, 
introducing both the SHAP analysis and our proposed 
SHAP_SVD method. Section 4 presents the SHAP results, 
analyzing the contributions of explanatory variables to the 
target values. Section 5 details the SHAP_SVD method, 
illustrating how Singular Value Decomposition is applied to 
the SHAP matrix and how latent concepts are extracted. In 
Section 6, we discuss existing work related to explainable AI 
and dimensionality reduction, comparing these approaches 
with our proposed method. Section 7 provides a discussion of 
the results and their implications. Finally, Section 8 concludes 
the paper with a summary of contributions and suggestions for 
future research. 

II. DATA  

In this section, we shall explain the regression data. In the 
regression, we use Market Capitalization (MC) data. MC 
amount is a stock price times the number of issued stocks. 
The target variable is the Indian and Japanese automakers’ 
“annual MC growth rates” in 2022. The MC growth rate in 

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-244-9
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year XXX is defined as (MC_XXX – MC_(XXX-1)) / 
(MC_(XXX-1)), namely, the ratio based on the previous year. 
We would like to find the dominant factors for the rapid MC 
growth rates. The MC data we used were retrieved from the 
ORBIS company database by Bureau van Dijk, the last data 
update date being 2024/06/22.  

The damages caused by COVID-19 have revealed 
vulnerable supply chains in automakers. This regression 
frame assumes that the competence of supply chains and new 
market development are prerequisites for the long-run 
sustenance of companies' high business performance, leading 
to high stock price evaluation [14]. Therefore, we select four 
managerial factors as the explanatory variables. Sales Growth 
Ratio (SGR) represents the new market development 
competence, and FArate represents the supply chain 
competence [14-16]. The tangible Fixed Asset amount (FA) is 
the third explanatory variable used to identify the impact of 
the firm's scalability. These factors allow companies to earn 
satisfactory levels of profitability, such as their stock prices, 
Return On Equity (ROE), and Return  On Assets (ROA). In 
addition, we focus on labor productivity. Labor productivity 
in the manufacturing sector refers to the goods or value one 
worker produces within a specific period. It is a crucial metric 
for assessing the efficiency and competitiveness of a 
manufacturing operation. We want to evaluate which is more 
significant on the target tangible assets or labor productivity. 
Labor productivity was calculated here using the following 
formula:  

Labor Productivity = 
Total Value Added

Number of Workers
        

=  
Net Sales − Cost of Goods Sold

Number of Workers
 

 
The managerial index data of the automobile companies 

were also retrieved from the ORBIS company database. After 
removing companies with missing annual data, the number 
reached 67, including 11 Indian and 56 Japanese automakers. 

We conducted the regressions with the data. 

III. METHODS 

In this section, the methods we used are described. The 
flow chart of the analysis is as follows: 

1. XGBoost Regression: The given data is input into the 
XGBoost Regressor [17], and then the regression 
function f(X) is generated as output. 

2. SHAP Evaluation: Based on the regression function 
f(X), SHAP values for each data are calculated. In this 
case study, we use four explanatory variables and 67 
companies, resulting in a SHAP matrix of size 67 x 4. 

3. SVD of SHAP Matrix: Applying SVD to the SHAP 
matrix M, the decomposition outputs three matrices such 
that M=UΣVT. 

4. SHAP_SVD Interpretation: The eigenvectors and 
eigenvalues extracted from SVD are interpreted to 
uncover underlying concepts. The two sets of 
eigenvectors are referred to as CompanyEigenVectors 
and SHAP_Eigenvectors, representing different two 
viewpoints of the underlying concepts. 

SHAP is a method based on Shapley values from 
cooperative game theory, designed to explain machine 
learning model predictions, including those in regression tasks. 
A key strength of SHAP is its ability to create a characteristic 
function for the data, allowing it to calculate the contribution 
of each feature based on the characteristics of individual data 
points. This ensures that the contribution of each feature to the 
model’s output is computed fairly and additively. SHAP 
enhances the interpretability of complex models, offering 
insights into how specific data characteristics influence 
predictions. We used XGBoost as the regression algorithm.  

 

Figure 1. CompanyEigenVectors and SHAP_EigenVectors in SVD. 

 

Figure 2. Stacked bar chart of the SHAP values.  
 
In step 3, the SHAP matrix M is decomposed by SVD. As 

shown in Figure 1, the SHAP matrix M is decomposed to the  
matrixes,  U, Σ, and V. The shape of U is squared. 

The matrix Σ is padded by 0 in the blue area in Figure 1. 
The shape of U times Σ becomes a rectangle. The first row of 
this rectangle becomes CompanyEigenVector_1. 
CompanyEigenVector_1 corresponds to the first EigenVector. 
The shape of Σ times 𝑉𝑇 becomes a rectangle. The first line of 
this rectangle becomes SHAP_EigenVector_1. 
SHAP_EigenVector _1 corresponds to the first EigenVector. 

2Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-244-9
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In step 4, SHAP_SVD interpretation, the two kinds of 
eigenvectors are evaluated, which are named in this case study 
CompanyEigenVector and SHAP_EigenVector (see the red 
parts in Figure 1). 

IV. SHAP RESULTS 

In this section, the results of the SHAP evaluation are 
presented.  

The regression model, developed using XGBOOST, 
achieved an R-squared value exceeding 0.99, indicating a 
highly accurate fit to the data. Using the regression model f(X), 
the characteristic function is approximately evaluated. SHAP 
values are found based on the characteristic function. Figure 2 
shows the SHAP values. The horizontal line shows the 
company IDs. Figure 2 illustrates a stack bar chart of SHAP 
values of the individual companies. There in each company 
has four SHAP values corresponding to the four explanatory 
variables. The horizontal zero line shows the average target 
value of the companies. The sum of four SHAP values in each 
company becomes its deviation of the target value from the 
average. The SHAP matrix M size becomes 67 times 4 which 
is the target matrix of the SVD. 

V. SHAP_SVD METHOD 

In this section, SHAP_SVD method is explained.  

After the SVD of the SHAP matrix, the singular value 

(SV) lists are obtained (see Figure 3). The SVs express the 

strength of the latent concepts. The ratio is approximately 

9:6:4:3. 

Figure 3. Singular values of the SHAP matrix M. 

Figure 4. SHAP_Eigenvectors_1 and SHAP_Eigenvectors_2. 

 

Then, we will interpret the meaning of the concepts, 

focusing on the two largest SVs. The concepts can be 

interpreted by the two aspects. First, using 

SHAP_EigenVectors, the concepts will be expressed in 

Figure 4. The bottom bar graph presents the 

SHAP_EigenVector_1 with four elements. Our interpretation 

of the two concepts is as follows: 

⚫ 1st concept: All elements cooperate and have high values, 

with particularly high SHAP for FA. 

⚫ 2nd concept: SGR_SHAP is high, and FA’s SHAP is low 

(expressing it this way reverses the sign of the vector 

elements).  

We name the concepts (1) Balanced (Well-balanced) type 

and (2) Sales Growth Rate (SGR)-driven type.  

Figure 5. CompanyEigenVector_1 (the bottom is the sorted one). 

 

Then, using CompanyEigenVectors, the concepts will be 

interpreted. Figure 5 shows CompanyEigenVector_1. The 

bottom graph is the sorted version. The largest element 

company was FIEM Industries. FIEM is a well-established 

company in India, primarily known for its expertise in 

automotive lighting. With over 50 years of experience, FIEM 

3Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-244-9
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has grown into a leading supplier for Original Equipment 

Manufacturers (OEMs) in India and abroad. In the 

representation using CompanyEigenVectors, the first concept 

can be interpreted as companies with SHAP distributions 

similar to FIEM.  

 

 
Figure 6. A scattering plot of CompanyEigenVector_1 elements and 

CompanyEigenVector_2 element values of 67 companies 

 

Figure 6 shows a scattering plot of 

CompanyEigenVector_1 element values and 

CompanyEigenVector_2 element values of 67 companies. 

The representatives concerning CompanyEigenVector_2 

elements, which measure the SGR-driven level, will be 

interpreted. Figure 7 shows the first SHAP values of the 

SGR-driven type level's highest five companies. As shown in 

Figure 6, the first second principle component (y-axis) is 

oriented downwards, and the company with the highest y-

value is Nissan Shatai, followed by Mahindra as the second 

highest. 
 

Figure 7. SHAP values of the SDG-driven type level highest five companies. 

 
In the three companies like Nissan Shatai and Mahindra, 

where SHAP values are positive, the SGR_SHAP (Sales 
Growth Rate SHAP) is large while FA_SHAP (Fixed Assets 
SHAP) is small. This suggests sales growth is the main driving 

factor rather than the size of tangible fixed assets. For two 
companies with negative SHAP values, the impact of 
SGR_SHAP dragging performance is smaller (almost zero), 
compared to the negative impact of FA_SHAP.  

Toyota, for example, typically the strength is tangible fixed 
assets, with FA_SHAP being large and positive when the 
target value is positive and negative when the target is 
negative. 

 
Figure 8. SHAP values of the SDG-driven type level smallest five companies. 

 
Next, we will evaluate SHAP values of the SDG-driven 

type level smallest five companies (see Figure 8). In the three 
companies with positive SHAP values, FA_SHAP (Fixed 
Assets SHAP) is large and SGR_SHAP (Sales Growth Rate 
SHAP) is small, indicating that the companies are driven more 
by the size of their tangible assets rather than sales growth. 
For the two companies with negative SHAP values, 
SGR_SHAP is dragging performance less than FA_SHAP, 
with FA_SHAP values being close to zero. This suggests that 
FA has minimal impact in these cases. 

VI. EXISTING WORK 

In this section, the related existing works are presented. 
The first allocation field is a stock price evaluation and the 
second allocation field is text mining. 

 
Random Matrix Theory (RMT) and portfolio 

RMT has been applied to stock market analysis to reduce 
noise in financial data. RMT helps distinguish real market 
signals from random fluctuations in stock price correlations 
[18]-[23]. The flow charts of the method are as follows: 
1. Correlation Matrix: Begin by calculating the correlation 

matrix of stock returns. This matrix sizes the number of 
companies times the number of sales dates. 

2. RMT Filtering: RMT is used to separate meaningful 
signals from random noise. Eigenvalues of the correlation 
matrix are compared with theoretical RMT predictions. 
Larger eigenvalues represent true market information, 
while smaller ones reflect noise. 

3. Singular Value Decomposition (SVD): SVD is applied to 
further clean the correlation matrix, focusing on the 
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significant components. This improves the matrix's 
accuracy, filtering out noise. 

4. Portfolio Optimization: Using the noise-reduced 
correlation matrix, more accurate risk and return 
estimates can be made, improving portfolio 
construction. 

Latent Semantic Analysis (LSA) 
LSA is a widely used technique in Natural Language 

Processing (NLP), primarily for analyzing semantic 
relationships between documents. It is often applied in tasks 
such as topic modeling, semantic analysis, and information 
retrieval [19]-[25]. 

Overview of LSA: 
1. Purpose: LSA aims to convert the semantic 

relationships between words and documents into a 
lower-dimensional latent semantic space, allowing for 
the identification of similarities and relationships 
between documents. This helps uncover hidden 
patterns or topics within the text. 

2. Method: LSA begins by creating a co-occurrence 
matrix that captures how often words appear together 
in a document. This matrix models the relationships 
between words and documents. Then, SVD is applied 
to reduce the dimensionality of the matrix. By using 
SVD, LSA compresses the high-dimensional data 
while preserving the important semantic relationships 
and filtering out noise. 

 
LSA is a powerful mathematical approach for interpreting the 
semantic structure of text and is utilized in search engines, 
automatic summarization systems, document clustering, and 
more. SVD techniques are mathematically explained in [11, 
13]. The two kinds of EigenVectors and the relationship 
among the three decomposed matrixes are clearly explained 
using visualization in [19, 20]. 

VII. DISCUSSION 

In this section, we will discuss the result. The objective of 
the analysis is a grouping of companies. The proposed 
SHAP_SVD method can extract the essence of the given 
SHAP value matrix. In the paper, the two extracted concepts 
were (1) Balanced (Well-balanced) type, and (2) Sales Growth 
Rate (SGR)-driven type. Using each CompanyEigenVectors’ 
element values, we can measure each company’s (1) Balanced 
(Well-balanced) type level and (2) Sales Growth Rate (SGR)-
driven type level. As shown in Figure 6, the scattering plot of 
the companies by CompanyEigenVectors can uncover the 
individual companies' characteristics. The horizontal axis 
represents the Balanced (Well-balanced) type level. These 
higher-level companies can be divided by the vertical axis into 
two groups, which are an “SGR_SHAP higher and FA_SHAP 
lower” group and a “FA_SHAP higher and SGR_SHAP lower” 
group. This means that these companies exhibit a similar 
pattern of feature contributions, reflecting a particular type of 
balance or focus in their business models. 

SHAP values can reflect each company’s characteristics 
more accurately than using the raw input data. Therefore, 
analyzing SHAP values through SVD (Singular Value 

Decomposition) allows for more accurate dimensionality 
reduction based on the characteristics of each company. This 
method enhances the ability to capture distinct business 
drivers by compressing the data in a way that aligns with each 
company's unique attributes, offering deeper insights 
compared to standard SHAP analysis. In corporate 
management, creating appropriate Key Performance Indexes 
(KPIs) is crucial. The EigenVectors (principal component 
axes) derived from SHAP_SVD analysis can serve as the first 
step in developing these KPIs. By identifying the most 
important factors influencing business performance through 
dimensionality reduction, SHAP_SVD helps to highlight key 
metrics that align with a company's unique characteristics, 
providing a strong foundation for effective KPI creation. 

VIII. CONCLUSIONS 

In this paper, we proposed the SHAP_SVD method, which 
combines SHAP values with SVD for regression analysis. The 
SHAP_SVD method enables the extraction of core concepts 
from the SHAP value matrix, providing a more accurate 
representation of each company’s characteristics compared to 
using raw input data. In our case study, we identified two main 
concepts: (1) Balanced (Well-balanced) type and (2) SGR-
driven type. By analyzing the SHAP values through SVD, we 
were able to group companies based on their unique feature 
contributions, revealing distinct business drivers. 

This method offers deeper insights into corporate data by 
aligning the dimensionality reduction process with the 
specific characteristics of each company. Furthermore, the 
eigenvectors derived from SHAP_SVD can serve as a 
foundation for developing effective KPIs, helping businesses 
to identify and focus on the factors that most significantly 
influence their performance. 
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Abstract—Wildfires pose a significant threat to life, property,
and ecosystems, with their frequency and intensity escalating
due to climate change. Effective evacuation planning is critical
to mitigating wildfire impacts, yet it remains a challenging
task in dynamic, high-risk scenarios. This paper presents a
framework for safe path planning that integrates wildfire spread
predictions from state-of-the-art deep learning models with an
optimized A* (OA*) algorithm. The proposed approach utilizes
binary fire masks to generate safe and efficient evacuation routes
while adhering to strict safety constraints, such as maintaining
buffer zones around fire-affected regions. Experimental results
show the algorithm’s capability to generate actionable paths
and accurately identify no-path scenarios under diverse wildfire
conditions. This framework offers a robust solution for real-
time evacuation planning, contributing to the broader efforts of
wildfire management and disaster mitigation.

Keywords-Route Navigation; Deep Learning; Forest fire; A*
Algorithm; Path Planning; Wildfire Prediction; Machine Learning.

I. INTRODUCTION

Wildfires, once a natural mechanism for maintaining eco-
logical balance, have transformed into a global environmental
and socio-economic crisis. Historically, fires served essential
ecological roles, such as clearing dead vegetation and recy-
cling nutrients. However, in recent decades, climate change,
combined with evolving fire management policies, has led
to a marked increase in both the frequency and intensity of
wildfires. Projections suggest that the annual occurrence of
very large fires (greater than 5000 hectares) could quadruple
between 2041 and 2070 compared to the period from 1971
to 2000 [1]. For example, the 2020 wildfire season in the
United States burned over 4 million hectares, including the
devastating August Complex fire, which consumed more than
400,000 hectares [2]. These fires caused approximately $19
billion in economic losses and emitted 112 million metric tons
of carbon, surpassing the annual emissions of all vehicles in
California combined [3].

The repercussions of wildfires extend far beyond the im-
mediate destruction of ecosystems. They threaten biodiversity,
water resources, carbon storage, and air quality, while also im-
posing significant burdens on public health and the economy.

Infrastructure losses, increased insurance costs, and healthcare
challenges due to smoke exposure are just a few examples of
their cascading effects [4], [5].

Given these challenges, there is an urgent need for effective
wildfire management strategies, particularly in emergency re-
sponse scenarios. One crucial component of this is the ability
to generate safe evacuation routes based on accurate wildfire
spread predictions. Predictive models provide critical insights
into the spatial and temporal dynamics of wildfire behav-
ior, enabling the identification of high-risk areas. However,
translating these predictions into actionable evacuation plans
requires robust path-planning algorithms that can navigate
dynamic and hazardous environments.

This paper focuses on the development of a safe path
planning framework that utilizes wildfire spread predictions
to identify secure evacuation routes. Using results from deep
learning models, such as U-Net and Vision Transformers
(ViT), which generate binary fire masks representing fire-
affected zones, this framework leverages a modified A*
pathfinding algorithm to compute safe paths in real time. The
proposed approach integrates the outputs of these prediction
models into a graph-based search process, ensuring that routes
avoid hazardous areas while adhering to safety constraints.

By addressing the challenge of converting wildfire predic-
tions into actionable safe paths, this work contributes to the
broader goal of improving emergency response capabilities.
The framework demonstrates the potential to support timely
and efficient evacuation planning, ensuring the safety of indi-
viduals and minimizing the impacts of wildfires on affected
communities.

The remainder of this paper is organized as follows: Section
II reviews related work on wildfire prediction and pathfinding
techniques. Section III describes the methodology, focusing
on the use of prediction results from Deep Learning models
integrated with a modified A* algorithm for safe pathfind-
ing. Section IV presents the experimental setup, results, and
evaluation. Section V concludes with key findings and future
research directions.
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Figure 1: System Model

II. RELATED WORK

Traditionally, wildfire prediction models have been based
on empirical, physics-based, and cellular automata methods.
Empirical models, like the Rothermel fire spread model,
used historical fire data to predict fire intensity and rate
of spread [6]. Physics-based models, such as BEHAVE [7]
and FARSITE [8], simulate fire behavior by incorporating
physical processes, like wind, temperature, and fuel type.
Cellular automata models further enhanced fire dynamics
simulation by introducing stochastic and spatially explicit
models, such as those by Karafyllidis and Thanailakis [9].
While these traditional models were effective, they struggled
with the complexity of fire spread dynamics, particularly
in non-linear environments. The advent of machine learning
(ML) and deep learning (DL) introduced new capabilities.
ML models, including Random Forest and Support Vector
Machines [10], have demonstrated success in capturing the
intricate relationships between various factors influencing fire
spread, whereas DL models like CNNs [11] and U-Nets [12]
excel in processing satellite imagery and capturing both spatial
and temporal patterns. These advancements offer significantly
improved predictions by modeling the complex dynamics of
wildfire propagation with higher accuracy and robustness than
earlier methods.

For deep learning models to effectively predict wildfire
spread, robust and multimodal datasets are essential. Datasets
like WildfireDB [13] and WildfireSpreadTS [14] combine data
from multiple sources, providing essential training founda-
tions despite resolution and data quality challenges. These
datasets enable DL models to learn from vast amounts of
data, improving the predictive power by accounting for the
multifaceted nature of fire behavior. Their ability to integrate
spatial, temporal, and environmental data is fundamental in

overcoming the limitations of earlier models, enabling better
forecasting and resource allocation in wildfire management.

Path planning in dynamic environments, particularly during
wildfires, is critical for ensuring the safety of evacuees and
first responders. Dijkstra’s algorithm, developed in 1959, laid
the foundation for finding optimal paths in static environments
[15]. However, for dynamic and uncertain environments like
wildfires, A* algorithm is more suitable due to its integration
of heuristics, which optimize pathfinding while considering
obstacles and risk factors [16]. The A* algorithm provides a
balance between computational efficiency and path optimality,
making it a popular choice for evacuation planning. Moreover,
its ability to consider dynamic factors, such as moving hazards
or fire progression, allows for real-time adjustments, ensuring
timely and safe routes.

For safe evacuation during wildfires, modified versions of
path planning algorithms, such as those proposed by Wang
et al. [17] and Xu et al. [18], integrate dynamic hazard
modeling, risk assessment, and real-time fire prediction data.
These modified algorithms adapt to the constantly changing
conditions of wildfire environments, ensuring that the gen-
erated paths remain safe despite the unpredictability of fire
spread. Systems that use real-time fire prediction data, can
significantly improve the accuracy of evacuation plans. By
continuously updating the predicted spread of the fire, these
systems enable the generation of optimal evacuation routes for
both the general public and emergency responders, minimizing
risks during fire emergencies.

III. METHODOLOGY

Wildfires present an unpredictable and highly dynamic
threat to life, property, and ecosystems. With accurate pre-
dictions of wildfire spread, it becomes possible to plan and
execute evacuation strategies. In this work, we focus on the
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Figure 2: Example images from the dataset showing each of 13 features derived from various sources.

challenge of developing a robust safe path planning framework
that integrates results from wildfire spread predictions to
generate safe routes for evacuation.

A. Wildfire Spread Prediction

The process of generating a 2D wildfire spread prediction
begins by integrating diverse data sources, such as vegetation
indices, meteorological data (e.g., temperature, humidity, and
wind speed), topographical features, and past fire occurrences.
The multimodal inputs are preprocessed to ensure consistency,
forming a cohesive dataset for model training (Fig. 2).

The dataset is processed by a deep learning (DL) model
in two stages: first, extracting spatial and temporal features
to capture relationships like environmental influences on fire
propagation; second, identifying complex interactions that
traditional methods struggle to model.

The DL model outputs a 2D fire mask prediction for the
next day, representing the likelihood of wildfire spread. This
binary or probabilistic map indicates fire-affected areas at a
grid-cell level. The predicted fire mask can be post-processed
for visualization or used directly in downstream applications,
such as path planning and resource allocation. This workflow
highlights how DL models effectively integrate diverse data to
produce actionable insights.

B. Problem Formulation

The prediction of wildfire spread has been achieved using
deep learning models such as U-Net and Vision Transformers
(ViT). Our task is to leverage these predictions to develop
evacuation paths that avoid areas affected by fire. The wildfire
predictions are provided as binary grids, where each grid
cell indicates whether a particular area is affected by fire or
not. The primary challenge is to navigate safely through fire-
prone areas using wildfire predictions while ensuring safety

and efficiency. This challenge is addressed by formulating the
problem as a graph-based search on binary grids

The safe path planning problem involves finding a path
from a designated start point (such as the current location of
individuals) to a safe destination while avoiding fire-affected
areas. Mathematically, we represent the problem as a graph-
based search problem, where the grid of wildfire predictions
serves as a map. Each grid cell is treated as a node, and the
goal is to find a safe route from the start node to the destination
node, navigating through non-burning areas.

Let the grid be represented by the binary map Y ∈ RH×W ,
where H and W are the height and width of the grid, and each
element y(h,w) is a binary value: y(h,w) = 1 for fire-affected
areas and y(h,w) = 0 for non-burning areas. The objective is
to use a modified A algorithm to find the optimal path, which
avoids the cells marked as 1 (fire) and minimizes the distance
while maximizing safety.

We define the safe path planning problem as follows:

Psafe = min
P

(
n∑

i=1

di,i+1

)
; y(h,w) = 0,∀(h,w) ∈ P (1)

where P is the path from the start to the destination, di,i+1

is the distance between consecutive nodes along the path, and
the condition y(h,w) = 0 ensures that all nodes along the path
avoid fire-affected areas.

By integrating the results of the wildfire spread predictions
into this path-planning process, we aim to provide an auto-
mated, safe, and efficient evacuation strategy for areas under
threat. The modified A* algorithm, optimized for this context,
will use both the fire predictions and traditional route planning
criteria (e.g., distance, time, accessibility) to generate the safest
and most viable evacuation paths.

9Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-244-9

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

DBKDA 2025 : The Seventeenth International Conference on Advances in Databases, Knowledge, and Data Applications

                            18 / 88



The fire predictions are used as input for the optimized
A*(OA*) algorithm to implement safe evacuation routes. The
fire predictions, represented as binary masks, guide the A*
algorithm in finding safe evacuation routes and avoiding fire-
affected zones. Fig. 3 illustrates how a complex spiral-shaped
fire mask is converted into a binary grid, which acts as a
platform for applying the OA* algorithm and generating a
corresponding fire mask with pixel values representing "fire"
or "no fire." This approach integrates deep learning predictions
with pathfinding algorithms to provide actionable, real-time
evacuation strategies.

Figure 3: Binary grid converted into corresponding Fire Mask
for application of Safe Path Planning.

C. Proposed Algorithm: Optimized A* for Safe Path Planning

The proposed safe path planning algorithm enhances the tra-
ditional A* search algorithm to dynamically navigate through
wildfire-affected regions, ensuring that the generated paths
avoid hazardous fire zones. This modified A* algorithm uses
the output of the wildfire spread prediction model, represented
as binary fire masks, as input. These fire masks encode areas
affected by fire as ‘1’ (danger zones) and safe zones as ‘0’.
The objective is to generate the safest, shortest possible path
from a start node to a goal node while avoiding fire regions
and minimizing risk.

At a high level, the Optimized A* (OA*) algorithm in-
tegrates essential components to enable safe path planning.
The core components include a heuristic function, a safety
evaluation function, and a path reconstruction function. The
heuristic function computes the Euclidean distance between
nodes, estimating the cost of the shortest path to the goal:

f(n) = g(n) + h(n) (2)

where g(n) represents the cost from the start node to the
current node, and h(n) is the heuristic estimate of the cost
to the goal. This function guides the algorithm by prioritizing
nodes with the lowest estimated total cost.

The IsSafe function evaluates the safety of each node by
inspecting its surrounding area within a predefined buffer. For
each candidate node, this function iterates over neighboring
cells to check whether they fall within fire-affected zones or
exceed the grid boundaries. Nodes deemed unsafe are excluded
from the search, ensuring the path avoids direct or proximate
exposure to fire hazards.

The ReconstructPath function traces the final route from
the goal node back to the start node. It utilizes a map of
predecessors, which records the most efficient path during the
search, and iteratively builds the route in reverse, ensuring the
shortest and safest path is returned upon successful completion
of the algorithm.

The OA* algorithm operates iteratively, beginning with the
initialization of the priority queue, which tracks nodes based
on their f(n) values. The algorithm starts with the input fire
mask, the start and goal nodes, and the specified safety buffer.
For each node, the algorithm considers all eight possible
movement directions, including diagonals, and evaluates the
safety and cost of each neighboring node. If a neighboring
node is safe and offers a lower cost than previously recorded, it
is added to the open set for further exploration. Unsafe nodes,
as determined by the IsSafe function, are pruned from the
search space.

When a neighboring node satisfies the safety and cost crite-
ria, its g(n) value is updated to reflect the traversal cost, and
its f(n) value is recomputed. If the goal node is reached, the
algorithm terminates, and the ReconstructPath function maps
out the shortest, safest route. If the priority queue is exhausted
without finding a path, the algorithm concludes that no viable
route exists, ensuring that no unsafe recommendations are
made.

This integration of heuristic evaluation, safety constraints,
and efficient path reconstruction ensures that the OA* algo-
rithm generates paths that are both optimal in terms of distance
and safe for traversal. The approach is particularly effective in
scenarios requiring real-time decision-making, such as emer-
gency evacuations, firefighting operations, and autonomous
navigation in fire-affected regions. By prioritizing safety while
maintaining efficiency, the OA* algorithm addresses the criti-
cal challenges posed by dynamic and hazardous environments.

IV. EXPERIMENTS & RESULTS

This section presents the results of the safe path planning
using the optimized A* (OA*) algorithm, which integrates
wildfire spread predictions from a Deep Learning model. The
algorithm leverages binary fire masks to find safe evacuation
routes while adhering to safety constraints, such as maintaining
a buffer zone from fire-affected areas.

Figure 4: Application of OA* Algorithm on the Wildfire
Spread Prediction results.

Fig. 4 builds upon Fig. 3, illustrating the application and
outcome of the OA* algorithm on an input binary grid. The
fire masks, generated from spread prediction outputs, are
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transformed into a binary grid to enable processing by the
OA* algorithm. For clarity, these grids are further represented
as fire maps. The final result depicts a red line, indicating
the safe path between the start (green marker) and goal (blue
marker), while adhering to all safety constraints.

A. Scenarios with Navigable Safe Routes

(a) Path generated in denser fire areas

(b) Path generated in complex fire zones

Figure 5: Results of Navigable Path Based on Optimized A*
Algorithm

The application of the OA* algorithm on wildfire spread
predictions is demonstrated in Fig. 5, showing successful
pathfinding from start to goal nodes, avoiding fire-affected
regions. In these scenarios, the algorithm navigates a sparse
region, selecting a direct route while respecting the safe buffer.
Fig. 5a shows the algorithm can handle a denser fire area
with narrow corridors, still ensuring safety by avoiding fire

zones. The algorithm is equipped to find a longer, safer path
around the fire in a large fire-affected area. Fig. 5b represents a
complex spiral-shaped fire zone that is navigated successfully,
demonstrating the algorithm’s robustness.

The results demonstrate the OA* algorithm’s ability to
effectively utilize fire predictions to provide safe and effi-
cient evacuation routes and validate that the OA* algorithm
effectively balances safety and route efficiency. The imple-
mented safety buffer ensures that the generated paths not only
minimize distance but also maintain a safe distance from fire
zones. The adaptability of the algorithm is evident, as it can
navigate from sparse to highly complex fire scenarios without
compromising safety.

(a) Absence of safe distance from source to destination

(b) Fire region overlaps or is too close to source/destination node.

Figure 6: Results of No Path Exist Based on Optimized A*
Algorithm
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B. Scenarios with No Safe Routes

In some cases, the OA* algorithm was unable to generate
paths due to environmental constraints, as shown in Fig. 6.
These scenarios highlight the algorithm’s accuracy in recog-
nizing situations where no safe route exists. Fig. 6a shows
complete blockage of safe passages by fire zones and safety
buffers resulting in no path being generated. Fig. 6b Fire
regions overlap or are too close to the start or goal nodes,
preventing any feasible path from being identified.

These results validate the robustness and reliability of the
Optimized A* (OA*) algorithm in leveraging wildfire spread
predictions for safe path planning. The algorithm consistently
adheres to safety constraints, ensuring that only paths meeting
safety standards are proposed while avoiding unsafe recom-
mendations. Its ability to successfully navigate diverse fire
scenarios demonstrates adaptability and effectiveness in pro-
viding safe evacuation routes. Simultaneously, the algorithm’s
precise recognition of no-path scenarios underscores its critical
role in upholding safety protocols, making it a valuable tool
for real-world applications like evacuation planning.

These outcomes validate the utility of the OA* algorithm as
a practical tool for emergency planning and real-time decision-
making, offering a promising solution for mitigating wildfire
risks and enhancing evacuation strategies.

V. CONCLUSION & FUTURE WORK

In this work, we presented an Optimized A* (OA*) al-
gorithm for safe path planning, leveraging wildfire spread
predictions generated from deep learning models. The method-
ology integrates binary fire masks with a graph-based search
algorithm to navigate through complex wildfire scenarios, en-
suring safety while maintaining route efficiency. Experimental
results demonstrate the algorithm’s adaptability to varying fire
patterns, from sparse to highly dense zones, and its ability
to identify no-path scenarios when no safe evacuation route
exists. This approach highlights the potential of integrating
deep learning predictions with traditional search algorithms
to address real-world challenges like emergency evacuation
planning.

While the OA* algorithm has proven effective in ensuring
safety and efficiency, future work can further enhance its capa-
bilities. First, the quality of path planning outcomes is directly
influenced by the accuracy and precision of wildfire spread
predictions. Advances in deep learning techniques and the use
of higher-resolution, more precisely delineated predictions can
significantly improve the algorithm’s performance. Addition-
ally, incorporating dynamic updates to account for real-time
changes in fire behavior and environmental conditions would
enhance the adaptability of the system. Exploring alternative
heuristic functions and multi-objective optimization techniques

could also offer further improvements, allowing the algorithm
to balance safety, travel time, and resource allocation more
effectively.
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Abstract—Social media is a highly influential platform for 
sharing messages, photos, and videos. Understanding public 
perception through its vast data stream is essential. This study 
introduces a two-stage clustering method to extract coarse-
grained topics from social media text data. First, graph 
clustering extracts micro-clusters from graphs generated based 
on the similarity of user posts, with each micro-cluster 
representing a fine-grained topic. The time series of these micro-
clusters are then analyzed in the second stage through time 
series clustering to reveal coarse-grained topics. In this study, 
we consider applying this method to Yahoo! Japan News 
Comments related to the election of two specific candidates in 
Japan. This is expected to extract people's reactions to the 
candidates before and after the election.  

Keywords-social media analysis; knowledge discovery; graph 
mining; two-stage clustering; time series. 

I.  INTRODUCTION  
Social media platforms, such as Yahoo! Japan News, are 

influential hubs for user interaction through messages and 
other media, such as photos and videos. Yahoo! Japan News, 
distributing around 7,500 daily articles and attracting 5 billion 
monthly visits, features an anonymous comment section 
where users can post opinions and react to others [1]. 

With the rapid growth of user-generated content, manually 
analyzing comments is impractical. To address this, we 
developed a two-stage clustering method to extract key topics 
and their temporal patterns from social media data [2]. This 
approach analyzes public perceptions, tracks opinion shifts, 
identifies misinformation, and evaluates communication 
effectiveness. It also bridges public sentiment with 
policymaking by providing actionable insights. 

Unlike traditional topic modeling [3][4], which focuses on 
classification, our method combines graph clustering [5] of 
graphs based on the similarity of user posts with temporal 
analysis, enabling efficient processing of large-scale and 
sparse data while integrating topic and temporal evaluation. 

This paper demonstrates the concept of our two-stage 
clustering method applying to various topical issues from 
Yahoo! Japan News Comments. In the first stage, we apply 
graph clustering to the word co-occurrence graph and extract 
micro-clusters corresponding to fine-grained topics of 
comments. We utilize Data Polishing algorithm [5][6] to 
achieve better scalability for data processing. We extract time 

series data for each micro cluster by counting the tweets 
posted within a defined time window. Specifically, we focus 
on ’burst’ events, where a sudden spike in tweet activity 
corresponds to significant external events (such as election 
debates or breaking news). By examining these bursts, we can 
correlate the shifts in public perception with specific political 
or social occurrences. Finally, we apply time series clustering 
in the second stage to find the clusters corresponding to 
coarse-grained topics. 

Our method has two key advantages: scalability and the 
ability to use both textual and temporal information. The 
method can handle large-scale social media data, making it 
suitable for long-term analysis. Additionally, by considering 
temporal patterns, we capture “bursty” activity [7] in the data, 
reflecting real-world events such as news and natural 
occurrences, which are essential for understanding underlying 
topics in social media discussions [8][9]. 

The rest of the paper is organized as follows. Section II 
surveys the related work. Our two-stage clustering method for 
discovering coarse-grained topics is briefly described in 
Section III. Next, Section IV explains our proposed method 
with a large-scale Yahoo! Japan News Comments data set 
regarding the election results of specific candidates in Japan. 
Finally, we summarize the results in Section VI. 

II. RELATED WORK 
Recent studies on social media data analysis have used 

Latent Dirichlet Allocation (LDA) [3] to identify topics in 
tweets [10][11]. However, LDA has limitations: it assumes 
documents contain multiple topics and require repeated word 
instances, making it unsuitable for social media posts that are 
generally short and low-quality. LDA also needs several 
hundred iterations, making it inefficient for large datasets, and 
it ignores temporal information such as timestamps 
[12][13][14]. Though extensions like X LDA [15] and 
dynamic LDA [16] address some of these issues, they still face 
other LDA limitations. 

To overcome these problems, we propose a two-stage 
clustering algorithm using both word and timestamp data. 
This method applies graph clustering to identify micro-
clusters (fine-grained topics) in social media data. Our 
proposed method, which applies graph clustering to identify 
fine-grained topics from social media data, extends previous 
work on topic modeling (e.g., LDA [16]). Unlike LDA, which 
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requires repeated word occurrences in longer documents, our 
method is tailored to handle short, sparse data such as tweets. 
Furthermore, our approach incorporates time series analysis 
to capture the temporal dynamics often missing in 
conventional topic modeling techniques. Our clustering 
algorithm has five key characteristics: quantity, independence, 
coverage, granularity, and reproducibility. Existing methods 
like pattern mining [17], community mining [18], and DBscan 
[19] do not fully meet these criteria, but Data Polishing [5] 
offers a solution. 

Event detection from social media streams is a popular 
research topic [20][21], with methods focusing on“bursty” 
events that lead to sharp rises in tweet activity. Our method, 
however, distinguishes between reactions to breaking news 
and general social media trends based on the similarity of 
temporal patterns. 

Finally, while many studies focus on predicting social 
media trends [14][22][23], we develop an automatic method 
for discovering temporal patterns of collective human 
attention, helping to distinguish between external shocks and 
internal effects like word-of-mouth. 

III. METHOD FOR DISCOVERING COARSE-GRAINED 
TOPICS FROM 

We introduce a two-stage clustering method [2] to extract 
coarse-grained topics from social media data (Fig.1). The 
figure has the following four parts; A: Large-scale social 
media data (i.e., the tweets and timestamps). B: Graph defined 
by the similarity between user posts. C: Micro-clusters 
obtained by graph clustering (first stage clustering). D: 

Coarse-grained topic obtained by time series clustering 
(second stage clustering). In the C part, the gray circles 
represent a micro-cluster. Comments in a micro cluster share 
a fine-grained topic.  

First, we construct a similarity graph of users’ posts, where 
users’ posts share similar words. For example, nodes (users’ 
comments) are linked when sharing more than 50% of the 
words (Fig.1.A–B). Next, using a Data Polishing algorithm, 
graph clustering is applied to detect micro-clusters, 
representing fine-grained topics (Fig.1.C). Finally, time-series 
clustering groups these micro-clusters into coarse-grained 
topics, revealing how discussions evolve over time (Fig.1.D). 
This approach enhances scalability and integrates both textual 
and temporal features, making it suitable for analyzing large-
scale comment datasets. 

A. Graph Generation 
We create the graph from users’ posts, an undirected graph 

where each node represents a tweet/comment and an edge 
indicates tweet/comment similarity. A pair of tweets are 
connected if their Jaccard similarity coefficient[24] exceeds 
the threshold θE. 

B. Graph Clustering 
We identify fine-grained topics by clustering the users’ 

posts graph to find micro-clusters (i.e., dense subgraphs) (Fig. 
2). All the posts in a micro-cluster are expected to have a 
similar meaning. 

 
 
 

Figure 1. Proposed method (Two-stage clustering method) for discovering coarse-grained topics of public perceptions from social media data.  
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To identify fine-grained topics, we perform graph 
clustering to find micro-clusters (dense subgraphs) (Fig. 2). 
Users’ posts within the same micro-cluster are highly similar. 
An edge is added between nodes (u, v) if the Jaccard similarity 
of their neighbor sets (N[u], N[v]) exceeds θDP. Non-satisfying 
edges are removed. Data Polishing iterates this process until 
the graph is divided into cliques, which are then identified as 
topics using maximal clique enumeration with MACE [25]. 

C. Time Series Clustering 
While Data Polishing identifies topics, it often generates 

too many clusters for existing analysis. To reduce the number 
of clusters and improve interpretability, we use the users’ 
posts timestamps (Fig.3). We divide time into windows and 
count the users’ posts in each micro-cluster within those 
windows. Then, we apply K-Spectral Centroid (K-SC) [26]  

clustering to group micro-clusters with similar temporal 
patterns. K-SC is chosen for its robustness in capturing 
clusters using a similarity metric invariant to scaling and 
shifting, making it efficient for large datasets. 

 

𝐹 =	$ $ 𝑑&'𝑥! , 𝜇"+
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"'(

 

 
where K is the number of clusters, xi is the i-th time series, 

and Cj is a set that represents the member of the j-th cluster. 
The K-SC’s distance metric 𝑑&(𝑥, 𝑦)between the two time 
series (x and y) is defined as follows: 
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),+

2𝑥 − 	𝛼𝑦+2
‖𝑥‖  

 
where 𝑦+ is the result of shifting time series y by q time 

units, and ‖		‖	represent the 𝑙,	norm. 

IV. DISCOVERING PEOPLE’S PERCEPTIONS ABOUT 
SPECIFIC CANDIDATES BEFORE- OR AFTER- ELECTIONS 
In this paper, we trying to apply the proposed method 

(Fig.1) to large-scale Yahoo! Japan News Comments to 
uncover public perceptions on coarse-grained topics. Yahoo! 
Japan News Comments, a widely used social media platform 
in Japan similar to X, often becomes a hot topic influencing 
public opinion on current issues. 

A. Data 
The dataset contains comments from Yahoo! Japan News 

mentioning the names of two candidates in local prefecture 
governor elections: hereafter CandidateA and CandidateB. 
For example, we suppose that CandidateA, initially a less 
known candidate, gained popularity during the election and 
finished as the runner-up. However, after the election, he 
faced significant criticism due to harassment allegations. 

We can also suppose that CandidateB, the sitting governor 
of the Prefecture, faced harassment accusations, leading to his 
resignation. Despite the controversy, he gained support as the 
campaign progressed.  

For these two candidates, Yahoo! Japan News that have 
one’s name in the title will be the target data. 

B. Adapting Two-stage Clustering 
First, we segment each comment using the Japanese 

morphological analyzer MeCab [27] and remove stop words 

such as ”kore” (this), ”sore” (it), and ”suru” (do). Next, we 

generate a user’s comments text graph where each node 
represents a comment. Comments are connected if the Jaccard 
similarity coefficient of their word sets exceeds the threshold 
θE = 0.3, meaning the comments share more than 50% of 
words in common. In our two-stage clustering method, we set 
the threshold θDP to 0.2, and our experiments show that the 
results are robust to changes in this parameter. 

After identifying micro-clusters from the text graph, we 
extract coarse-grained topics by clustering the top 1,000 
largest micro-clusters using time-series clustering (Sec. III C). 
The TimeSeriesKMeans algorithm was used, with the number 
of clusters K is set to 15, utilizing the Python package tslearn 
for time series analysis. We identified the cluster topics using 
ChatGPT. 

 
Figure 2. First stage clustering: Graph clustering. 
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Figure 3. Second stage clustering: Time series clustering. 
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C. Analysis of Two-stage Clustering Result 
Fig.4 and Fig.5 present the two-stage clustering result 

examples (results of 2 clusters out of 15 clusters, respectively, 
as examples) for comments before and after the election of 
CandidateA and CandidateB, respectively. Fig.4-a and Fig. 5-
a represent data before the election, while Fig.4-b and Fig. 5-
b correspond to data after the election: 

 
• Left (Word Cloud): Displays the most frequently 

used words, representing key themes in discussions 
• Center (Time-Series Graph): Shows the temporal 

distribution of comments within each cluster, 
capturing shifts in public discourse. 

• Right (Contents): Explains the cluster contents 
briefly.  
 

This layout effectively visualizes how public sentiment 
and key discussion points changed before and after the 
election, helping to track emerging concerns and reactions. 
For example, we may be able to consider the following 
perspectives from people. 

1) Before-election discussion on CandidateA: We could 
observe that preelection topics predominantly revolved 
around CandidateA’s campaign strategies, political stance, 
qualifications, and media coverage. There was significant 
engagement with CandidateA’s policies, leadership style, and 
future expectations, with public discourse centered on 
comparisons to other candidates and the feasibility of 
campaign promises. Media influence was also a recurring 

theme, though largely in the context of how it shaped 
CandidateA’s perception among the public. 

2) After-election discussion on CandidateA: We also 
obsereved that after election, the focus shifted from campaign 
strategies to critical evaluations of CandidateA’s actions and 
credibility. The discussions became more emotionally 
charged, reflecting heightened public reactions to 
controversies, such as harassment allegations. Topics 
expanded to include broader concerns about political 
trustworthiness, media fairness, and societal trends. 
Discussions on gender biases and the humanity of politicians 
also emerged, reflecting a deeper exploration of societal and 
political issues. Additionally, the after-election discourse 
revealed increasing political distrust and dissatisfaction with 
the system. 

3) Topic change from before-election to after-election for 
Candidate A: We can consider that the transition from before-
election to after-election discourse reflects a shift from 
forward-looking campaign analysis to retrospective 
evaluations of political credibility, public trust, and societal 
implications, with a heightened emphasis on emotional and 
systemic critiques. 

4) Before-election discussion on CandidateB: Prior to the 
election, the discourse primarily centered on CandidateBs 
campaign activities, leadership, political stance, and media 
coverage. Public opinion was shaped by discussions on 
CandidateB’s qualifications as a governor, his policies, and 
his comparison to other political figures. 

Media influence played a significant role in forming 
public perceptions, with many comments reflecting concerns 

 
 

b.  Cluster Examples of CandidateA - Before election   b.    Cluster Examples of CandidateA - After election 
Figure 4. CandidateA’s Coarse-grained topic examples obtained by two-stage clustering. 

Candidate A's Presence in the 
Tokyo Gubernatorial Election  
Comments regarding support or 
criticism for Candidate A, his 
campaign activities, comparisons 
to another candidate and the other 
candidate, and the importance of 
voting.

Polarized Opinions About 
Candidate A  
Debates about Candidate A's 
leadership style, his supporters 
versus critics, and connections to 
internet and anime culture.

Opinions on Criticism and Defense
Opinions on criticism and defense 
of another candidate and 
CandidateA, including discussions 
about their qualifications as 
politicians and their statements.  

Politicians' Actions and Reliability
Evaluations of politicians' actions, 
statements, and trustworthiness, 
citing specific examples.

 
 

a.  Cluster Examples of CandidateB - Before election   b.    Cluster Examples of CandidateB - After election 
Figure 5. CandidateB’s Coarse-grained topic examples obtained by two-stage clustering. 

Election Interference and Media 
Coverage
Description: Discussion on acts of 
election interference during 
CandidateB's campaign and the 
attitude of media coverage.

Expectations for Reform and 
Current State
Description: Opinions on 
expectations for reform and the 
current state of CandidateB's
governance.

Election Campaigns and Media 
Coverage
Comments about Candidate 2's 
election campaigns, focusing on 
media coverage and street 
speeches.

Evaluation of Candidate 2 's 
Actions as a Politician
Opinions on Candidate 2 ʼs actions 
as a politician, including his 
leadership and activities.
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about the bias in reporting and CandidateBs reception in the 
media. 

5) After-election discussion on CandidateB: After the 
election, the focus transitioned from before-election campaign 
strategies to more critical evaluations of CandidateB’s actions 
and trustworthiness as a politician. The discourse became 
more polarized, with discussions increasingly reflecting 
public reactions to election results, controversies such as 
harassment allegations, and concern over political integrity. 
The after-election discussions also introduced themes of 
media fairness, misinformation, and political expectations, 
highlighting a growing dissatisfaction with politicians and the 
political system. There was a deeper exploration of topics such 
as trust in politicians, gender biases, and the social impact of 
political decisions. 

6) Topic change from before-election to after-election 
for Candidate B: The shift from before-election to after-

election discourse can be considered to illustrate a movement 
from campaign-focused discussions to more intense 
evaluations of political credibility, media influence, and                                                                                                             
societal concerns. The after-election phase may be marked by 
a heightened emphasis on trust issues, emotional responses, 
and systemic critiques. 
 
This analysis is intended to indicate a direction, and the 

current data does not go far enough to capture this trend 
accurately. However, it is thought that it will become possible 
to grasp such trends by refining the data.  

V. CONCLUSION 
This study demonstrated the effectiveness of our two-stage 

clustering method in analyzing large-scale social media data, 
particularly in tracking public perceptions before and after 
elections. By applying the method to Yahoo! Japan News 
Comments, we identified key topics and their temporal 
evolution, uncovering shifts in political sentiment, media 
influence, and public trust. 

Our findings highlight a notable shift in discussions 
moving from campaign strategies and candidate qualifications 
(before the election) to critical evaluations, controversies, and 
trust issues (after the election). Furthermore, increasing 
political polarization and concerns over media bias were 
observed, reflecting broader societal trends. Despite its 
effectiveness, limitations remain. Noisy data and evolving 
linguistic patterns could affect the method's performance. 
Future research will focus on enhancing robustness against 
noise and improving temporal clustering techniques. Beyond 
political analysis, this approach can also be adapted to analyze 
social media discussions around other societal issues, such as 
public health, environmental concerns, and economic policies. 
By applying this method to a variety of topics, we can gain 
deeper insights into how public opinion evolves in response to 
diverse challenges, enabling better-informed decision-making 
for policymakers, media analysts, and researchers. 
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Abstract—We perceive music from various perspectives - the
melody, the rhythm, the emotions or passions they evoke, the
richness of sound, and how it correlates with the time of the day
(like Morning Raga) or with seasons (like Vivaldi’s Four Seasons).
This is a multimodal classification challenge for which correct data
annotation is a difficult issue. In this work, we propose a method
for visualizing audio signals from various musical instruments
to identify their variances and quantify their similarities and
distances. The appropriate tools (algorithms) for this task were
identified by experimental analysis. The work is conducted in two
stages: the first is audio feature extraction and compression,
and the second is the projection of high-dimensional audio
features on a two-dimensional plane using various unsupervised
visualization techniques. The aim is to determine which feature
compression and visualization tools can produce clearly separated
clusters of audio signals. The features of the STFT spectrogram
extracted using CNN provide the best compressed representations,
which are better visualized using t-SNE and UMAP techniques,
achieving silhouette scores of 84% and 81%, respectively. The
STFT spectrogram features are compressed more effectively using
UNet, resulting in improved cluster visualization with t-SNE,
UMAP, and even with PCA, with silhouette scores of around
75%.

Keywords- MFCC; STFT; Spectrogram; CNN; U-Net; t-SNE;
and UMAP.

I. INTRODUCTION

Each music sample has unique context-dependent audio
characteristics, making audio classification a challenging multi-
modal task. Additionally, training classifiers requires annotated
signals, which are difficult to obtain.

In this project, our aim is to analyse audio signals from
different musical instruments. The extracted features are high-
dimensional. We project them onto a two-dimensional plane
to visualize their similarities and dissimilarities. For our
experimental study, six musical instruments were selected, five
of which are traditional Indian Instruments: Flute, Nadaswaram,
Thavil, Santoor, and Veena. We also included the Western
classical instrument piano and compared the audio charac-
teristics of the music produced by the instruments. These
traditional instruments possess unique tonal features. Flute and
Nadaswaram are wind instruments that produce sound through
air vibration, the flute being side-blown and made of bamboo,
while Nadaswaram is a long wooden pipe with a conical end.
Santoor (struck) and Veena (plucked) are string instruments,

with Veena’s dual resonators, add uniqueness to the music.
Thavil, a South Indian percussion drum, has a hollow wooden
shell with stretched leather membranes, and is played by hand
or stick. The piano produces sound by hammering strings when
keys are pressed.

Traditionally, Fourier Transform (FT) [1] and Fast Fourier
Transform (FFT) [1] was used for signal analysis. But this
approach cannot capture sequential contextual audio informa-
tion. Advances in speech processing introduced techniques like
Short-Time FT (STFT) [2] , Wavelet Transform (WT), and
Mel-Frequency Cepstral Coefficients (MFCC) [3]. After using
such audio feature extraction tools, machine learning techniques
including deep neural networks that compress high-dimensional
audio data. This effectively facilitated viewing music pieces,
originiated from different instruments, as compact scatterplots
on a plane. The overall plan is shown in Figure 1.

Figure 1. Overall plan for the Experiments.

MFCC features were extracted from the musical samples [3].
Using standard MFCC window lengths (25 milliseconds), even
a few seconds of audio signal generate a high-dimensional
feature vector. In this high dimension, the distribution of
distances between samples exhibits low variance, making two-
dimensional visualization ineffective.

We used a second step of feature compression using deep
neural network. The effectiveness of the proposed methods was
validated through several experiments by projecting the data
onto two dimensions [4]. For spectral analysis, we used the
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Short-Time Fourier Transform. We converted the STFT features
into spectrogram images [2]. These spectrograms serve as visual
representations of the music features. To extract features from
spectrogram images, we used a CNN model [5], and a U-Net
model [6]. CNN and UNet were trained on STFT spectrograms.
Features were extracted from the output of filter layers of the
CNN where they are input to the dense classification layer.
Similarly, features were extracted from the bottleneck layer in
UNet. Section III details how CNN and U-Net architectures
extract features from images through their distinct approaches.

To visualize music signals on a two-dimensional plane, we
used PCA (a linear method), t-SNE, and UMAP. MFCC features
are directly fed into the above three visualization tools.

The remainder of this paper is organized as follows. Section
II reviews related work. Section III describes the methodology,
including data collection and pre-processing, feature extraction,
and the proposed solution. Section IV presents the experimental
results and their analysis. Finally, Section V concludes the paper
and discusses future research directions.

II. RELATED WORK

The Previous works on the Visualization of audio sample
characteristics are discussed below.

The authors used three different datasets in their work
reported in 2024 [7]. Two datasets with 10 classes and an
augmented version of one (using pitch shifting, time-stretching,
and noise) were used. MFCC features were extracted, CNN
and RNN-LSTM models were trained. CNN performed better
on smaller datasets, while RNN-LSTM excelled on larger ones.

In the work reported in 2020 [4], the authors experimented
with audio data of 10 classes, extracting MFCC features. They
visualized these high-dimensional features using PCA, t-SNE,
Iso-Map, and SOM. t-SNE produced well-separated clusters.
SOM showed slight separation, while Iso-Map failed to capture
meaningful structure. The conclusion was that Iso-Map failed
to work with this high-dimensional data.

In another work on the audio classifier, reported in 2020 [5],
the authors used a public dataset and converted the audio signals
into Mel power spectrograms. They applied two approaches
to capture features: a CNN model trained from scratch and a
pre-trained VGG19 model using transfer learning. Both models
performed well. The CNN model trained from scratch slightly
outperformed the VGG19 model.

III. PROPOSED METHODS AND EXPERIMENTS

This section outlines the paper’s workflow, including data
collection and preprocessing, feature extraction, projection of
higher dimension into 2D, and the proposed method, as detailed
below.

A. Data Collection and Pre-processing

Audio samples are collected from open public platforms like
YouTube and recorded media, ensuring each sample captures
the instrument’s unique tonal and spectral characteristics
without background noise or audio from other instruments.

We collected 180 audio samples, 30 samples per instrument,
using YTMP3 and converted them to MP3. We processed them

with Clideo, Clips were segmented into 30–45 seconds, then
converted to WAV, ensuring high-quality data for analysis.

B. Feature Extraction
1) MFCC Feature Extraction: MFCC feature is a standard

for audio analysis in music, speech recognition, and speaker
identification. Pre-processing standardizes samples to 30 sec-
onds by padding or trimming, followed by sampling at 44,100
Hz for high-quality signal preservation.

The MFCC extraction process begins with pre-emphasis to
enhance high-frequency components. The 30-seconds audio is
segmented into 25ms non-overlapping frames (1,201 frames,
each with 1,103 samples). A Hanning window is applied to
smooth edges and reduce distortions. The Discrete Fourier
Transform (DFT) converts the signal to the frequency domain,
capturing spectral characteristics. A Mel filter bank mimics
human hearing by dividing the spectrum into 26 bands, reducing
dimensionality while retaining essential information. A loga-
rithmic transformation follows to compress the dynamic range.
Finally, the Discrete Cosine Transform (DCT) decorrelates
Mel-spectral coefficients, retaining the first 13 MFCCs used
for classification.

Figure 2. The process of MFCC Feature Extraction.

The MFCC extraction process is shown in Figure 2. Each
30-seconds sample is converted into 13 MFCCs × 1,201 frames
and flattened into a 1-D vector of 15,613 elements. MFCCs
capture essential audio characteristics, preserving tonal, timbral,
and rhythmic features for classification and visualization.

The dataset for each musical instrument consists of 30
samples, each with 15,613 values, resulting in a data matrix
of 30x15,613 for each instrument.

2) STFT Spectrogram Generation: The audio waveform of
30 seconds is divided into equal parts with a window of size
25 milliseconds. Each segment contains 1,102 samples. DFT
of each segment is computed using the Fast Fourier Transform
(FFT). The result of the FFT for each segment represents
the frequency content of the audio within that window. These
frequency domain representations are then concatenated to form
the spectrogram image. The spectrogram displays the frequency
spectrum where the intensity of a frequency is converted into
brightness. The images corresponding to sequential windows
provide a view of the audio spectral characteristics over
the duration of the signal [8]. Figure 3 shows the STFT
spectrograms of each musical instrument capturing the tonal
and spectral characteristics of the instruments as images.
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(a) Flute (b) Nadaswaram

(c) Thavil (d) Santoor

(e) Veena (f) Piano

Figure 3. Sample Spectrograms for each musical instrument.

C. Projection of higher dimension into 2D

1) Principal Component Analysis (PCA): PCA is a
lightweight linear dimensionality reduction algorithm that
identifies variance directions (eigenvectors) from the covariance
matrix, which is symmetric with orthogonal eigenvectors.
Projecting data onto the first two eigenvectors in 2-D
highlights key data distributions [9]. In our project, PCA’s
effectiveness depends on the compression algorithm applied
to MFCC or STFT data. We noted that UNet-compressed
STFT spectrograms form well-clustered visuals even with PCA.

2) t-Distributed Stochastic Neighbor Embedding (t-SNE):
t-SNE [10] is a non-linear dimensionality reduction technique,
preserves the local structure of high-dimensional data by
converting distances into probabilities and placing similar
points close in lower dimensions. When applied to high
dimensional feature space, t-SNE effectively captures complex
patterns, revealing distinct clusters of audio data from musical
instruments and uncovering structures.

3) Uniform Manifold Approximation and projection (UMAP):
UMAP [2] is a non-linear dimensionality reduction technique
that preserves both local and global structures, making it more
effective for visualizing high-dimensional data in 2-D. By
modeling data relationships as a graph and maintaining these
connections in lower dimensions, UMAP faithfully presents
complex distributions in low dimension.

D. Proposed Method

To visualize the audio features on a two-dimensional plane,
we employed three visualization algorithms.

1) Visualization of MFCC Features: The MFCC features
are extracted from the audio signals, resulting in a dataset
with dimension 15,613 from every music piece of 30 seconds
duration. In total, we have 180 samples for 6 instruments.
Then we directly visualized them using PCA, t-SNE and
UMAP.

2) Feature Extraction using CNN: The spectrograms of
audio samples are used to train a CNN model with labels of
the musical instruments. The CNN model architecture includes
two convolutional layers, each followed by max-pooling layers,
a flatten layer, and a couple of dense layers.

In Figure 4, the architecture of the CNN model used for
training is illustrated. The input to the model is a spectrogram
of size 400x600x3. The first convolution layer is with 16
filters to extract features, resulting in an output dimension
400x600x16. A MaxPooling layer with a 2x2 kernel reduces
the spatial dimensions to 200x300x16. This is followed by a
second Convolution layer with 32 filters and after applying 2X2
size max pooling, the resulting output is reduced to 100x150x32.
The output is flattened into a vector and fed into a dense layer
classifier. Since the musical instruments are known, the network
is trained as a supervised classifier with feature vectors as input.

The extracted features are visualized using the visualization
techniques: PCA, t-SNE, and UMAP. Feature vector scatter
plots are projected on a 2-D plane to visualize the similarities
and distances of the audio signals.

3) Feature Extraction using UNet: UNet which was pro-
posed for medical image segmentation, is used to compress the
image features. The UNet architecture consists of encoder and
decoder structure: the encoding part uses convolutional layers
followed by max-pooling layers to extract features and reduce
dimensions, while the decoding part employs upsampling layers
to reconstruct the input. Essential compressed audio features
are available in the bottom layer of the UNet.

In Figure 5, the spectrogram of size 400×600×3 is input to
the UNET model. Initially, two Convolution layers with 32
filters are used, followed by MaxPooling with a pool size of
4×4. Next, two more Conv2D layers with 64 filters are applied,
followed by another MaxPooling operation. After that, two
additional Convolution layers are applied one with 128 filters
and the other with 64 filters leading to the bottleneck layer,
which captures the encoded representation of the input.
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Figure 4. Architecture of CNN Classifier Model.

Figure 5. UNet Architecture.

From the bottleneck layer, the features are upsampled using
a transposed convolution operation with 64 filters of size 4×4.
These upsampled features are concatenated with the previous
layer from the bottleneck. The process of Convolution, Upsam-
pling, and concatenation is repeated for feature reconstruction.
Finally, this process produces the reconstructed image. It is an
unsupervised method.

The features from the bottleneck layer are extracted and
used to visualize the data in a 2-D scatter plot using PCA,
t-SNE and UMAP.

First, we train the UNet using data from all six classes.
The compressed features from the UNet bottleneck, from
different classes, are superimposed in the feature space and
cannot be projected as separate clusters on 2-Dimensional
plane. In the next experiments, we trained UNet separately
with individual classes of features. After this training, the
features from UNet bottleneck layer are used. The visualization
algorithms projected them into clear isolated groups.

IV. EXPERIMENT AND RESULTS

In this section, we present the visualization results of MFCC
features, and the extracted features from CNN and UNet.

A. Visualization of MFCC Features

To visualize high-dimensional MFCC features on a 2-
dimensional plane we used PCA, t-SNE, and UMAP. The
resulting scatter plot of 30 × 6 datapoints are shown in
Figures 6, 7, and 8.

In Figure 6, the scatter plot for different instruments are
completely mixed up. In Figure 7, we observe that Piano and

Thavil samples are far apart and compact. It is as expected,
because they produce very different types of sound. Veena
samples are compact but mixed with Flute, Santoor, and
Nadaswaram, which are overlapping and spread out.

Figure 6. PCA visualization of MFCC features.

Figure 7. t-SNE visualization of MFCC features.

In Figure 8, the Piano samples are far from the others, while
the rest form compact clusters. But these clusters are close
to each other due to small interclass distances. The overall
conclusion is that the MFCC feature, used directly as input to
the visualization software, does not result in clear clusters.
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Figure 8. UMAP visualization of MFCC features.

B. Visualization of Extracted features from CNN model

Features extracted from the output of CNN, i.e., input to the
dense layer for classification, are much lower in number than
the MFCC features. These extracted features are fed into PCA,
t-SNE, and UMAP for visualization. The results are shown in
Figures 9, 10 and 11.

Figure 9. PCA visualization of CNN features.

In Figure 9, the thavil, nadaswaram, and piano samples
form well-separated clusters though the sample points are
scattered over a wide area. The santoor samples overlap with
the nadaswaram cluster, suggesting some similarity in their
features. The flute and veena clusters are positioned very close,
indicating the related characteristics of the two instruments.

In Figure 10, all the music samples are clearly separated with
large inter-cluster distances. The clusters are fairly compact,
i.e., intra-cluster distances are not large. The piano and veena
samples form compact clusters.

When UMAP was used for the 2D projection, as shown
in Figure 11, we got compact non-overlapping clusters with
clear large inter-cluster distances. The santoor and nadaswaram
clusters are close to each other.

Figure 10. t-SNE visualization of CNN features.

Figure 11. UMAP visualization of CNN features.

C. Visualization Results of UNet Features

The STFT spectrograms features were input into the UNet
model and features at bottleneck layer were extracted. Thus, the
original STFT features are compressed, and more abstraction
is achieved at the UNet bottleneck. These compressed features
are then used to visualize the data as scatter plot on a 2D
plane using PCA, t-SNE and UMAP. The scatter plot results
are shown in Figures 12, 13 and 14.

In Figure 12, we got clusters in which samples of every
instrument are very compact. Veena and santoor clusters are
very close to each other, which is quite contrary to what we
got using UMAP and t-SNE. Thavil and piano cluster distances
also close. Finally, nadaswaram and flute clusters are very far
from the remaining clusters. Two things are to observe here,
(1) the first eigenvalues are large and the second eigenvalues
are around one-third of the first eigenvalues, (2) the interclass
distances are very different from t-SNE or UMAP results,
whereas the t-SNE and UMAP results are similar. This is due
to linear projection with PCA.

In Figures 13 and 14, we got very well separated clusters
where the intra-class distances are small resulting in compact
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Figure 12. PCA visualization of UNET features.

Figure 13. t-SNE visualization of UNET features.

Figure 14. UMAP visualization of UNet features.

clusters. The inter-class distances are as expected and they are
similar for the two visualization algorithms.

TABLE I
COMPARISON OF VISUALIZATION TECHNIQUES BASED ON SILHOUETTE

SCORES

Visualization Technique

Feature Selection
MFCC Features STFT Spectrogram

Features (CNN)
STFT Spectrogram

Features (UNet)

PCA 32.85 35.21 76.50

t-SNE 37.37 83.99 74.60

UMAP 40.78 81.02 74.64

The Silhoutte score, which is the ratio of interclass and
intraclass distances, are displayed in Table I.
PCA demonstrates moderate performance for MFCC Features
and STFT spectrogram features using CNN but performs
significantly better for the STFT features using UNET. t-SNE
and UMAP outperform PCA for non-linear feature distributions,
with t-SNE achieving the highest silhouette score for STFT
Features using CNN and UMAP performing best for MFCC.
Both t-SNE and UMAP show similar performance for the
STFT features using UNET, indicating their suitability for
high-dimensional feature visualization.

V. CONCLUSION AND FUTURE WORK

This study aims to find the correct tools to successfully
visualize complex audio signals from musical instruments
using machine learning and deep learning techniques. MFCC
and STFT features were extracted and used to visualize their
scatterplots on a two-dimensional plane by PCA, t-SNE, and
UMAP. STFT features were converted to spectrograms, and
Deep learning models CNN and UNet, were used to obtain
a compressed version of the spectrogram image features. To
visualize them in 2D, t-SNE and UMAP gave the best results,
showing well-separated clusters.

It is difficult to quantify the correctness of the results. For
further investigation, we will
• Find the first few eigenvalues to check how fast the

eigenvalues are diminishing and how that is reflected when
the data is projected on the plane of the first two eigenvectors.

• Compare the interclass distances resulting from three dif-
ferent visualization algorithms, and whether the relative
distances from different methods are similar or not.

• Implement wavelet transform to extract music features, and
then use wavelet spectrogram like, STFT spectrogram, and
compare the results.

• Implement SOM as a tool for 2D visualization.
We will also extend this work for music generation combining
music generated by different instruments.
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Abstract—Businesses and governments possess vast data with
potential for analytical insights in areas like business intelli-
gence (consumer behavior, business solvability) and governmental
insights on population (crime, fraud). However, two primary
challenges hinder the adoption of data-driven analytics: the lack
of in-house expertise and the absence of sufficient data, which of-
ten requires collaboration with third parties. Such partnerships,
especially involving Machine Learning (ML), raise concerns due
to the sensitive nature of the data. This paper outlines two real-
istic use cases and proposes two privacy-preserving data sharing
architectures tailored for business-to-business and government-
to-business contexts. The first architecture uses de-identification
techniques before and during data transmission, while the second
assumes an already existing baseline ML model to test and refine
predictions without sharing data. We present an in-depth analysis
and evaluation of these architectures focusing on their complexity,
trust requirements, and data-sharing efficacy.

Keywords-privacy enhancing technologies, data collaborations,
anonymity, utility

I. INTRODUCTION

Nowadays, companies and organizations have widely
adopted the practice of collecting massive amounts of data
during daily business activities. Businesses increasingly rec-
ognize the value of this data, or as commonly said “data is
the new gold”. Companies apply data for targeted marketing
campaigns, to optimize the manufacturing process and inner
workings, or even to increase customer satisfaction. Not only
businesses, but also governments are increasingly interested
in looking into ways to further collect or apply existing
data. Governments are already sitting on vast amounts of
data that can be put to work, for example to detect social
fraud. For example, the case in which people benefit from
social housing while in fact already owning (foreign) housing
property [1]. Similarly, governmental data can be used to
further improve crime fighting effectiveness (e.g., identifying
problematic areas) [2] and for predictive analyses [3]. In order
for governments and organizations to be able to perform these
analyses, they first require (i) sufficient data, and secondly (ii)
the important know-how to process this data. However, many
business and governmental bodies are often lacking in both
areas. While many organizations already possess a significant
amount of data, more external data is often required in order
to build qualitative prediction models. This data is to be
acquired from third parties. Moreover, building these models
(ML or otherwise) is often no easy feat, requiring expertise
and experience to establish such models, and to subsequently

evaluate and validate their accuracy. Many businesses therefore
rely on third parties (i.e., data analytic parties) specialized in
performing data analytics and building ML models for this.

In practice, organizations engage or desire to participate in
a data sharing ecosystem that is highly beneficial to all parties.
Such a data ecosystem involves close cooperation between dif-
ferent data owners on one hand, and between data owners and
the ML party on the other hand. The benefits of sharing data
are typically win-win situations, although establishing these
data sharing collaborations comes with key problems related
to both privacy and trust. The privacy problems are related to
the fact that the data shared between parties often contains sen-
sitive and/or personal information. The GDPR regulation [4]
states that the type of personal data can only be shared when
sufficiently anonymized. This means that records — or in
some cases even attributes — in the shared dataset may no
longer be linkable to an individual. In most cases, these types
of issues can be tackled with state-of-the-art privacy models
such as k-anonymity [5] and l-diversity [6]. Furthermore, the
information may also be sensitive to the company, involving
details on their inner workings (e.g., customer base), results
(e.g., sales), or on collaboration with other companies, and
sharing these data may impact their competitive advantage or
reputation. Companies are very reluctant to share this type of
information with their direct competitors, requiring significant
trust, even if the result of the analysis of the data over all
parties involved could be beneficial for all parties. Similarly,
governments also posses data which may be highly beneficial
when analyzed further by third-party analytical parties, yet
this may not negatively affect the trust citizens have in their
government and the safekeeping of their data.

In cases where a data provider is sharing data with a data
analytics party, it sometimes suffices that both parties sign
a non disclosure agreement. Even in this case, reducing the
amount of required trust in such collaborations is desirable.
New data collaboration strategies are required to solve these
situations, where the end goal is the sharing of data for the
purposes of gaining analytical insights via ML. In particular,
such governmental-business or B2B data sharing require in-
depth analysis of the requirements involved, as well as the
technological solutions present to limit issues related to pri-
vacy and trust.

In this paper, we present two real-life use-cases from
our collaboration with industry partners. In these cases, data
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Figure 1. Use cases overview: Single or multiple data provider(s).

collaborations between different parties (data owner(s) and
data analytics party) are required to solve important societal
and economical problems. The specific nuances of each use
case are laid out in detail. Next, two reference architectures are
presented that allow to perform this type of data collaborations.
The first strategy focuses on purely statistical methods, while
the second one combines cryptographic constructs and statis-
tics. The main advantages and disadvantages of each approach
are evaluated and discussed in-depth.

The remainder of this paper is structured as follows. Sec-
tion II introduces our motivating industry use cases and their
requirements. Subsequently, Section III proposes architectural
solutions, and the respective technological solutions that can
be applied for each architecture. Section IV provides an in-
depth comparison of both architectures via a trade-off analysis
on aspects such as approach, complexity and implementation
effort, and trust assumptions. Finally, Section V positions our
work in the state-of-the-art, and Section VI concludes.

II. MOTIVATING INDUSTRY USE CASES

The research presented in this paper is driven by the use
cases of two industry partners involving B2B and G2B data
sharing for the purpose of ML analytics. In each use case,
data is provided to the machine learning (ML) party by either
one or multiple data providers (e.g., companies, organizations
or governmental institutions), as shown in Figure 1. The
ML party processes this data to generate insights via ML
model creation and training, which they subsequently offer
as products to the ML party’s customers. The incentive for
the data provider(s) is either of monetary value, or to acquire
improved insights using their own data. Typically, the data
provider lacks either (i) know-how to generate such analytical
insights in-house or (ii) lack additional data gathered from a
multitude of sources to do so. For example, it’s possible that
the ML party may incorporate additional collected data from
private or public sources to enrich the data provider’s data,
and which enable it to in fact generate these insights. In both
of our cases, the data provider is in fact also the end customer,
which is the direct beneficiary of the obtained insights.

A. Use cases

We start off first by explaining the common denominator
between all use cases, regarding their willingness to share data,

which has to be abetted with privacy-preserving data sharing
techniques. Subsequently, we detail our uses cases.

1) Problem statement: Willingness to share privacy-
sensitive data: The common denominator between both use
cases is that the data providers wish to share data, but are
inhibited by the sensitive nature of the data. The data to be
shared may involve information about other companies, inter-
nal company information that when leaked may for example
impact the company’s competitive standing or reputation. The
data may also come from governmental sources, or involve
information on data subjects that should not be disclosed.
Therefore, typically a relationship of trust has to be established
between the data provider and the machine learning party
before data is shared, for example via contractual agreements.
In this research, we want to avoid or minimize the degree of
trust required before sharing data, by either applying privacy
tactics and abstracting the data to a degree, or keeping the data
on-site and steering the ML party’s generated insights. Such
tactics can enable B2B data sharing without a significant vote
of trust in the ML party, by managing what is shared, and what
can be learnt from it. Finally, the customers of the end ML
party’s trained model, should never be able to infer on which
data was used to train the data set. In the next subsection,
we more precisely formulate the nuances of each use case,
after which we will translate these use cases into concrete
requirements for both data provider and the ML party.

This paper identifies two theoretical dimensions that are
possible in a data sharing ecosystem, namely regarding (i)
sensitive nature of data (e.g., personal or non-personal data),
and secondly (ii) number of data providers. The first dimension
involves the nature of the sensitive data that is being shared,
which may either be personal or non-personal data, and which
influences the solution architecture on the potential require-
ment for GDPR-compliancy. The second dimension involves
the number of data providers which are involved for one case,
which may either be one entity providing all data required,
or many entities providing pieces of the puzzle. The latter
dimension may also impact potential solutions, for example
when there is only one data provider the source is already
self-evident. In the case of multiple data providers, possible
solutions may rely on techniques such as e.g., multi-party
computation to enable data intelligence gathering. These di-
mensions theoretically cover numerous use cases involved with
data sharing, which amount to several possible combinations,
for example non-GPDR data and many-to-ML data providers.
Our two industry use cases that motivate this work represent
different characteristics in these both dimensions. These use
cases may practically apply to a wide range of B2B or G2B
data sharing scenarios. We will detail the nuances of each of
these two specific use cases, their dimensions, and analyze
the requirements of each stakeholder, more specifically the
requirements of the ML party or data provider.

2) Industry use case A: Single governmental data provider
and ML party (G2ML): In our first use case A, which
motivates this work, the data provider is a single entity,
namely the government, that contains all required data on
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which the ML party can generate insights. Governments can
have vast pools of even public data that can be accessed,
such as information on the population, maps (building zones,
agriculture), environment (e.g., pollution). There may also be
more restrictive information involved, for example stored in
police or judicial databases. Based on such vast pools of
both public and private data the government can generate
a multitude of insights, to improve their enactment on for
example environmental polluters, or to identify problematic
areas in society. Governments typically lack in-house expertise
to generate such insights and therefore ideally rely on external
an ML party. In this case, when private data is involved, the
government has to either establish a trust relationship with
the ML party, although this can be tricky. Therefore, we aim
to provide technological solutions such as privacy-preserving
techniques and architectures to limit such trust requirements
in the ML party. Certain other requirements may also apply,
such as requiring the ML party not to disclose any of the
shared data, or even when privacy techniques are applied, to
not disclose the learned ML insights.

3) Industry use case B: Joining business data to generate
sector insights (B2ML): In our use case B, multiple industry
companies are data providers to a single machine learning
party. The data shared in the many-to-one relationship can be
of non-personal sensitive data, or data which has to be GDPR
compliant. For example, supermarkets may store a lot of data
on the shopping behavior of customers, such as products
frequently bought together, or even have the potential to
store very specific information on a per-customer basis. These
companies could contract a ML party to process their data and
generate sector-wide insights regarding purchasing behavior,
which could for example optimize advertising campaigns. In
certain cases, companies are however not inclined to share the
full details of the data set, or wish to omit certain person-
specific aspects, and this then requires technological solutions
to enable the B2ML data sharing process. Another requirement
is that these companies may not wish to share data among
each other, as this may impact their individual competitive
standing. In addition, the ML party must be trusted to not
disclose individual datasets to other competitors, or we can
rely on privacy-preserving tactics to facilitate this requirement.
In the next section, we generalize the requirements for each
stakeholder, for example regarding the data provider and ML
party. These requirements will guide our architectural solutions
for privacy-preserving B2B or G2B data sharing.

B. Requirements analysis

We enumerate the requirements for each party of primarily
the data provider, and the machine learning party that pro-
cesses this data. These requirements relate either to privacy
aspects, functionality, or non-functional requirements.

1) Data provider requirements (RDP ): The data providers
are companies or governmental institutions, which feature a
certain degree of willingness to share data, or are highly
reluctant to do so unless certain privacy guarantees are met.
This property of willingess to share data will impose more

subtle or stringent privacy tactics. For example, the data that
is shared may not be leaked to any other party than the ML,
or even more stringent, the ML party itself may not be able to
deduct which subjects were in the shared data set, a property
referred to as unidentifiability or unlinkability. These privacy
tactics ideally won’t impede certain functional requirements
the data provider desires in return for providing the data. For
example, the data shared must yield the data provider itself
with additional insights learned by and from the ML party.

2) ML party requirements (RML): In terms of functional
requirements, similarly the ML party will want to acquire as
much data as possible, or sufficient data that enables them to
generate ML insights. These insights can be of use to their
customers, which in our use cases is the data provider itself.
In terms of privacy requirements, which may be imposed by
the data provider, the shared insights cannot be used to deduce
which data subject was involved in the training set (member-
ship inference). In addition, the ML party wants to establish a
certain degree of trust in their process, which can come from
the privacy tactics that are applied before sharing the data with
the ML party. Such trust in algorithms, rather than the parties
themselves, will promote future data sharing collaborations.
Finally, regarding the insights generated, the process of the
ML model may be subject to intellectural property rights
(IPR), and therefore details regarding the ML model are ideally
not disclosed to any of the other stakeholders, as this may
compromise their core business. Optionally, the insights when
disclosed are also of a sufficient quality when shared (i.e., good
accuracy), to promote the reputation of the ML party.

3) ML party customer requirements (RC): The customer
of the ML party is typically the data provider itself, but
also other organizations or institutions that can benefit from
these insights, or generate additional insights using additional
combinations of their data. The requirements for this customer
is that the insights are sufficiently accurate, and potentially that
these insights do not come with stringent privacy measures (for
example imposed by legal laws). The latter could be the case
when certain data subjects can be identified from the analysis,
such linkability/identifiability is ideally not possible and a
previously listed requirement of the data provider, imposed
on the ML party.

4) Data subject requirements (RDS): In our use cases,
the data may or may not be subject to the GDPR legal
framework as in most cases the data is related to organizations
or institutions, and not individuals. An edge-case in this regard
is the situation where a company is a one-man company,
in which case data related to that organization is considered
personal data [7]. In cases where personal data in involved,
sufficient data anonymization should be applied in order avoid
re-identification.

III. ARCHITECTURAL DESIGNS FOR PRIVACY-PRESERVING
DATA SHARING

We present two architectural solutions to meet with the
general use case requirements outlined in the previous section.
The driving factor to choose between both architectures is
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mainly the degree of willingness to share data by the data
provider, and the individual architectural properties. Sec-
tion III-A presents an architecture in which privacy-preserving
tactics can be applied at the data provider-side before it reaches
the ML party. Alternatively when dealing with many data
providers, these privacy-preserving tactics can be applied once
more and intermittently by a mediator. Section III-B details
an architecture in which no large data sets are shared between
data provider and the ML party. Instead, the ML party tests its
predictions at the data provider, which only provides data in
the form of minimal feedback to correct the ML model. We
will detail each architectural design in-detail, followed by a
discussion of their properties and respective trade-offs.

A. Architecture 1 – Sharing privacy-enhanced data

The first architecture to accommodate data sharing be-
tween data provider(s) and the ML party relies on statistical
anonymization strategies. In this approach, the data is sent
from the data provider(s) to the ML party. However, before
transferring the data, it is anonymized by the data provider.

1) Core approach: Figure 2.A presents the situation in
which one data provider shares data with the ML party.
A client-side module (which can be provided by the ML
party) locally performs de-identification operations on the
data. These operations can include data scrubbing (deleting
vulnerable records/attributes), pseudonymization [8] (replac-
ing identifying attributes with a pseudonym), generalization
(applying privacy metrics such as k-anonymity [5]) and noise
addition. The required operations strongly depend on both the
nature of data and the intended use case. Hence, for each
case specific settings are required in the client-side privacy
module. These settings require considerable insights in the
data and the attacker model, and are therefore ideally created
in collaboration between the data provider and a privacy expert
party (e.g., which may be coincidentally be the ML party).

The major limitation of this approach is that it is only
applicable with suitable datasets. Data collected by companies
is often sparse or incomplete. In order to enable meaningful
data de-identification it is desirable to first complete and enrich
the data using external data sources. This data enrichment step
in Figure 2.A(1.b) is a second task of the client-side module.
Examples of data enrichment are replacing a social security
number of individuals by a range of quasi-identifying attributes
(e.g., date of birth, residence location, gender) or replacing the
VAT-number of a company by relevant information (e.g., lo-
cation, amount of employees, profit margins). The required
data can be collected from either public and private sources,
or provided to the client-side module by the ML party.

The first approach presented here allows the data owner
to remove personal identifying information (and hence to
share personal data in a privacy-friendly and GDPR compliant
manner). It can also ensure that certain sensitive aspects
of the data are also generalized away, although the input
and output of sensitive data should be carefully curated by
the data owner to ensure confidentiality. The main downside
of this configuration is that the machine learning party can

directly link the data to the data provider as it is originating
from this source. Our next alternative on this architecture in
Figure 2.B introduces a mediator to also further generalize
between multiple data providers, but also to hide which data
originates from which party.

2) Advanced approach with mediator: There are two major
disadvantages of the core approach, the first is that data
originating from the data provider is directly linkable to the
data source origin. In addition, when multiple data providers
are present, further data generalization and privacy-preserving
tactics can be applied on the combination of these data sets.

These issues can be solved by introducing mediator in the
system, such as a TTP (trusted third party). Figure 2.B presents
the approach that includes a mediator, and as example we will
assume the use of a TTP. In this setup, all data providers send
the data to the TTP. This data can be provided to the TTP
in a (partly) privacy-enhanced (e.g., de-identified) state. The
TTP collects the data from the different sources, after which
the records from the different data providers are merged and
mixed. Next, the TTP performs a de-identification step on the
data to ensure that the confidentiality of the data and/or the
privacy of the data subjects are preserved.

The addition of a TTP allows a decoupling of the data from
the data owner. In addition, it can provide an additional de-
identification step, and when this is performed correctly and
sufficiently, the ML party should be unable to link a record
back to the correct data owner. However, this approach is based
on the important assumption that the TTP functions correctly,
behaves honestly, and does not collude with the ML party.
Collusions with the ML party could allow the ML party to
link records to one specific business, as would be the case
for the core approach without mediator. The trust required by
the data provider shifts from the ML party to the TTP. As the
data still leaves the premise of the data provider, he might still
be reluctant to allow this. A high degree of auditability could
offer a solution in this regard. In this setup, the TTP could
also be responsible for the data enrichment step (as described
in the core approach). This is often even more desirable for
the ML party, as the data used for enrichment (which can
be intellectual property of the ML party) no longer needs be
shared with the data provider.

In the architecture we just presented, proposed a method to
share data after applying privacy-tactics at a client-side privacy
module, and possibly additionally again at a privacy module
located in an intermediate mediator. In these approaches, data
is effectively still charged, and even after the deliberate steps
and transformations to preserve privacy, this may still be
undesirable by parties that are highly reluctant to share data.
In our next architecture, we propose a method to improve the
ML party’s models without sharing data.

B. Architecture 2 – ML feedback-loop validation interface

The second architecture relies on cryptography in combi-
nation with statistics. The main advantage of this approach is
that the data provider is no longer required to share any data
with the ML party. This approach assumes that the ML party
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is able to create a preliminary ML model. This model can be
created based on a small amount of data retrieved from a data
provider (under NDA or by applying Architecture 1) or by
using publicly available data.

1) Core approach with the prediction validator module at
the data provider: In this approach, the ML party provides a
software module to the data provider(s), named the prediction
validator. This module runs on the premise of the data provider
and has access to the sensitive data of the data provider. The
data itself never leaves the premise of the data provider. Next,
the ML party makes predictions using its preliminary basic ML
model, and sends these predictions to the prediction validator
module at the data provider. Here, the validator compares the
ML party’s predictions to the sensitive data records. Based on
this analysis, the validator is able to generate the feedback the
ML party requires to enhance the ML model.

The kind of feedback and the level of granularity of the
feedback depend on the type and sensitivity of the data
involved. It is of major importance that the feedback does

not leak the sensitive data of the data provider. Therefore
it is not possible for the validator to provide the ML party
with feedback about individual predictions. However, it is
for example possible to give a general accuracy score about
groups of predictions. For example, the ML party can group
its predictions in confidence intervals, which allows the me-
diator module to give feedback about a group of predictions.
Furthermore, this approach could also support typical machine
learning metrics such as recall, precision and F1-score [9].

It is important to be aware not to disclose any sensitive
information of the actual data set. By executing consecutive
queries, the ML party could attempt to learn sensitive infor-
mation. For example, if in two consecutive queries, a set of
predictions is validated, but one query leaves out the prediction
of one record, the ML party could easily learn the details
of that one record. Query monitoring [10] prevents this type
of unwanted behaviour. Moreover, by applying differential
privacy [11], [12] to the output of the validator (adding
noise), an additional layer of protection against data leakage is
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introduced, protecting against information leakage even if the
ML party has (partial) knowledge about the sensitive dataset.

The presented approach requires the ML party to share
its predictions with the data provider in order to retrieve
feedback on these predictions. In an early phase of the training,
these predictions may still be very immature and may lead to
reputation damage for the ML party as the predictions may
be potentially very inaccurate. Furthermore, these intermittent
predictions may reveal part of the inner workings of the ML
party’s (protected) model, which may be subject to IP rights.
This may undermine the ML its competitiveness if the data
provider is able to steal (part of) the ML party’s model. As a
solution, we suggest an alternative approach with a validator
module located at a mediator to avoid the need for the ML
party to directly share its predictions with the data provider.

2) Approach with the prediction validator module in a
trusted mediator: One of the main disadvantages of the
core approach is that the ML party leaks its (preliminary)
predictions to the data provider. This is especially important as
both the ML parties in our industry cases listed this as a major
concern. In order to avoid data leakage from the ML party
to the data provider, the extended version of this approach
moves the prediction validator module to a trusted mediator.
Hence, the predictions of the ML party are no longer sent to
the data provider. The mediator’s main task is to compare the
predictions of the ML party to the (sensitive) data of the data
provider. In order to prevent the mediator from gaining access
to the sensitive parts of the data, the ML party and the data
provider can apply symmetric encryption to certain attributes
before transmission. To achieve this, the data provider and the
ML party must first exchange a shared secret key, of which
the trusted third party has no knowledge. Comparisons can
be made on the encrypted data without the need of additional
technologies However, homomorphic encryption – a technique
enabling (basic) operations on encrypted data [13] – can also
support more fine-grained analyses of the predictions. By
applying this approach, the trust required in the mediator is
significantly reduced compared to Architecture 1. The only
assumption that needs to be made is that the mediator operates
honestly. Honest means that it does not tamper with the
analysis results for the ML party, and that it does not share the
input retrieved from one data provider with another, or data
from a data provider to the ML party or vice versa.

IV. ARCHITECTURAL TRADE-OFF ANALYSIS

In this section we provide a comparison via a trade-off
analysis on the properties and merits of both architectures in
terms of approach, complexity (e.g., implementation effort),
but also requirements on trust between all stakeholders. Specif-
ically, we also detail which technologies, and for example
privacy techniques, can be concretely applied towards the
implementation of these proposed architectures.

A. Architectural comparison

Table I lists an extensive comparison between architectures
1 and 2, both when or when not using a mediator. This

comparison is conducted in terms of the factual shared data,
the required quality of shared data, the implementation effort
for each architecture, and overall complexity. In addition, we
detail the mediator’s task in each architecture, as well as
the overall followed approach, and eventual consequences for
data linkability. The main goal of the proposed architectures
includes that individual subjects cannot be identified from the
data set. We discuss each aspect from Table I in turn.

1) General approach: In architecture 1, we privacy-
enhance and actually share data with the ML party. In the
second architecture, we do not directly share data, but instead
provide feedback information (i.e., validation) on the ML party
its trained model, namely on its prediction accuracy.

2) Optional mediator’s involvement and task: In the first
architecture, optionally, a mediator is involved to further gen-
eralize from multiple data providers’, and consequentially hide
the data source from the ML party. In the second architecture,
the mediator is involved to either hide the data provider
which validates the forwarded predictions by the mediator.
Alternatively, the data provider can also entrust the data set
to the mediator, which then assumes the responsibilities to
provide feedback on ML predictions. The mediator has to
however ensure that subsequent feedback responses do not
reveal anything about the original data set, via techniques such
as differential privacy and query monitoring.

3) Data linkability: In terms of data linkabilty, depending
on the choice for the first architecture and the involvement of
a mediator, either the ML party can directly attribute a certain
data set to a certain provider, or the mediator is able to do this
and hides such information from the ML party. In the second
architecture, predictions cannot be linked to a concrete data
set, only the feedback to a certain mediator or data provider.

4) Shared data and quality: The main distinction between
both architectures is the willingness to share data, and archi-
tecture 1 is ideally suited for sensitive data which can be
privacy-enhanced and still shared, whereas in architecture 2
only feedback is given on the ML model its accuracy. In the
first case, we therefore need sufficient quantity and diversity
of data as to enable the application of such privacy tactics.

5) Implementation effort and complexity: In terms of im-
plementation, architecture 1 can make use of readily-available
software libraries featuring privacy tactics, such as the ARX
library [14]. The only difficult aspect is that the chosen tactics
have to be carefully considered regarding their suitability on
the involved data set, and their respective impact on privacy
threats and remaining data utility. In contrast, the second archi-
tecture is more visionary, and requires careful consideration on
how to provide feedback or validation of the ML’s predictions,
of which optionally this feedback can steer the training in a
positive manner. In addition, this feedback should not reveal
anything about the data provider’s data set, which may require
differential privacy and query monitoring, which consider
previously released queries’ and their respective feedback.
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TABLE I. CHARACTERISTICS AND PROPERTIES OF THE ARCHITECTURES WITH- OR WITHOUT MEDIATION.

Architecture 1 Architecture 2
Shared data Data sets which are privacy-enhanced (e.g., de-

identification, generalization of attributes).
No datasets shared, only minimal feedback regarding
the accuracy of the ML model.

Data quality
required

Needs sufficient data (e.g., minimum number of rows)
to privacy-enhance data (e.g., generalization).

Doesn’t need directly shared data. Feedback is given
to validate the ML model, and potentially improve it.

Implementation
effort

Standard libraries available to apply the privacy tactics,
such as the ARX library [14].

No ready-made available libraries/frameworks for such
an approach.

Complexity Hand tailored selection of privacy tactics per use case. Complex process to determine how to structure valu-
able and privacy-preserving feedback.

Mediator’s
task

Generalization, de-identification, and other tactics of
multiple already privacy-enhanced data sets.

Responding with feedback, querying or optionally
collecting data from/to data providers.

No mediator (1.A) With mediator (1.B) No mediator (2.A) With mediator (2.B)
Approach Data is privacy-enhanced at

the data provider and then
sent to ML.

After privacy-enhancing at
the data provider, addi-
tional generalization at me-
diator.

Data is not directly shared,
but the prediction accuracy
of the ML model is vali-
dated at the client side.

Data not shared directly,
ML model validated at
the mediator (entrusted the
data or has to query client).

Data linkabil-
ity

Data originates directly
from the data provider, and
is linkable to the source.

Removing direct link to
origin of data per DP.

Predictions cannot be
linked to a certain concrete
data set.

Client can maintain its own
data set, or share it with
mediator.

B. Trust model analysis

Table II elicits the trust assumptions, which are generally
minor, for all involved stakeholders, namely data provider, ML
party, and optionally a mediator.

Data provider: Regarding the data provider, we assume
that this provider acts honestly and shares a correct (privacy-
enhanced) data, or in the case of the second architecture
provides honest feedback on the basis of this data. In theory,
this should be in the interest of the data provider himself,
as he will typically rely on the insights gathered by the
ML party, which is a win-win for both actors. In turn, the
data provider could possibly attempt to reverse engineer the
ML model based on the insights, although this could prove
technically challenging, and is therefore a weak assumption.
These insights are more valuable in the second architecture,
which are presented intermediately, and the process of model
learning could be more evident.

ML party: The trust assumptions placed in the ML party
are more of a minor nature, as in the first architecture the data
that arrives is already privacy-enhanced. Yet, potentially we
could expect the ML party to not further disclose this privacy-
enhanced data set. We expect the ML party to share honest
insights gathered, but this could be facilitated or verified by
the data provider on the basis of real world scenarios, or
applicability in its own business processes. In the second
architecture, no concrete data is shared, but insights which
out of self-interest are ideally honest.

Mediator: As a mediator, many of the trust assumptions
of the data provider and ML party are partially inherited.
For example, we assume it forwards the original privacy-
enhanced data set in architecture 1, or the corresponding
feedback on the ML party its predictions when querying the

client. Alternatively, when the mediator is entrusted the data
set in architecture 2, we also assume it does not disclose this
data (which may be a stringent requirement, although when
sensitive we also do not expect the ML party to do this). In
addition, in this case we assume a correct handling of the
predictions. Furthermore, we also expect the mediator to hide
the data source, more specifically the data providers involved.

1) Meta-data encryption: In our architecture, and when it
is opted for a mediator, and specifically in the case of a trusted
third party, we assume that this TTP is honest-but-curious. In
Architecture 1, the data which arrives at the mediator is already
privacy-enhanced, and is ideally further aggregated. The trust
at this stage, is therefore mainly in the correct application
of this method and the forwarding. In Architecture 2, the
operations applied by the mediator are more complex, and he
can have insight into the predictions passed by the ML party,
as well as verifying these predictions by a query to the data
provider (or when trusted against the data set provided to the
mediator). In order to hide the insights that the mediator can
gain into the process, both ML party and data provider can
agree on a shared key to encrypt meta-data before sending
it over the mediator. This will enable part of the task of
responding to the prediction query by the data provider, or
in reading part of the feedback by the ML party.

2) Trusted execution environments: Such encryption can
not always be applied however, as the mediator may have
to be actively involved in assessing whether the prediction is
correct, and involved in the feedback process. Therefore such
key values may have to be in readable format. In order to
prevent the trusted mediator, which is assumed to be honest-
but-curious, from gaining such insights, and to actually also
relax this trust assumption we can integrate trusted executions
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TABLE II. TRUST ASSUMPTIONS OF THE ARCHITECTURES WITH- OR WITHOUT MEDIATION.

Architecture 1 Architecture 2
Trust in No mediator (1.A) With mediator (1.B) No mediator (2.A) With mediator (2.B)
Data provider Shares correct data set (win-win for insights), least

possible noise. No reverse engineering of ML insights.
Provides only honest feed-
back. Keeps intermediate
insights confidential.

Provides honest feedback
and keeps intermediate in-
sights confidential, or trusts
true data set to mediator.

ML party No data disclosure. Shares truthful insights. Provides truthful insights out of self-interest.

With mediator (1.B) With mediator (2.B)
Trust required
in mediator

Shares correct privacy-enhanced data, and only to ML
party. Hides source of the data.

Mediator passes correct insights and feedback, or op-
tionally keeps data confidential and provides feedback.

environments. Trusted execution environments provide a se-
cure tamper-resistant execution environment, isolated from –
in this case – the rest of the mediator’s own platform [15].
For example, Intel SGX [16] could be used to execute certain
of the mediator’s its functionalities. Subsequently, the data
provider its data can be sent to this module encrypted, and
will only be readable to the trusted execution environment.

C. Architectural selection process

The selection of one of the presented architectures for a
specific use case is influenced by multiple factors, namely
the quality and the nature of the data, the willingness of
the data provider to share the data with the ML party and
the willingness of the ML party to leak information about
the ML model with the data provider. A first distinction is
made between whether the data concerns sensitive company
data, as this is a driving factor for the willingness of the data
provider to share the data with the ML party. If the data is
not sensitive, and does not contain personal data, no privacy
enhancing tactics are required. If the dataset contains personal
data that is not sensitive to the company, Architecture 1.A is
advised when the data is suitable for anonymization (by default
or after enrichment). Alternatively, when data anonymization
techniques are not feasible, a variant of Architecture 2 is
required. In the scenario where the data provider is reluctant
to share the data with the ML party, Architecture 1.B can be
applied if multiple data providers are available and the link
between the data providers and their respective data can be
severed by mixing (and anonymizing) data from multiple data
providers. When this is not possible, a variant of Architecture 2
is advised depending on whether or not the ML party requires
model protection.

V. RELATED WORK

Our work is situated within the domains of classical privacy-
preserving techniques, data anonymization for ML purposes,
and collaboration strategies in this context such as federated
learning.

Data anonymization strategies: Many well-known data
anonymization strategies are described and evaluated in lit-
erature. Privacy metrics such as k-anonymity [5] and its

derivatives such as l-diversity [6] and t-closeness [17] are
extensively studied, in the context of privacy [18], [19] as
well as the theoretical [20] and the practical utility [21],
[22]. Moreover, they are readily available in tools such as
ARX [14]. Many real-life use cases have benefited from these
types of metrics. For example, Jakob et. al. [23] described an
anonymization pipeline to aid the gathering of medical data
for research during COVID.

Anonymized data applied in ML: The applicability of
anonymized data in machine learning applications specifically
has also already been discussed by several papers. For exam-
ple, Slijepcevic et. al. [24] and Carvalho et. al. [25] investigate
the effect of applying metrics such as k-anonymity on the
classification performance. Both works argue that it is hard
to exactly predict the impact of privacy preserving operations
on the accuracy of ML models, but find that the effects are
manageable if the anonymization operations are not too harsh.
The aforementioned data anonymization strategies are applied
as part of the solution in Architecture 1, but require additional
components in order to fulfill the trust requirements related to
the sensitive nature of the data.

Protecting machine learning models: In the context of
this paper, two important attack vectors on machine learning
models should be considered. First of all, many papers [26],
[27] have demonstrated that machine learning algorithms are
often prone to leak data used in the training set. Two popular
types of attacks are membership inference [28], [29] and
attribute inference [30], [31]. Defenses against these types of
attacks are proposed [32], [33] and should be considered in
both architectures presented in this paper.

A second threat to ML models that is relevant in the context
of this work is model stealing [34], [35]. As the machine
learning model is intellectual property (and the core business
incentive) of the ML party, the model should be protected
against such theft. Several defenses have been proposed [36],
[37], and should be implemented by the ML party.

Privacy-preserving querying: Within the context of pri-
vacy preserving data sharing, the concept of differential pri-
vacy [11], [12] is currently often presented as a one-size-fits-all
solution. In contrary to the aforementioned data anonymization
techniques, differential privacy is not a property of a dataset
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but of a function. Therefore, differential privacy is not directly
applicable for the data sharing part of our industry use cases,
as they require the actual records and not aggregates over
multiple records. Differential privacy is however applicable
in Architecture 2 in the mediator module, as it can prevent
data leakage in the feedback to the ML party.

Alternative privacy preserving data collaboration strate-
gies: In the realm of machine learning, federated learning
strategies [38] are being proposed, allowing companies to col-
laborate towards a common machine learning model without
the need to contribute their own data in one shared data pool.
For example, Dayan et. al.[39] demonstrate the advantages
of federated learning to create data collaborations in the
context of a large COVID-19 clinical study across multiple
countries and health institutions. Tools and frameworks such
as Flower [40] and Sherpa.ai [41] support developers in imple-
menting such strategies. However, it should also be noted that
successful attacks have been performed on federated learning
models before [42]. The business driver in our industry cases
is the ML party, whose incentive is the financial benefit
from commercializing the created machine learning models.
Applying federated learning in our industry use cases would
cut the ML party (and therefore the technology enabler)
from the equation. Additionally, a federated learning approach
would also rely on the data providers to set up such col-
laborations (and processing infrastructure) among themselves.
Such solutions are therefore undesirable and unfeasible in our
industry use cases. Another stream in privacy preserving data
collaborations is found in the realm of cryptography, where
techniques such as fully homomorphic encryption (FHE) [13]
and secure multi party computation (SMPC) [43] have gained
traction. FHE allows computations to be executed on encrypted
data. In this work, FHE can be applied as one of the building
blocks in Architecture 2 in order to support more complex
model validation in the mediator module and to enhance the
feedback towards the ML party. Note that the set of available
operations on encrypted data is still rather limited. SMPC
is a cryptographic protocol that allows multiple parties to
contribute to a common computation without the need to show
their data to the other parties. However, MPC is very resource
intensive, and therefore do not scale well in in larger and
more complex applications. The latter, in combination with
the required domain knowledge to build such systems makes
MPC unfeasible in our industry cases.

VI. CONCLUSIONS

The research which we presented in this paper is motivated
by two use cases from industry partners, respectively in the
context of B2B and G2B data sharing for ML purposes.
The problem which we identified is that there are two major
hindrances towards data-driven intelligence gathering, namely
a lack of in-house ML knowledge, and insufficient data to
enrich existing data sets and enabling the extraction mean-
ingful insights. As a solution, a third-party ML expert with
the necessary expertise is often brought in, which can gather
additional data from public or private sources when required.

However, the involvement of a third party ML party introduces
its own challenges, namely that business or governmental
entities now must trust these external parties with their data.

In this paper, we provide technological solutions in the form
of privacy-preserving data sharing architectures to alleviate
or reduce the stringent requirement of trust in a third party.
We outline two architectures, depending on the degree of
willingness by the data provider to share data, which is
typically dictated by the sensitivity of the data involved. The
first architecture involves readily-available privacy-enhancing
techniques (e.g., generalization, de-identification) at the data
provider-side before sharing datasets to the ML party. Op-
tionally, a mediator can be involved such as a trusted third
party to hide the source of the data set, as well as to further
aggregate, mix, and generalize data sets when they originate
from multiple data providers.

A second architecture is designed for situations where a data
provider is highly reluctant to share data (e.g., in the case of
highly sensitive data). In this case, an interface allows the ML
party to present predictions from an established baseline ML
model to the data provider. These predictions can be validated
or used to provide feedback for improving the analytical model
and deriving insights. It is crucial that even in such a case,
the feedback presented does not leak any information on the
original data set, which can be facilitated by means such as
differential privacy. Similarly, a mediator can be involved to
assume such responsibilities for a multitude of data providers.

We presented a trade-off analysis on both architectures in
terms of their approach, the type of required data, and shared
data, as well as the required complexity and implementation
effort. The first architecture is highly feasible, although re-
quires specific tailoring of the required privacy tactics on a per-
use case basis as it is highly dependent on the quality and type
of data provided. The second architecture is more visionary in
its nature, with many future technological challenges that can
enable validation of ML models, as well the ability to provide
useful feedback to steer and improve an ML process without
information leakage. This architecture provides a way to meet
many of the legal requirements such as GDPR and other
current and future responsibilities related to data ownership.
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Abstract—In computer science, the creation of applications
usually involves the process of abstracting real world entities and
relationships and creating models to be able to process these. One
crucial part of this is data storage and management and therefore
the creation of data models. As a first step, usually the Entity-
Relationship (ER) model is used. However, the transformation
from real world descriptions in natural language to standardized
ER diagrams can be tedious and error-prone. Recently, Natural
Language Processing (NLP) has gained much attention but this
specific area is still mostly handled manually by humans. This
paper describes a hybrid system for capturing ER model compo-
nents from German texts using NLP. That way, time-consuming
interpretation of textual database scenarios can be automated.
We implemented and tested both rule-based and model-based
approaches, whereas the main extraction is performed by the
rule-based variant so that the entities, attributes, relationships
and cardinalities can be strategically identified. The results of
the model-based approach are used as a comparison to the
rule-based results and can be applied for correctness checking
and improvement of the results. Furthermore, we conducted a
preliminary evaluation, which shows promising results. A hybrid
approach can be better than a classical approach, as it combines
the precision of the rule-based system with the flexibility of the
model-based approach. This may lead to a more robust and
reliable extraction, as errors in one of the approaches can be
compensated by the other.

Index Terms—Entity-Relationship Model, Natural Language
Processing, Named Entity Recognition, POS-Tagging, SpaCy,
LSTM

I. INTRODUCTION

In today’s data-driven world, large amounts of text are
generated that can contain valuable information. Examples of
this include police reports from online press portals, Twitter
comments or Amazon reviews. Various analyses are possible
using such text that can provide insights about future trends,
user ratings and sentiment or other questions [1]. Extracting
structured data from unstructured text, however, is a complex
task that mostly requires manual processing. Automating this
process can save time and resources and improve the efficiency
of data analysis [2] [3].

At the same time, the use of database systems for storing
and managing data is prevalent. A common approach to

database modeling is the use of Entity Relationship Models
(ERM), followed by conversion to a relational model and
finally to Structured Query Language (SQL) statements to
represent the real world data in a database [4].

Manual data extraction involves reading through the text
and interpreting it correctly so that database modeling is
implemented as efficiently as possible. The aim of this paper
is to automate data extraction and thereby simplify the process
of database modeling and integration. The results of this
process are considered successful if the discrepancy between
the human and software interpretation of a text with regard
to correct ERM generation is as small as possible. This paper
proposes an hybrid approach for the identification of entities
and attributes, as well as the recording of entity relationships
(including cardinalities). A hybrid approach may lead to
increased error resistance. Rule-based systems alone are often
prone to inaccurate results if the texts do not exactly match
the expected patterns. The model-based approach compensates
for this with its ability to learn from contexts and recognize
variations. The analysis of semantic contexts and complex text
structures that go beyond the recording of entities, attributes
and relationships is not part of this work. The implementation
of the approach focuses on the processing of texts in German
language.

The paper is organized as follows: Section II presents
related work, followed by Section III, containing details
on the concept and architecture of the proposed approach.
Implementations are presented in Section IV. Subsequently,
we evaluate the implementation in Section V. Finally, the
conclusion, including limitations, can be found in Section VI.

II. RELATED WORK

In literature, there exist several approaches dealing with the
creation of ER models from natural language. In the work of
Ghosh et al. [5], a method is proposed that uses grammatical
knowledge patterns and lexical and syntactic analyses of re-
quest texts to create ERMs. This system assumes that the input
text consists only of simple subject-predicate-object sentences
for correct information extraction. This sentence structure
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makes it possible to detect entities (subject), relationships
(verb) and attributes or other related entities (object). Until
the step before the domain-specific database is used to identify
the ERM components, only NLP techniques, such as sentence
segmentation, word separation (tokenization) or POS-Tagging
are used [5].

The segmentation was carried out in this work in such a way
that cases in English, such as “Mr. Mustermann”, in which
(.) appears after Mr, are not recognized as the end of the
sentence. In POS-Tagging, the individual words are assigned
to the corresponding word types, e.g., noun, verb, pronoun,
adjective, preposition etc. In this publication, the recognition
of entities, attributes and relationships is performed using a
database and the Support Vector Machine (SVM) classifier
[5].

Six tables (word & synonym for each ERM component)
are implemented, which contain domain-specific words and
synonyms. To capture related entities, the synonyms of a word
from the table are given the same ID. This prevents redundant
SQL tables from being created. Pronouns such as “he”, “she”
or “it” are already recognized in the POS-Tagging phase. In
this phase, the pronoun is identified based on the closest
previous entity that is present either in the same sentence
or in the previous sentences. The technical term for this is
coreference resolution [5] [6].

In the publication by Kashmira et al. [7], the ERM compo-
nents are recorded using neural networks. Three main modules
are presented, namely the preprocessing module, the machine
learning module and the ER modeling module. In the first
step, the preprocessing module is implemented using NLTK
to preprocess the text. This includes steps, such as converting
the text into lowercase letters, tokenization into sentences,
etc. The machine learning module is then implemented using
supervised learning. This module is trained with an English
dataset where words are categorized into different categories
including entity, sub-entity, attribute and irrelevant category.
Four classifiers are taken into account when training the
model: Random Forest, Naive Bayes, Decision Table and
Sequential minimal optimization (SMO) [7].

To address the problem of attribute selection for entities in
an ER diagram, the proposed model uses a combination of
ontology and web mining. By using ontology, an attempt is
made to filter relevant attributes from the extracted entities.
In addition, web mining is used to obtain further information
from the web that can be helpful in determining the attributes
[7].

The publication by Habib [8] also follows similar prepro-
cessing steps at the beginning, like Ghosh [5] and Kashmira
et al [7]. After the parsing process, the grammatical sentence
structure is obtained so that the components of the ERM can
be determined based on rules. The words are converted into
a parse tree structure to understand how the individual parts
of the sentence are related to each other. Using appropriate
rules for sentence structures, entities, attributes, cardinalities
and relationships can be determined.

There are several other publications that go in a similar

direction and examine the topic of automatic ERM generation
in the context of NLP in more detail. One example by Omar
et al. [9] describes heuristic-based analysis options for ER
model generation. In contrast, Omar and Abdulla [10] pursue
the approach of training a machine learning model that can
extract the entities from the text. Depending on the complexity
of the input text and the scope of training, the model achieves
precision values of up to 85%. The results of Btoush and
Hammad [11] can also be placed in a similar context. Here, a
method is presented which, like [8], defines and applies certain
rules for extracting information from texts.

It can be stated that two basic methodological approaches
are used for ER model generation. The ERM components
are determined either rule-based or using neural networks or
artificial intelligence. Both approaches have advantages and
disadvantages. The biggest advantage of rule-based extraction
is the more time-efficient implementation as, unlike neural
networks, no data preprocessing and training is required.
Furthermore, the unambiguous definition of the rules ensures
one hundred percent extraction probability. In neural networks,
a residual inaccuracy always remains. In contrast, model-
based extraction is not limited to a few rules, but can learn
complex and nested sentence structures to determine the ERM
components. These sentence structures can contain linguistic
variations and ambiguities, which can be recognized more
easily by neural networks than by fixed heuristics. The heuris-
tic approach is more suitable for small application areas and
cannot maintain its effectiveness in large application areas.

Purely rule-based methods are prone to lack of general-
ization, while purely model-based approaches often depend
on large training datasets and have difficulties in capturing
rare or complex linguistic structures. This hybrid approach
has the potential to overcome these limitations by combining
the strengths of both methods: The rule-based method enables
accurate extraction, while the model-based method helps to
validate and improve the results, resulting in a more robust
and adaptable solution to different text scenarios.

III. OVERVIEW OF THE ARCHITECTURE

Figure 1 shows a general overview of the individual pro-
cesses of the proposed approach. The latter is divided into a
rule-based and a model-based part. The model-based algorithm
can be used either to train new or existing models or to extract
the ER components from a text. However, these results are not
used for the resulting ERM, but are only used to compare the
rule-based results. This makes it possible to check whether the
final result from the rule-based process may still need to be
modified manually.

The input for both parts of the approach is a text that
is saved in a .txt file. The output.json file contains all ER
components and relationships found in a structure that can
be read by an external ER modeling tool. The artifacts (in
the image: ordinary rectangles or arrow labels) represent
the created files or results. These files are required for the
subsequent processes.
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Fig. 1. Overall flow chart of the implementation.

The rule-based approach is made up of the sub-steps pre-
processing, structuring, analysis and transformation. During
preprocessing, the text data is cleansed and corrected for
spelling errors. The structuring phase contains processes that
break down the text into more meaningful parts and store
them temporarily. In the main block of the analysis, the ER
components are extracted one after the other.

In the model-based part, a different process path is carried
out depending on the selected model type (SpaCy-Transformer
or LSTM). Due to the individual input requirements of the
models, the text data must be converted into the permitted
form for both the training case and the use case. The process
block highlighted in yellow indicates an annotation process
that is carried out using an external tool. For the LSTM model,
the output of the annotation tool must be pre-processed again
into a .csv file so that it can be used for training. After the
training processes, the model can be applied to new text data.
For the SpaCy model, it is sufficient to convert the text into
a doc object so that the analysis can be started. The text
for the LSTM model, on the other hand, requires additional
processing (analogous to the training process), which decodes
the words and labels into numbers and scales the input word
vector to a specified size (so-called padding). This hybrid
combination provides an important advantage for continuous
optimization. The results of the model-based approach can be

used to dynamically adapt and further develop the rules of
the rule-based system. This means that the hybrid system can
become increasingly precise and effective over time through
feedback and new data sets.

The selection of SpaCy as a model and NLP-Tool is based
on its robust capabilities and user-friendly implementation.
SpaCy is recognized for its comprehensive documentation and
strong support from an active developer community. LSTM
were chosen for their effectiveness in handling sequential
data and their ability to capture contextual dependencies over
extended text passages. This makes them particularly suitable
for tasks that require understanding the relationships within
long text sequences of information.

IV. IMPLEMENTATION

Starting with the rule-based part, it can be noted that it is
important not to define too many special rules. Otherwise, the
implementation will be too application-specific and errors for
other text styles will sometimes occur. The first process in
data preprocessing is text cleansing. This process is divided
into three steps. Each result of the individual preprocessing
and structuring steps is saved in the preprocessedData.json.
At the beginning, the unstructured text is filtered from the .txt
file.

In this first step, existing white-spaces or empty lines are
also taken into account. In the second step of text cleansing,
the individual sentences from the text are found and saved
using the SpaCy model (de core news sm). In the last step
of the text cleansing process, unnecessary sentences that do
not provide the necessary information for the ER diagram
design are removed. In this process, sentences are removed
using RegEx matches of certain words, such as “database” or
“modeling”, are sorted out.

The next process in preprocessing is the error correction
of words. The Levenshtein-similarity is used here. The Python
library pyspellchecker checks whether there is an error for each
word in a sentence. If this is the case, the word is replaced
with the closest one.

In the structuring task block, the main focus is on capturing
the subject-verb-object (SVO) sentence structure and some
important term frequency analyses, with the help of which
the text can be broken down into smaller information-rich
parts. While only the normalized word frequency (TF) is used
for the text summary, the inverted document frequency (TF-
IDF) helps to capture the most significant keywords from
the text. In contrast to SVO generation, these two structuring
steps are only used optionally. These results are not actively
used in the NLP workflow, because it is possible that relevant
information may be lost. Another use case for these results
is looking for the most essential keywords in the text in
order to compare them with the entities and attributes found.
It should also be noted that to calculate the TF-IDF for
keyword extraction, a document corpus (collection.json) must
be created in which all existing ER diagram sample texts are
stored. The TfidfVectorizer() function provided by the Scikit-
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learn library calculates the TF-IDF. No numbers are included
in the keywords.

The text summary is implemented chronologically accord-
ing to the following key points:

• count the number per word in the text (stop words
excluded)

• calculate the normalized weight per word used by di-
viding the respective word count by the maximum word
frequency occurring.

• calculate the sentence weight by adding the weight per
word.

• search for sentences with the highest weighting.
The individual sentences are scored by adding the normal-

ized TF for each word in the sentence. Depending on the
original length of the text, a certain number of sentences is
selected in descending order of the evaluation number. For this
purpose, a corresponding factor is determined at the beginning,
with which the number of sentences is calculated. If there
are fewer than three sentences in the text, the text is not
summarized.

To generate SVO tuples, the sentence must be analyzed us-
ing dependency parsing and POS-Tagging provided in SpaCy.
Certain commands can be used to analyse the grammatical
structure of sentences so that the visualization shown in Fig-
ure 2 is displayed. Similar to the tree structure, the successors
or predecessors of a word are addressed with “children” or
“parent”.

Fig. 2. Visualization of the grammatical sentence structure.

On the basis of this structure, a generally valid logic can be
developed for the extraction of subject, verb and object, which
is shown in the structure diagram in Figure 3. The sentences
from the text are entered individually into the function. There
may be several verbs in each sentence, but each verb must
belong to exactly one subject and object. Lemmatization can
be used for the output of recorded relationships in texts. This
involves changing the verb from its inflected form back to its
basic form. For example, the German word “angeboten” is
“anbieten” after lemmatization.

A. Primary Key

The primary keys can be found using a RegEx comparison.
The words “-id” or “-number” indicate a key candidate.

The words are first converted to lower case so that there is
a certain amount of leeway in the comparison. However, the
limitation is the hyphen, which must be contained in a primary
keyword. The following rules are implemented as Python code:

• Determine all nouns and filter primary key via RegEx.

Fig. 3. Structogram for SVO extraction from a record.

• If the record only contains the word “unique”, then the
closest noun should be the primary key with “noun ID”.

• If only the words “ID” or “id” appear, then the nearest
noun should be the primary key with “noun ID”.

B. Attribute

Attributes are identified as soon as a sentence contains a
list of more than two nouns. The first noun that occurs in
the sentence is the entity to which the remaining nouns or
attributes belong. This simple rule serves as a first step in
the identification process, but it can be refined and enhanced
through model-based results in the future.

C. ISA-Inheritance

To detect the specialization or generalization of entities, the
following rules are followed:

• If a sentence contains the following verbs: [“include”,
“consist”, “comprise”, “share”, “include”], then the sen-
tence describes a generalization.

• If the sentence contains “type” as a word (noun), the first
noun or entity is the generalization of the following nouns
(entities).

It should be noted that the recognition of ISA relationships
using rule-based approaches is limited. For example, the order
of membership may be different for the entities or the ISA
description may extend over several sentences.
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D. Entity

In the preprocessed.json under the item in which the SVO
tuples are stored, the subject and object in each record can be
either an entity or an attribute. These tuple words are therefore
compared again with the attributes and primary keys found so
far. If the same tuple word is also contained in the list for
attributes or primary keys, it is discarded. The final result is a
list that only contains the final entities.

E. Relationship

The SVO tuples can again be used for the relationships. If
both the subject and the object are contained in the list of final
entities, the verb is a relationship between two entities. There
are sentences that are not formulated in an ordinary SVO style,
but which define further relations between entities. In order to
take such sentences into account as well, a check is made to
see whether two nouns occur in a sentence in addition to a
verb, which are not contained in the attribute, ISA-Inheritance
and primary key list. If this is the case, a relationship tuple
can be extracted from this sentence again if it has not already
been extracted from the SVO tuple.

F. Cardinality

Two min/max cardinalities must be determined for each
relationship between two entities. The sentence in Figure 2
shows that the cardinalities can be taken from the determiners
of the nouns. Once the SVO tuples have been reassigned
to the complete sentences with the help of indexing, the
corresponding determiners of each entity can be determined.
These are then translated into the corresponding min/max
value using a comparison. For the correct min/max notation,
the cardinalities of the entities in an SVO tuple must be
swapped.

When interpreting the adverbs “at most” and “at least”, the
following word must also be taken into account, as this defines
either the upper (max) or lower limit (min).

Due to the unlimited possibilities for translating this adverb,
no rule-based application is suitable for this. This makes the
rules too specialized for one use case.

The model-based approach primarily serves as a comparison
tool for the ER components found in the rule-based algorithm.
Therefore, the hybrid approach is also advantageous for per-
formance reasons. The rule-based methods often deliver faster
results as they do not rely on extensive calculations, while the
model-based part intervenes where more in-depth analyses are
required. This efficient applicability ensures that the goal is
achieved faster without losing accuracy.

V. LIMITATIONS

The following aspects were not taken into account in the
rule-based algorithm:

• Attributes for relationships.
• special cardinalities (“two”, “three”, etc.).
• weak entities, relationships, attributes, etc.
• described ISA-Inheritance across several sentences.
• multi-valued or complex attributes.

In the future, results from the model based approach could
be used to include more ER components in the results. An
extension to the rule-based approach for this would be rather
difficult, as a generally valid formulation of the rules is difficult
and often tied to a specific use case.

VI. EVALUATION

The evaluation is based on several German texts that de-
scribe a specific DB scenario. This means that they contain
specific formulations that describe the ER components. The
rule-based algorithm only extracts ER components that corre-
spond to the defined grammatical regularities. In contrast to the
model-based approach, emphasis is placed on a qualitatively
correct ER extraction instead of a quantitative result set.

Fig. 4. Ideal reclassification result in the case of training and testing with the
same data.

Fig. 5. Results of Crossvalidation with larger and different training and test
data sets.
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The Confusion Matrix in Figure 4 shows the reclassification
case in which all previously labeled ER components are cor-
rectly classified during testing. However, the Confusion Matrix
in Figure 5 provides more information about the generalization
capability of the SpaCy model, because the cross-validation
also examines text data that the model does not yet know and
was therefore not part of the training process.

Analogous to the SpaCy model, the LSTM model is also
evaluated using the learning curves shown in Figure 6. After
10 training epochs, a solid validation accuracy of 92.1% and
a validation error of 0.53 are achieved.

Fig. 6. Learning curves from the LSTM model training.

This can only serve as a first step for an evaluation. As
part of our future work, we plan to compare our results to the
results created by domain experts for a set of different models.

The results of the two approaches, both rule-based and
model-based, complement each other very well to form a com-
plete tool due to their complementarity. It can be stated that
the challenge of the rule-based method lies in the assignment
of the nouns found to the individual components. Furthermore,
the connection of attributes and relationships to certain entities
was not entirely trivial. On the other hand, the model-based
comparison offers possibilities to correctly capture different
cardinalities or ISA inheritances due to the increased flexibility
in sentence structure and grammar structure.

VII. CONCLUSION

Extracting information from unstructured text is a complex
task. Manual processing of large amounts of text is time-
consuming, error-prone and not scalable. Recently, numerous
approaches for automating this task have been proposed.
However, there exist many cases where very specific informa-
tion has to be extracted from unstructured text. These imply
challenges based on the specifics and rules applicable for the
desired result. One of these cases is the extraction of ER
models. There exist several approaches, but they still lack
different features for a complete and usable automation.

We proposed a hybrid approach to extract meaningful ER
data from unstructured text. Two subsystems were developed,

both of which can extract ER components from unstructured
texts. Special NLP methods were used for the rule-based
extraction of entities, attributes and relationships. Due to the
higher reliability of the rule-based results, these were used for
the final ER model. SpaCy and LSTM models can be used to
validate the rule-based results. In the future, the results of the
rule-based approach could be supplemented by an automated
comparison of the results from the model-based approach.

In literature, there are still research gaps in the area of
automatic extraction of ER models from texts using NLP tech-
niques. This includes the integration of contextual information
and the consideration of ambiguity. Another fundamental
improvement is the training of the models with even more
text data, so that even rarely occurring ER components, such
as multi-value attributes, can be better learned. The pretrained
models can be trained for other domains according to the
principle of transfer learning so that the models can be used
for other purposes, e.g., to create knowledge graphs.

Our future work will include the mentioned gaps: We will
expand our approach to include more specific ER concepts.
Further, we will concentrate on enabling a broad applicability
for different domains. We will also investigate options for
automated integration of the results from the two approaches.
As a first step, we will extend our evaluation including use
cases with real world texts and compare the results of our
approach with ER models created by human experts.
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Abstract— The work presented in this paper builds upon a 
previous approach to automatically detect tactics based on 
spatiotemporal data in the context of team handball. It will be 
shown how the availability of additional data allows us to verify 
the principal approach. However, it will also be shown that the 
previous approach for choosing parameters of the applied 
methods was suboptimal, and an application-oriented approach 
based on heuristics helps to improve the results significantly. 
Basically, the combination of Shared Nearest Neighbor 
Clustering and the search for frequent itemsets is used to find 
clusters of trajectory groups. These basic methods are enhanced 
by special notions of distance and cluster quality indexes which 
allows to find optimal parameter settings for the specific 
application scenario. Furthermore, an approach is presented to 
use the existing “composite model” to determine the cluster to 
which a group of trajectories belongs to (application of the 
composite model).  

Keywords- trajectory sets; SNN clustering; frequent itemsets; 
tactics recognition. 

I.  INTRODUCTION 
Previous work proposed using data from position tracking 

systems, such as Vector from Catapult or from Perform LPS 
by Kinexon to automatically process the position data of 
players of team ball games [1][2]. Schwenkreis proposed a 
deep learning-based classification approach to automatically 
recognize team tactics based on the abovementioned 
spatiotemporal sensor data [3]. The approach was 
subsequently modified to avoid the large amount of necessary 
training data and thus the need for labeling data [4]. The 
proposed solution was to use clustering based on the Fréchet 
distance [5] of trajectories combined with a silhouette 
coefficient-based [6] quality criterion to cope with noise. A 
subsequent paper enhanced the approach by avoiding the 
shortcomings of the Fréchet distance and eliminating the need 
for generating ordered sets [7]. Furthermore, the enhancement 
avoids the need for a distance criterion of sets of trajectories 
by introducing a combination of clustering and the search for 
frequent itemsets. 

In his latest paper, Schwenkreis explicitly identified the 
need to collect additional trajectory data to extract a stable set 
of groups of trajectory sets. However, there was no discussion 
regarding how to incrementally improve the model or how to 
determine a stable state. Furthermore, the actual objective of 
identifying frequent sets of trajectories is to identify tactical 
patterns that can later be used to automatically detect them in 

streams of trajectories. Hence, there needs to be a mechanism 
to decide whether a set of trajectories belongs to one of the 
previously identified clusters. 

Based on the previously introduced basic mechanisms for 
extracting a cluster model of trajectory groups from 
spatiotemporal data, this paper will present the latest 
developments of the extraction of a cluster model. 
Furthermore, this paper presents an approach for applying the 
extracted cluster model to determine whether trajectory 
groups extracted from a stream of trajectory sets belong to one 
of the previously identified clusters. 

An overview of related work is given in Section II. Then, 
Section III will introduce the underlying data model in Section 
III.A and the general clustering approach in Section III.B. An 
abstraction is introduced that allows the application of the 
approach in arbitrary situations in which similarity clusters are 
detected in sets of trajectory groups. In Section IV, the 
necessary distance functions, the quality criteria for clusters, 
and the assignment to clusters are discussed. Section V 
presents the results of an evaluation based on a real-world 
application of the approach. The paper is concluded with a 
summary and an outlook on the future application of the 
approach in Section VI. 

II. RELATED WORK 

A. Pattern Recognition 
Pattern recognition in the context of spatiotemporal data 

has a long history [8], and a significant number of related 
studies have been published in the area of trajectory 
clustering. Trajectory clustering provides the foundation for 
recognizing patterns in sets of team moves. However, since 
team moves consist of groups of trajectories, the targeted 
problem of tactic recognition is not identical to the family of 
problems that is addressed by classical trajectory clustering. 
Nevertheless, recent trajectory clustering approaches, such as 
those described in [9],  have made significant progress in the 
area of trajectory clustering, and the work presented in this  
paper has been influenced by these approaches. 

In particular, the flock pattern and later generalizations to 
the convoy pattern seem to overlap with the problem 
addressed by this work [10]. Unfortunately, there are 
significant differences that prevent the direct application of 
these approaches: 

• Current convoy mining approaches assume that 
clusters are searched in sets of points that have been 
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collected at the same point in time. This is not the case 
for the class of problems discussed in this paper. In 
contrast, the task is to search for clusters of 
trajectories that have not(!) "happened" at the same 
point in time. Furthermore, there is no fixed mapping 
on a common logical clock that would allow us to 
treat the coordinates of trajectories as if they were 
collected at the same time. 

• The usual approaches to trajectory clustering are 
based on the notion of density and use a density 
threshold to determine the clusters. The basic 
assumption of these approaches is that a single 
density threshold can be found, which is not possible 
in the given case. By inspecting the application area, 
it is known that the density of the trajectories 
significantly differs across different trajectory 
clusters (see also Section IV.B). 

• Convoy mining approaches assume that points of 
trajectories belonging to the same cluster also belong 
to a single cluster. In the given application scenario, 
this does not need to be the case. In terms of convoy 
mining approaches, points of the same trajectory may 
join other convoys and return to the original convoy 
because trajectories belonging to different clusters 
may have non-empty intersections from a geometrical 
point of view because they have identical points. 

The field of detecting optimal care pathways in health care 
[11] has some similarities to detecting team tactics based on 
an abstract notion of trajectories. Clustering approaches in this 
area are based on a completely different notion of distance 
[12]. Furthermore, the requirements regarding the temporal 
distance of "locations" differ significantly, which leads to 
methods that are based on the sequence only rather than 
considering the real distances in time. Hence, the work in that 
area cannot be applied in the given context. 

B. Sports Analytics 
Recently, the analysis of spatiotemporal data in the context 

of sports has attracted increasing attention. There are several 
attempts in the area of team sports to exploit the data that are 
produced by the position sensors carried by players [13]- [15]. 
Several activities focus particularly on soccer (or football) to 
extract models that help to explain the mechanics of the game 
[16]. This is because professional soccer teams can fund 
analysis projects, and there is still no accurate model for 
computing appropriate predictions. Some work can be found 
in the literature that derives patterns from spatiotemporal data, 
but these approaches use classification to predict, for example, 
ball losses or scoring probabilities because in these cases, the 
target value is available in the automatically collected data. 
This is not the case for tactical labels but essential for the case 
presented in this paper. 

Unfortunately, the mentioned work does not focus on 
detecting patterns of moves of groups of players. The reason 
is that soccer and other team sports significantly differ from 
team handball in terms of the speed of attacks. In the case of 
team handball, it is crucial that the individual moves (and 
resulting positions) of teammates are known upfront by the 
other players because, in most cases, the determination of the 

location of other team members by an explicit visual 
observation is too slow. Thus, the coordination of the players' 
moves is trained based on explicitly communicated movement 
patterns (called tactics). Ice hockey has some similarities to 
team handball because the players' speed is even greater than 
that of team handball players. However, tactics are focused on 
the movement patterns of individual players rather than on the 
coordinated patterns of a whole team, which has also been 
reflected in recent work that targets the analysis of 
spatiotemporal data in the context of ice hockey [17]. 

III. BASICS 

A. Underlying Data Model 
1) Individual trajectories 

As proposed in the aforementioned previous work, the 2D 
coordinates delivered by tracking sensors are “normalized” to 
avoid differences due to changing directions of play [4]. Given 
an observation interval of t2-t1 seconds and a position 
sampling rate f, the individual trajectory Ts(t1,t2) of a sensor is 
defined as the timely ordered set of r=(t2-t1)*f coordinate pairs 
p: Ts(t1,t2)=(p1, p2,… ,pr). It is assumed that all the observed 
sensors generate samples at the same rate in the given 
application context. Furthermore, there is a mapping for 
individual trajectories Ts that assigns a team O to the 
individual trajectory: team(Ts): Ts →O. 

 
2) Team Moves: Sets of trajectory class identifiers 

The notion of a team position has been defined by 
Schwenkreis as a vector of positions of the contained sensors 
(team members), which is similar to the coordinate of a team 
in a 2n-dimensional space, where n denotes the number of 
sensors [3]. The challenge of this approach is to associate a 
specific sensor with a well-defined position in the vector. This 
approach is challenging because the collection of sensors that 
comprises a team is not constant and might change due to the 
substitutions of team members. Originally, all possible 
permutations of a vector were generated when training a 
model (which is rather costly) [3]. Generating permutations is 
avoided in subsequent work by introducing a so-called 
canonical sort order of sensor positions contained in a team 
position [4]. The sorting order is based on additional 
information regarding the individuals who are carrying a 
sensor. As a result, there is a unique mapping of sensors to 
positions in a team vector. 

Alternatively, to the approach above, a core assumption 
regarding individual trajectories can be exploited. Individual 
trajectories are not randomly distributed across the feature 
space. There are rather clusters of similar trajectories that are 
intentionally followed. Hence, there exist only a limited 
number of trajectory classes, each representing an intended 
trajectory given a certain context. In application terms, this 
can be called the intended individual contribution given an 
intended team tactical move. Based on this assumption, 
individual trajectories Ts(t1,t2) can be mapped onto identifiers 
of intended trajectory classes: T→c, c € ℕ. There might be 
cases where individual trajectories do not match with any 
intended trajectory class. In these cases, the individual 
trajectory is mapped onto the “noise” class identifier 
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represented by a value of -1. As a result, a team tactical move 
M of a time interval can be defined as a tuple of trajectory 
class identifiers of the time interval M(t1,t2)=(c1, c2,…, cn) with 
n in the range of one to the number of sensors belonging to the 
observed collection, also called the team or group size. The 
sorting order of the class identifiers contained in M is 
irrelevant. Thus, we simply assume that the class identifiers 
are given in descending order: ∀ci, ck € M : i<k → ci >= ck. 

B. Clustering Aspects 
1) Two-Step Approach 

The automated detection of tactics based on clustering was 
proposed in [4] to avoid the need for labeling data. The 
approach did not explicitly select a clustering technique but 
introduced a quality criterion to compare different techniques. 
The mentioned approach uses spatiotemporal data that 
comprise groups of trajectories of team members to search for 
similar team moves by clustering. In a given example 
application scenario (team handball), this results in records of 
1.760 attributes (880 pairs of 2-d coordinates) per team move 
[4]. 

This number of attributes is rather high, and a number of 
clustering approaches have been described in the literature to 
reduce the dimensionality of the data, particularly in the 
context of time series data (such as trajectories) and [18]. A 
special group of these approaches is the set of multilevel or 
multistep clustering methods, which (from a high-level 
perspective) follow a stepwise approach to reduce the 
dimensionality of the data by clustering a “sub-aspect” first. 
The sub-clusters are then clustered again on the next level. For 
example, Aghabozorgi et al. introduced a two-step clustering 
approach for time series data by starting with a fine-
granularity cluster search, which is followed by a subsequent 
clustering step to merge similar clusters using a different 
criterion that is specific for the next level [19]. 

The basic idea of two-step clustering is adopted for the 
case of this paper to address the dimensionality challenge. 
Rather than directly trying to find clusters in a set of trajectory 
groups, it is proposed to search for clusters at the trajectory 
level first, given a trajectory-specific distance criterion. 
Subsequently, a search for similarity clusters of trajectory 
group clusters (denoted as team tactics) is performed. Thus, 
rather than having to find clusters based on 2nk attributes 
(when n is the number of positions of the trajectories and k is 
the number of trajectories per group), the clustering of the first 
step has to find clusters in records with only 2n attributes. The 
subsequent step has to handle records consisting of only k 
attributes. Projected on the application case of [4], there are 
only 220 rather than 1.540 attributes on level one and 7 
attributes on level two (each representing a the individual 
move of player of a team). 

The two-step approach is particularly promising for 
trajectory groups because it usually provides a meaningful 
explanation on the application level. The first clustering 
searches for patterns of individual contributions, while the 
second search focuses on patterns of combinations of 
individual efforts. In application terms from team ball games: 
what are the intended moves of players (or player types), and 
how are team tactics composed of these individual moves? 

2) Clustering of trajectories 
There is always “noise” in the trajectory data in the given 

context because there will always be player moves that are not 
intended moves in the sense of a contribution to some tactics. 
Thus, only clustering techniques can be used that can cope 
explicitly with noise, which excludes, for instance, basic 
spectral clustering [20]. Even later enhancements of spectral 
clustering called robust spectral clustering can only handle a 
low number of noise points compared to the number of non-
noise points [21]. Furthermore, no assumption regarding the 
cluster shape can be made. Trajectory clusters might have 
concave boundaries, which excludes clustering techniques, 
such as k-means clustering. Based on this, only two clustering 
concepts have been further investigated: agglomerative 
hierarchical clustering [22] and density-based spatial 
clustering of applications with noise (a.k.a. DBSCAN) [23]. 
However, agglomerative hierarchical clustering can be 
simulated using particular parameter settings of DBSCAN. 
Thus, this paper focuses on DBSCAN only. 

3) Finding similarity groups of team moves 
As described in Section III.A, team moves are represented 

by ordered k-tuples of trajectory cluster identifiers. To find 
groups of similar team moves, another clustering step can be 
used, but we lack a meaningful notion of distance for team 
moves. A straightforward approach would be to use the 
Hamming distance (based on [24]), as in the case of distances 
of words, which has no meaningful interpretation in the 
context of team moves. 

Alternatively, the search for similarity groups can be 
performed based on the method of searching for frequent 
itemsets, as is done in the case of association rule mining [25]. 
With this approach, all frequently occurring combinations of 
previously extracted cluster identifier combinations will be 
found without the need for a distance or similarity criterion. 
However, not every previously identified trajectory cluster is 
relevant when identifying team tactics. For instance, there are 
clusters that represent player trajectories in which the players 
(almost) do not move at all. These trajectory clusters can be 
seen as passive contributions to a team tactic rather than active 
contributions. Consequently, the trajectory clusters must be 
weighted based on the distance covered by the contained 
trajectories to reflect the contribution to a team tactic. 

When weighting trajectory clusters, the search for 
frequently occurring clusters needs to take weights into 
account, which is comparable to the process of searching 
weighted itemsets. In previous work in the area of weighted 
itemsets, the weights became somewhat part of the notion of 
frequency [26]. That is, the low weight of an itemset can be 
“compensated” by high support to still have a frequent itemset 
and vice versa. In the given application scenario, this is not the 
case. A trajectory cluster with a low weight is considered to 
be of low relevance regardless from its frequency. Even a high 
support of the cluster will not “make it more relevant”. In 
application terms, if a player does not move, there is no 
relevance of the trajectory with respect to a team tactic, no 
matter how often this occurs. 

The weight of a trajectory cluster is defined as the length 
of the trajectory (sum of the Euclidean distances of the 
contained points) representing the containing cluster 𝑡𝑡𝑟𝑟𝑐𝑐. The 
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representative trajectory of a cluster is defined as the trajectory 
with the minimal distance to all other trajectories of the same 
cluster: 𝑡𝑡𝑟𝑟𝑐𝑐 = 𝑡𝑡𝑖𝑖| ∀ 𝑡𝑡𝑖𝑖 , 𝑡𝑡𝑘𝑘 € 𝑐𝑐:  𝐷𝐷𝑖𝑖𝑐𝑐 ≤ 𝐷𝐷𝑘𝑘𝑐𝑐  and Di is the sum of all 
distances of a trajectory of a cluster to any other trajectory of 
the same cluster 𝐷𝐷𝑖𝑖𝑐𝑐= ∑ dist(ti, tk) | ti, tk € c. 

The relevance coefficient ri is assigned to the tuples ti 
representing team moves: ti → ri, ri € ℕ0. The relevance 
coefficient represents the number of contained trajectory 
cluster identifiers that identify a cluster whose representative 
trajectory 𝑡𝑡𝑟𝑟𝑐𝑐 has a length greater than a specified threshold. 
The search for relevant frequent itemsets identifies the sets of 
trajectory cluster identifiers that have a support si greater than 
a given minimum support and a relevance greater than a given 
threshold: {ci} | si > smin ∧ ri > rmin. 

The Apriori approach to finding frequent itemsets [25] can 
be easily extended to cover cases with a relevance coefficient. 
The basic idea of Apriori is that the support of an itemset 
containing a certain number of items cannot be greater than 
the support of any subset containing fewer items. The 
relevance coefficients of team moves do not have this property 
in general because the relevance coefficient of an itemset 
cannot exceed the number of contained items. Hence, the 
straightforward approach is to use regular Apriori to generate 
the frequent itemsets, which are subsequently checked for 
their relevance based on the assigned relevance coefficient of 
the contained trajectory clusters and the specified minimum 
relevance. After the identification of the relevant frequent 
itemsets, itemsets containing non-relevant items can be 
eliminated to focus on team moves with relevant trajectories 
only. 

The straight-forward approach can be improved by using 
the relevance as a sort criterion of the items contained in an 
itemset (the itemset becomes a tuple). As introduced in [26], 
itemsets can be treated as sorted sets (tuples) based on the 
decreasing relevance of the contained items. The candidate 
generation then combines only trajectory cluster identifiers 
that represent a cluster whose representing trajectory has a 
length greater than the specified threshold (which means a 
contribution to the relevance coefficient greater than zero), 
and candidate itemsets with nonrelevant items are pruned. 
Finally, the resulting itemsets need to be checked for the 
minimum relevance limit and support. 

4) Assigning team moves to itemsets 
To group the team moves, a mapping of each team move 

ti onto one identified relevant frequent itemset fk is needed: 
ti → fk. A naïve approach would be to directly assign an 
itemset to any team move that supports the itemset. 
Unfortunately, this simple association is ambiguous because 
itemsets can have a subset relationship, and a single team 
move might even support multiple itemsets not having a 
subset/superset relationship. The latter case is an indication of 
not having enough data to be able to identify the “missing” 
superset of the union of the supported itemsets as relevant and 
frequent. The association of a team move to any of the 
itemsets can be chosen arbitrarily in this case. The case of 
nested itemsets is rather simple. A team move should be 
associated with the relevant frequent itemset that consists of 
the maximum number of items that is supported by the team 

move. It represents the specialization of another tactical 
move—the subset. 

IV. DISTANCES, SIMILARITY, AND QUALITY INDICATORS 

A. Trajectory Distance 
A distance or similarity function for individual trajectories 

is needed to be able to find clusters of similar trajectories in 
the absence of a labeling attribute (the ground truth) in the 
data. In previous work, the discrete Fréchet distance [5] was 
used as the distance between two trajectories without an in-
depth discussion of alternatives. In a more recently published 
comparison of trajectory distances, it was shown that the 
discrete Fréchet distance is sensitive to outliers and to timely 
shifts in trajectories [27]. It is also shown that dynamic time 
warping [28] outperforms the Fréchet distance in scenarios 
that are similar to the scenario addressed by this paper. 
However, dynamic time warping is not a metric (missing the 
triangle inequality property), which limits its applicability. 
Fortunately, the used approaches do not rely on the triangle 
inequality property because of their independence from path-
length based criteria.  

Continuous dynamic time warping was not covered by the 
comparison but was identified in later work as the most 
flexible distance criterion for trajectory distances in [29]. 
Continuous dynamic time warping was derived from dynamic 
time warping to cover cases in which the discretizations of 
trajectories are not uniform. However, in the cases addressed 
in this paper, uniform discretization can be guaranteed 
because the individual trajectories consist of the same number 
of coordinates distributed evenly over time. Thus, continuous 
dynamic time warping has no advantage compared to the 
original dynamic time warping approach in the given scenario. 
Paparrizos et al. argue against the use of dynamic time 
warping when clustering time series data [30]. However, this 
process is performed based on a generalized case without 
considering specific cases, such as a time series of two-
dimensional position data. The concerns raised in the paper do 
not hold in this specific case. 

The advantage of dynamic time warping compared to the 
discrete Fréchet distance is the concept of “warping”, which 
tolerates time shifts between the coordinates of two 
trajectories. Furthermore, the discrete Fréchet distance 
focuses on the maximum distance between pairs of 
coordinates, while the dynamic time warping distance is the 
sum of all distances between matching pairs, thus smoothing 
the effect of outliers. In conclusion, dynamic time warping is 
the optimal method for determining trajectory distances in the 
context of this work. However, the dynamic time warping 
distance has been slightly adapted to avoid a dependency on 
the number of points a trajectory consists of. Rather than the 
sum of all distances, the average distance is used. 

The optimal warping window size is highly application 
dependent. It depends on the accuracy of the frequency of the 
position detection technology as well as the absolute speed of 
the sensors. Furthermore, the notion of similarity of a given 
context limits the time gap that is tolerated when two 
trajectories are compared. In case of team handball moves, the 
time gap must be in the sub-second range. Non-
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comprehensive experiments with a tolerable time gap of up to 
half a second have shown acceptable results. 

B. Shared Nearest Neighbor Trajectory Similarity 
Distance-based clustering algorithms, such as DBSCAN, 

look for dense areas based on a single distance-based 
threshold. Consequently, algorithms cannot cope well with 
areas with varying densities. In the case of varying densities, 
clusters with lower density are not found if the distance 
threshold is set too low. On the other hand, if the distance 
threshold is too high, then multiple clusters with high density 
might be merged, and additional details may be lost. 

Unfortunately, the application scenario of this work must 
explicitly handle varying densities because the running 
distances of different player roles (positions in a team) and 
thus the DTW distances differ significantly. The so-called 
shared nearest neighbor similarity is an approach for handling 
varying densities while still using the original notion of 
distance as the underlying criterion [31]. Shared nearest 
neighbor similarity uses a notion of similarity that depends 
only indirectly on distance. Conceptually, the approach 
computes a list of nearest neighbors for each record based on 
the chosen notion of distance (the dynamic time warping 
distance in the case of this paper). When the similarity of two 
records is computed, prefixes of length l (a user-specified 
limit) of the records' lists of nearest neighbors are compared. 
The number of nearest neighbors contained in both lists is the 
value for the similarity of the two records. Then, a DBSCAN-
like clustering approach searches for clusters based on 
similarity values. 

The notion of similarity has a significant limitation: the 
similarity value depends on the number of points that are 
compared. Thus, the notion of similarity has been adapted as 
in the case of the dynamic time warping distance. The Jaccard 
coefficient is an alternative notion of similarity that 
“normalizes” similarity with the number of points considered: 
J(X,Y) = |X ∩Y|/|X∪Y| [32]. Hence, its value is in the interval 
of [0,1] independent of the size of the compared sets. 
Furthermore, it can be easily converted into a distance by 
subtracting it from 1, which allows us to use a “standard” 
subsequent DBSCAN approach to search for clusters. 

Interestingly, the basic concept of shared nearest neighbor 
similarity is analogous to the “sparsifying” approach used by 
Laplacians for robust spectral clustering [21]. Since 
computing the nearest neighbor similarity also “reduces” the 
noise in the original data, it might be interesting to compare 
the results of a subsequent DBSCAN with the results of a 
subsequent robust spectral clustering. 

C. Quality indicators 
1) Generalized Dunn index 

There are a multitude of quality coefficients for clustering 
[33]. These parameters are particularly important for finding 
the optimal parameter settings for clustering methods when no 
ground truths are available. In the context of the work 
presented in this paper, there is no upfront knowledge 
regarding similarity groups of team moves. Clustering is 
explicitly used to find representatives of groups that will be 
used by experts to label the tactics used in application terms. 

At least two aspects need to be considered when selecting 
a quality indicator for the extracted clustering model in the 
context of the presented work. Clustering methods that handle 
noise explicitly, such as DBSCAN, assign noise records to a 
separate noise cluster that must be excluded from the 
calculation of a quality indicator value. As a result, there are 
two extreme cases. In the first case, the parameter settings are 
chosen such that all the non-noise points are assigned to a 
single cluster or very few clusters. This is, for instance, the 
case when the search radius for similar points of DBSCAN is 
too large. The second extreme is the case when the search 
radius is rather small, such that most of the found clusters 
consist of only a single data point and are thus treated as noise. 
Consequently, there are only a few but well-separated clusters. 
The first case is indicated by a low number of noise points and 
clusters with a large distance between the contained points, 
while the latter case has only a relatively small number of non-
noise points and a very small distance between the contained 
points. 

Originally, Dunn introduced the idea of using the ratio of 
the diameter of a cluster to the distance to the closest 
neighboring cluster as a quality indicator for a clustering 
model [34]. This idea was later generalized by Bezdek and 
Pal, who introduced several notions of diameter (intra-cluster 
distance) and distance (inter-cluster distance) denoted as the 
Generalized Dunn Index (GDI) [35]. Since the chosen 
clustering approach does not compute any centroids, centroid-
based variants have not been considered. To avoid 
oversensitivity to outliers, the average distances of the intra-
cluster distances and the maximum distances of the inter-
cluster distances were chosen as the underlying values to 
compute the GDI, which is also denoted as GDI 2-2. The 
Generalized Dunn Index is always positive, and the higher the 
value is, the better the clustering. 

2) The side effect of excluding noise 
The described clustering approach based on nearest 

neighbor similarity has 3 main parameters that can be varied 
to find an optimal clustering for a set of trajectories: 

• The number of neighbors used to determine the 
similarity: The smaller the considered number of 
neighbors, the smaller the set of neighbors with a 
Jaccard coefficient greater than epsilon. The number 
of points treated as noise increases. 

• The ε limits the ability to find “close” points: 
A small epsilon of DBSCAN results in small sets of 
close points that can be assigned to the same cluster. 
Consequently, the number of points treated as noise 
increases. 

• The minimum number of points needed to form an 
initial cluster: A small number of close points results 
in many identified clusters. As a result, the number of 
points treated as noise increases because the cluster 
size decreases. 

All three parameters have a direct impact on the clustering 
model and the quality indicators not only by resulting in 
differing numbers of clusters and sets of contained points but 
also because the number of points treated as noise is directly 
impacted. This is also reflected by the quality indicators. If a 
single parameter is varied from low to high, we obtain the 
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same “behavior” for the quality indicators. Similarly, the 
silhouette coefficient and GDI 2-2 increase with an increasing 
parameter value, while the Davies–Bouldin index decreases 
with increasing parameter value (and the inverse Davies–
Bouldin coefficient increases as well). 

No indication of an optimal parameter setting can be 
derived from the course of the indicators' graphs. This is 
caused by the overlapping effect of a changing number of 
clusters and an increasing number of points considered noise; 
thus, these clusters are excluded from the quality indicator 
values. Hence, it is necessary to take the number of points 
considered valid into account as well as the number of clusters 
by weighting the clustering quality indicator. The basic 
concept of quality indicator weighting was introduced in [4]. 

A straightforward approach for weighting the quality 
indicator value is based on two simple observations 
(heuristics). Given that two clustering models have the same 
base quality indicator value, a clustering model consisting of 
more non-noise points is preferable because it represents more 
information of the input data. Second, if two clustering models 
have the same quality indicator values and the same number 
of non-noise points, then a model consisting of more clusters 
is considered preferable because it potentially allows for better 
differentiation of cases. 

Simple weighting with the number of non-noise (or valid) 
points 𝑁𝑁𝑣𝑣 = |{𝑡𝑡𝑖𝑖𝑐𝑐}|  results in a weighted quality indicator 
whose value depends on the sample size. Thus, the relative 
number of non-noise points based on the size of the input 
sample N=|{ti}| is used rather than the absolute input size: nv 
= Nv/N. Using the absolute number of identified trajectory 
clusters GC=|{cj}| as an additional weight would 
overemphasize the importance of the number of clusters. 
Using the maximum number of clusters to normalize GC 
would require knowing this number upfront. Thus, the ratio of 
the number of clusters to the sample size is used as the weight 
that represents the number of clusters: gC=|{cj}|/N. 

A weighted clustering indicator value qi
w can now be 

defined as the product of the original indicator value qi and the 
two weights introduced in the previous section: qi

w = qi nv gC. 

V. APPLICABILITY STUDY 

A. Complexity and Runtimes 
The concepts presented in this paper have been used in a 

real-world scenario of sports. In collaboration with a first 
league team and the first German Handball Bundesliga, HBL, 
the position data of all matches of the selected team in 2022, 
2023, and first half of 2024 were collected as a basis for 
identifying the offensive tactics they played. The future 
objective is to be able to detect the played tactics of a team, 
which can then be used to automatically determine the 
performance of played tactics for teams and players. 

The data consisted of 82 matches, from which a total of 
12,366 team moves were extracted before a scoring attempt. 
A total of 3,020 moves of the 12,366 were offensive moves of 
the selected team, from which 23,674 trajectories were 
extracted. Since so-called fast break attacks are not of interest 
in the context of tactic recognition and some trajectories 

contain erroneous data, the data for the analysis were reduced 
to 2,089 team moves with 16,277 trajectories. 

The practical evaluation was performed using MathWorks 
MATLAB™ R2024b version 24.2.0.2712019 running on 
Ubuntu 22.04.5 using a virtual machine with 16 vCPUs 
equipped with 32 GB of main memory. 

The runtimes of the different computation steps of a 
complete single run with the “optimal” parameter settings (see 
Section V.B) are listed in TABLE I. The most time-
consuming step of the data preparation is the calculation of the 
dynamic time warping distances for each pair of trajectories, 
which is of complexity n2-n or O(n2) when n denotes the 
number of trajectories. The distance calculation itself is 
implemented using the classical dynamic programming 
approach with a complexity of mw with respect to m as the 
number of points contained in the trajectories and w as the 
window size, which results in an overall complexity of n2mw 
(if w is defined as a ratio of m, then this results in O(n2m2)).  

The computation of dynamic time warping distances is the 
most time-consuming step of a clustering run, even when 
searching for optimal parameter settings consisting of 
repeating subsequent steps. Thus, parallelizing the 
computation of the DTW distances helps to reduce the overall 
computation time significantly. Furthermore, it is advisable to 
use only the computed distances rather than the original 
trajectory data in the subsequent steps. 

The second most time-consuming step after the 
computation of the dynamic time warping distances is the 
computation of the shared nearest neighbor similarity. Finding 
the k nearest neighbors (k≪ n) based on the previously 
computed distances is a set of nk simple searches of n-1 
distances when n denotes the number of trajectories. 
However, computing a full matrix of nearest neighbors might 
be advantageous when variations in k need to be computed 
(see the following Section V.B). This is particularly needed 
when varying the optimal number of trajectories used to 
compute the shared neighbor similarity (see Section IV.C.2). 
The subsequent calculation of the Jaccard similarity 
coefficients to determine the value of the shared neighbor 
similarity is of complexity nk2 and can be easily parallelized. 

The runtime of the subsequent search for relevant frequent 
itemsets is negligible given the runtimes of the previous steps. 
However, this heavily depends on the number of relevant 
frequent items found. 

TABLE I. MEASURED RUNTIMES OF COMPUTATION STEPS 

Computation Step Runtime in seconds 

Reading and filtering data 17 

Computation of DTW distances 6684 

Computation of similarities 926 

Single DBSCAN clustering 24 

Search for itemsets 3 
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B. Optimal Parameters and Results 
There are three parameters that can be varied while 

searching for trajectory clusters: 
• The number of nearest neighbors that are checked to 

determine similar trajectories (similarity window). 
• The minimum number of points that need to be close 

to be considered the core. 
• The limit of the Jaccard coefficient that is used to 

determine “close” trajectories. 
Rather than assuming that all of the mentioned parameters 

can be chosen arbitrarily, as indicated in [7], this paper follows 
a different approach. It is assumed that the ability of the 
Jaccard coefficient to identify close points is application 
dependent. In the given application context of trajectories of 
team handball players, we assume that at least 50% of the 
neighbors of two trajectories need to be “shared” in terms of 
the shared nearest neighbor approach to be considered “close 
trajectories”. This translates into a minimum Jaccard 
coefficient of 0.40 (DBSCAN ε of 0.60). 

Unfortunately, the similarity matrix directly depends on 
the number of nearest neighbors that are checked to determine 
similar trajectories. Hence, for each value of the similarity 
window, a similarity matrix needs to be computed, which is 
fairly time-consuming, as described in the previous Section 
V.A. However, to determine the optimal number of nodes in 
the similarity window, we compared 12 different cases. 

The last parameter that was varied was the minimum 
number of similar trajectories for being core in terms of 
DBSCAN. This parameter was varied in the range of [10, 40] 
with the assumption that at least 10 close trajectories are 
needed to be considered core. Figure 1 depicts the weighted 
GDI 2-2 values when varying the similarity window and the 
limit for the minimum number of points to be considered core 
points in the sense of the DBSCAN algorithm. The colors 
indicate ranges of similar index values. Yellow is the color for 
the highest range, while blue is the color associated with the 
lowest range of index values. An interesting observation is 
that the diagonal direction is the same for the same levels of 
index values. It seems that a decreasing lower limit for core 

points can compensate for the effect of an increasing 
similarity window to some extent. 

The global maximum of the weighted GDI 2-2 value is at 
a similarity window of 67 trajectories, and the minimum is 12 
necessary points for a core. The value of the weighted GDI 2-
2 peaks at 23.27 (based on a GDI 2-2 value of 1.05). The 
nearest neighbor similarity clustering identified 39 trajectory 
clusters that represented approximately 58% of the input 
trajectories. Approximately 42% of the trajectories are 
identified as noise. After coding the 1,757 team moves using 
trajectory cluster identifiers, 1,625 team moves with two or 
more non-noise trajectory cluster identifiers remained. A team 
move that contains fewer than two non-noise trajectory cluster 
identifiers is considered an individual move rather than a team 
tactical move. 

The search for relevant frequent itemsets was performed 
using the 1,625 team moves of the previous step. The lower 
length limit was set to 3.0, which means that a trajectory is 
relevant only if the length of the trajectory is greater than 3.0 
meters. This is an application-dependent limit and might differ 
between application scenarios. The absolute minimum 
support was set to 10, which means that an itemset is frequent 
if ten team moves support it. The search for frequent itemsets 
identified 143 itemsets of length 2, 41 itemsets of length 3, 
and 7 itemsets of length 4. 

While 6,790 of the 16,277 trajectories were associated 
with a trajectory cluster, 1,562 team moves of 2,089 (approx. 
75%) were associated with a team move group (or cluster of 
trajectory sets). 185 of 191 frequent itemsets were used to 
identify team move groups. The 6 “unused” frequent itemsets 
result from the criterion that was used to assign a frequent 
itemset with a team move (see Section III.B.4).  

C. Application-level evaluation 
To evaluate the results on an application level, the 

representative trajectories of each associated itemset were 
extracted. The contained trajectories were then visualized in a 
video presenting the tactical view and shown to team handball 
experts (coaches of the first league teams) to decide whether 
an actual team tactic was detected by the system and how the 
identified team tactic could be named. Figure 2 shows a 
snapshot of three example animations that have been 
presented to the coaches with their associated names. The 
seven offense players are depicted as green diamonds. Their 
trajectories are depicted as “sequences” of green diamonds. 
To depict the time aspect, the color of the diamonds starts with 
dark green and ends in bright green. Since the data have been 
transformed, such that attacks always occur from left to right, 
only the right half of the field is depicted. 

The coaches were able to confirm that the extracted 
similarity groups actually represent team tactics rather than an 
arbitrary collection of team moves. The evaluation of the 
trajectory clusters was successful as well. The trajectory 
clusters clearly represented the different positions (roles) of 
the players whose trajectories were contained in a cluster. 
Some of the detected tactics were considered similar when 

 
Figure 1. Weighted GDI 2-2 values with variations of the similarity 

window and the minimum number of points needed to be core 
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evaluated by human experts. A detailed analysis of the 
significant properties of these clusters needs to be performed 
to determine the key differences between the clusters. If the 
differences are correlated with the success or nonsuccess of 
the attacks, the analysis will help to identify the critical aspects 
of the realized tactics. 

D. Development of a stable cluster model 
Originally, 32 matches were used to evaluate the 

clustering approach, and it has been observed that the dataset 
was too small to extract a comprehensive set of trajectory 
clusters [7]. Thus, the approach is continuously evaluated with 
larger data sets. The results presented in this paper are based 
on the data of 82 matches. The originally identified trajectory 
clusters have been confirmed to a vast extent. However, some 
smaller clusters have been merged, which can be explained by 
the availability of additional data points that “bridge” the 
distance between the small clusters. 

We assume that the set of identified trajectory clusters will 
eventually reach a stable state when enough trajectories can 
be used to extract the cluster model. Since we still observe 
significant changes in terms of clusters and the number of 
clustered trajectories, this stable state has not yet been 
reached. When a stable state has been reached, the number of 
team moves can be used as a “team move window size” to 
continuously extract models from the current data. These 
models can then be compared with previous models to detect 
significant changes in the set of clusters indicating significant 
changes in the applied tactics. 

E. Using the model to automatically detect tactics 
1) Concept for applying the model 

The trajectory cluster model can be used to determine 
whether a detected trajectory belongs to one of the clusters 
based on the criteria that were used to extract the cluster 
model. Trajectories are assigned to a cluster if they belong to 
the core points of a cluster or if they are directly reachable 
from a core point in the sense of DBSCAN. Consequently, a 
trajectory is considered to belong to a previously identified 
trajectory cluster if it is directly reachable from any of the core 
points of that cluster. 

To evaluate the criteria above, the similarity-based 
distances to all the core trajectories that are part of the 
clustering model need to be computed. If the distance to any 
of the core trajectories is less than the ε that was used to 
compute the clustering model, the trajectory belongs to the 
cluster of that core trajectory. If no core trajectory is within 
the ε distance, the trajectory that is checked cannot be assigned 
to any of the clusters and is treated as noise. 

With the assignment of trajectories to clusters, team moves 
can be “recoded”, as described in Section III.A.2) Then, it is 
determined whether the team move supports any of the 
previously identified items. In this case, the team move 
contains the tactic that is represented by the supported 
frequent itemset. 

2) Performance aspects 
Given the current set of data used to compute the 

clustering model, 3,912 core trajectories were identified. The 
SNN-based distance that is derived from the DTW distances 
needs to be computed for each trajectory contained in a team 
move to check the ε limit of direct reachability. A rough 
estimation using the measured time for calculating the 
distances and similarities of the trajectories to derive the 
cluster model is based on the total number of distances that 
have been calculated so far. In total, approximately 132 
million distances and similarities were calculated, which took 
about 7,610 seconds. For the application case, approximately 
27 thousand distances and similarities (3,912 times 7) need to 
be calculated, which can be estimated with an elapsed time of 
half a second. The encoding and the search for supported 
itemsets are in the millisecond range. 

Overall, we can assume an upper limit of one second for 
automatically determining the tactics based on a stream of 
trajectories, which is fast enough for the given application 
case because the data of the team moves consist of 5.5 seconds 
of position data before an attempt happens, i.e., after an 
attempt, there is a minimum time gap of 5.5 seconds until we 
might have another set of trajectories of an attempt. 

VI. CONCLUSION AND FUTURE WORK 
A clustering approach has been proposed to find similarity 

groups of team moves without the need for the upfront 

 

Figure 2. Three snapshots of animation videos of team move clusters: “empty crossing right”, “runner from position 1”, and “7 versus 6” 
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assignment of class labels. Using a two-step approach based 
on the concept of shared similarity and the dynamic time 
warping distance addresses multiple shortcomings of the 
original approach in finding similarity groups. In particular, 
the need for manual collection of data in addition to 
spatiotemporal data is avoided. 

The results of the clustering of trajectories (the first step) 
can be verified by evaluating representatives of the identified 
clusters. From an application perspective, the representative 
trajectories should correspond with the intended individual 
moves of certain player types at the application level. With 
this application-level mapping, end-users are more likely to 
establish trust in the approach. 

The second step of the search for similarity groups 
involves searching for relevant frequent itemsets that deviate 
from the usual approaches that try to solve the task via a 
clustering approach. Using the search for relevant frequent 
itemsets avoids the need for an explicit distance criterion, 
which is difficult to define and difficult to explain in the 
application context. Furthermore, the concept of relevance is 
important when combining individual trajectories with team 
tactical moves. It has been shown that the search for frequent 
itemsets can be efficiently combined with the concept of 
relevance of trajectories. 

Rather than arbitrarily varying the parameters of the 
approach, application-level decisions have been made to limit 
the number of cases that need to be considered when looking 
for optimal parameters. With this approach, the quality of the 
trajectory cluster model and the number of “represented” 
trajectories increase significantly. Furthermore, the 
assignment ratio of team moves to team move similarity 
groups increased as well. 

The results of the applicability study show that the 
approach works in a real-world scenario. Previously 
recognized problems due to the low amount of available data 
cannot be observed anymore. The long-term objective is to 
derive a stable model that allows us to assign a label to team 
moves during matches by using the previously extracted 
cluster model. Hence, we have a basis for a novel approach to 
take individual contributions to a team tactic into account 
when evaluating players' performance in the future. 
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Abstract—In order to enable a fast time to market for new
Database Management Systems (DBMS), we introduce two simple,
very easy to implement cardinality estimators and a build-plan
method that does not require any cost function. Experimentally,
we demonstrate that different plan generators incorporating these
ideas are quite competitive on the Join Order Benchmark (JOB):
the join ordering algorithm DPccp yields plans that are at most a
factor of 2.10 away from the optimum without using any runtime-
dependent cost function if cardinalities are known. Thus, using
our approach obviates the effort of implementing sophisticated
cardinality estimation methods and cost functions in a first version
of a DBMS.

Keywords-query optimization; hash join; cardinality estimation;
cost function; plan generation.

I. INTRODUCTION

Developing a new DBMS like DuckDB [1] from scratch
is a challenging task. To achieve a short time to market,
compromises in different modules of the system are required.
Two modules that are tedious to implement and test in the
context of query optimization are cardinality estimation (CE)
and cost functions (CF).

We observed recent attempts in the literature to simplify
query optimization [2][3]. However, these approaches are often
monolithic in the sense that they touch many of the different
‘moving parts’ involved in query optimization, without proper
modularization. Those modules are
• the join ordering algorithm that decides the logical join

order,
• the build-plan procedure (BP) used for selecting the most

suitable physical (join) operator,
• the cardinality estimator (CE) that provides a cardinality

estimate for any subset of relations considered by the plan
generator,

• the cost function (CF) to compare the cost of two plan
alternatives.

If implemented correctly, the modules are independent of each
other and can be exchanged without changing the rest of the
system, allowing for an extensive evaluation of the different
combinations.

In this paper, we pose the questions: How simple can
cardinality estimation, cost function, and build plan procedure
become while still yielding query evaluation plans (QEPs) with
an acceptable quality? Can we get acceptable plans even if BP
does not use any cost function at all?

In order to answer these questions, we propose two very
simple cardinality estimators: CEbase and CEsel. Further, we
propose a new build-plan method for query optimization
(BPsmart) that does not require any cost function and instead
relies only on cardinality estimates for its decisions. This is
in stark contrast to the traditional build-plan procedure BPtrad:
Given two (sub-) plans to be joined, it decides on the argument
order (e.g., build vs. probe side for hash joins) as well as on the
actual join implementation to be used in a purely cost-based
manner.

In order to evaluate and compare the performance of the
newly proposed cardinality estimators and build-plan method,
we implemented the Plan Generator Benchmarking Framework
PgBench. It allows to orthogonally test the performance of
combinations of join ordering algorithms, cardinality estimation
methods, cost functions, and build-plan procedures. In this
paper’s evaluation, we report on the performance of the join or-
dering algorithms DPccp [4], GooCost [5], and GooCard [6][7].
As cardinality estimation methods, we use our new cardinality
estimators CEbase and CEsel as well as the existing CEIA-M,
which relies on the independence assumption, and CEtru, which
provides the true cardinalities. As cost functions, we use CFtru
and CFest for the true and estimated execution costs. The
build-plan procedures used are BPtrad and the newly designed
BPsmart. As the set of queries, we use the Join Order Benchmark
(JOB) [8].

Since the implementations of BPsmart and CEbase or CEsel
require only little effort while being quite competitive, as seen
in the evaluation, this will help to achieve a short time to
market for a new DBMS.

The rest of the paper is organized as follows. Section II
presents basic notions like plan class, ccp, uniqueness, and
loss factor of a plan. Section III gives the details on the
new cardinality estimation methods CEbase and CEsel as
well as for CEIA-M. Section IV introduces the different join
implementations as well as the derivation of the cost functions
CFtru and CFest for them. Sections V and VI introduce the
two build-plan procedures BPtrad and BPsmart. Section VII
contains the evaluation. An overview of related work is given
in Section VIII. Section IX concludes the paper.

II. PRELIMINARIES

For a given conjunctive query, we denote by R :=
{R1, . . . , Rn} the set of relations in its from-clause. The set of
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attributes of Ri is denoted by A(Ri). The single-table selection
predicates for Ri are denoted by pi. Equijoin predicates for
a join between Ri and Rj are denoted by pi,j . The attributes
accessed by a selection or join predicate p are denoted by
F(p). The query graph (QG) has the relations in R as nodes
and an edge connecting Ri and Rj for every join predicate
pi,j . A plan class S ⊆ R is a subset of relations inducing a
connected subgraph of the query graph. In this case, we write
pc(S). The set of attributes of a plan class pc(S) is defined
as A(S) :=

⋃
Ri∈S A(Ri). Two subsets S1, S2 ⊆ R form a

ccp if pc(S1), pc(S2), S1 ∩ S2 = ∅, and there is at least one
join predicate pi,j such that Ri ∈ S1 and Rj ∈ S2 [4]. In this
case, we write ccp(S1, S2). The abbreviation ccp stands for a
csg-cmp-pair, which refers to a pair of connected subgraphs
(csg) of the query graph that are complements (cmp) to each
other. The notion of a ccp was first introduced by Moerkotte
and Neumann [4]. To find the optimal join order using dynamic
programming, all such pairs must be enumerated.

For both our new build-plan procedure and our new cardinal-
ity estimators, we need to determine whether the join predicate
connecting the two sets of a ccp(S1, S2) implies uniqueness
on S1 and/or S2.

The join predicate P (S1, S2) for ccp(S1, S2) is the con-
junction of all pi,j such that Ri ∈ S1 and Rj ∈ S2.
The set of join attributes of Si (i = 1, 2) is then defined
as J(Si, (S1, S2)) := F(P (S1, S2)) ∩ A(Si). We say that
ccp(S1, S2) determines Si uniquely if J(Si, (S1, S2)) is a
(super-) key of Si. If K(Si) denotes the set of keys of Si,
we can express this as

U(Si, (S1, S2)) := ∃κ ∈ K(Si) : κ ⊆ J(Si, (S1, S2)).

In order to derive this uniqueness, we need to determine the
keys for plan classes S. We start by assuming that for every
relation Ri the set of primary and secondary keys is given as
K({Ri}). For a ccp(S1, S2), we can determine the set of keys
K(S1 ∪ S2) as follows. If there exists a key κ ∈ K(Si) such
that κ ⊆ J(Si, (S1, S2)), then K(S3−i) ⊆ K(S1 ∪ S2). Note
that S3−i refers to S2 for i = 1 and vice versa. If this is true
for neither S1 nor S2, then K(S1 ∪ S2) contains κ1 ∪ κ2 for
all κ1 ∈ K(S1) and for all κ2 ∈ K(S2).

To measure the error between a true value and an estimate,
we use the q-error [9]. Let x > 0 be some true value and
x̂ > 0 be its estimate, then qerr(x, x̂) := max

(
x
x̂ ,

x̂
x

)
.

Finally, we define the loss factor of a plan. Given a plan
class S and a plan P for S, we define the loss factor of P as
the true cost of P divided by the true cost of the overall best
plan for S. This is a value greater or equal to 1.

III. CARDINALITY ESTIMATION

In this section, we present two new cardinality estimators
(CEbase and CEsel) which only differ in their treatment of single-
table selection predicates. CEbase ignores them, whereas CEsel
takes them into account. We start by defining both estimators
for plan classes containing a single relation Ri ∈ R:

CEX({Ri}) :=

{
|Ri| if X = ‘base’
|σpi

(Ri)| if X = ‘sel’
(1)

Then, for general plan classes, we define

CEX(S) := min
ccp(S1,S2): S=S1∪S2

CEX(S, (S1, S2)) (2)

where, with U(Si) abbreviating U(Si, (S1, S2)),

CEX(S, (S1, S2))

:=


min(CEX(S1),CEX(S2)) if U(S1) ∧ U(S2)

CEX(S1) if ¬U(S1) ∧ U(S2)

CEX(S2) if U(S1) ∧ ¬U(S2)

CEX(S1) · CEX(S2) if ¬U(S1) ∧ ¬U(S2)

The idea is to use the smaller cardinality if both arguments are
unique, the cardinality of the cross product if neither argument
is unique, and the cardinality of the non-unique side if one
of the argument relations is unique but not the other. Clearly,
both cardinality estimators may produce overestimates and
never produce underestimates, given true inputs. Note that
for an implementation of CEsel, an estimation procedure for
|σpi

(Ri)| is required. We propose to use sampling, as it is easy
to implement and universally applicable [10]–[12].

For comparison in our evaluation, we also use the cardinality
estimator CEIA-M, which applies the independence assumption
using the multiplicative rule [13]:

CEIA-M(S) :=
∏

Ri∈S

|σpi
(Ri)| ·

∏
pi,j : Ri,Rj∈S

sel(pi,j) (3)

where sel(pi,j) :=
|Ri⋊⋉pi,j

Rj |
|Ri|·|Rj | is the (true) selectivity of pi,j .

IV. COST FUNCTIONS

This section first introduces the two physical hash join
operators and their variants before outlining how their cost
functions are derived from runtime experiments.

A. The Join Implementations

We consider two physical main-memory hash join operators:
the chaining hash join (CH-join) and the 3D hash join (3D-
join) [14]. Their main difference is the hash table data structure
which is built and probed during the join. The CH-join uses a
hash table that resolves collisions by collecting all colliding
keys into one linked list for each hash table bucket. The 3D-
join uses a 3D hash table that groups duplicate keys together
in a hierarchical collision chain organization with main and
sub nodes. Further, for both physical operators, we consider
two variants for the physical design of collision chain nodes,
and three prefetching variants.

For the collision chain node design, there is an unpacked
(upk) and a packed (pkd) variant. The unpacked variant is the
original implementation [14], where each (main, sub) collision
chain node stores one tuple pointer. The idea behind the packed
variant is to improve the cache line utilization of a single
collision chain node. Here, each collision chain node of the
CH-join can store three tuple pointers. For the 3D-join, each
main node stores five tuple pointers with equal join attribute
values, and each sub node stores three tuple pointers.
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Prefetching is a known technique to hide memory latencies
of cache misses [15][16]. We therefore augment the non-
prefetching implementations (NoPF) of the physical join opera-
tors by two prefetching approaches: rolling prefetching (RoPF)
and asynchronous memory access chaining (AMAC) [16].
AMAC maintains a small ring buffer that keeps track of the
processing state of tuples during the build or probe phase
of a hash join, where the number of states depends on the
join phase and physical hash table implementation. Before
the next processing step of buffer element i, e.g., accessing
a hash table bucket or inserting into a hash table collision
chain node, a prefetch is issued for the necessary memory
address, and processing continues with the next buffer element.
Only after all other ring buffer elements have been examined,
processing continues for buffer element i, giving the prefetch
issued by i time to be completed. In AMAC, both hash
table directory entries and hash table collision chain nodes
are prefetched. There is obviously a tradeoff between the
time saved due to hidden latencies, and the time lost due
to branch misprediction penalties for handling the different
AMAC states. As a compromise between NoPF and AMAC, we
also implemented RoPF, which only prefetches the hash table
directory entries, but not the collision chain nodes, simplifying
the prefetching logic.

In summary, for each join in the plan, we can choose between
any of the following 36 physical operators and implementations:

{CH-join, 3D-join} × {upk, pkd} × {NoPF,RoPF,AMAC}2

Note that the prefetching variants can be applied independently
to the build and probe phase of a single hash join (hence the
squared term), while both phases must agree on the physical
node design.

B. Derivation of Cost Functions

The cost functions in this paper are constructed from
measurements of runtime experiments. We therefore first briefly
outline the experimental setup to obtain the measurements
before describing the process of constructing cost functions
from them.

1) Runtime Experiments: We measure the runtime of a
single key/foreign key join between a key relation R and
a foreign key relation S separately for the build and probe
phase. The cardinalities for R and S are varied between 20

and 230 in half-steps of powers of two, i.e., {t · 2i | i ∈
[0, 30], t ∈ {1, 1.5}}. For validation purposes, we additionally
measured runtimes for t ∈ {1.3, 1.7} that were not used for
cost function generation. To generate the foreign keys for S,
we draw |S| random samples according to a (1) uniform and
(2) standard Zipf distribution from a domain [0, |S|/2d − 1]
with d ∈ [0, 10] for build, and d ∈ [0, 6] for probe. This
results in a total of 43 489 input parameter combinations
(without validation). For each of these combinations, we eval-
uate |{CH, 3D} × {upk, pkd} × {NoPF,RoPF,AMAC}| = 12
build and the same number of probe runs. The runtimes are
recorded in terms of timestamp counter clock ticks, a proxy
for the wall-clock time [17, Chap. 18.17].
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(b) non-unique build.

Figure 1. Measured runtimes and approximated functional cost functions for
the build phase of CH-upk-NoPF.

2) Cost Function Generation: To turn the discrete data
points from our runtime experiments into continuous cost
functions usable by the query optimizer, we apply existing
methods [9][18] to find an approximation function from a set
of functions (e.g., constants, linear functions, or polynomials of
a certain degree) that minimizes the maximum q-error between
the true measured value and the values given by the function.

For each of the physical operator implementation variants
from Section IV-A, we create separate cost functions for each
case from {build, probe} × {unique, non-unique}, i.e., for the
two join phases and depending on the uniqueness of the build
side. Each of the cost functions uses a subset of the following
input parameters: the join’s input build, probe and output
cardinality (cbld, cprb, cres), and the number of distinct values
of the foreign key attribute (nodv ).

Further, we construct cost functions in two levels of precision:
a more precise, but also more complex tabulated cost function,
and a less precise, but less complex functional cost function.

a) Functional Cost Functions: The functional cost func-
tions capture all measurements of a single case (build/probe,
uniqueness) in a single mathematical function. All cost func-
tions are linear. For the build phase, the cost functions are
1-dimensional with cbld as input, while they are 3-dimensional
for the probe phase and use all three join cardinalities, cbld,
cprb, and cres. Figure 1 shows the measured runtimes from
our experiments for the CH-join (unpacked, no prefetching)
alongside the respective cost functions generated by approx-
imation. Observe that the cost functions produce both over-
and underestimates.
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b) Tabulated Cost Functions: The tabulated cost functions
use one- or two-dimensional lookup tables (hence the name)
to map a subset of the measurements to an n-dimensional
approximation function for that subset. To compute cost values
for input parameter values between lookup table entries, we
apply (bi-) linear interpolation. If the requested values are
above the maximum values in the table, linear extrapolation is
applied.

First, consider the build phase. For unique builds, each
lookup table entry simply maps cbld to the respective experi-
mental runtime (a constant). For non-unique builds, each cbld
is associated with either a constant or a linear function that
takes nodv as its only input.

All lookup tables for the probe phase are two-dimensional
in cbld and cprb. In the case of unique build sides, each lookup
table entry contains a constant or a linear function that takes
nodv as its only input. For non-unique builds, each (cbld, cprb)-
pair is associated with either a constant or a two-dimensional
linear function in nodv and cres.

We use the more precise tabulated cost functions as CFtru
and the simpler but less precise functional cost functions as
CFest. Note that both CFtru and CFest exhibit errors with regard
to the true execution cost of the respective join, even though the
name CFtru might suggest otherwise. We merely assume CFtru
to be the true execution cost in order to have a notion of ‘true
optimality’. This distinction, however, is of minor importance
towards the evaluation in Section VII, as the maximum q-error
of CFtru is well below 2 across all runtime measurements.

V. TRADITIONAL BUILD PLAN

The task of finding a join tree for a given query graph can be
split into two distinct problems: the join ordering that decides
which relations and subtrees to join next, and the operator
selection that chooses the most suitable physical operator and
argument order to join two subtrees. The former problem
is tackled by optimal join order ordering algorithms like
DPccp [4], or heuristics, like GooCard [6][7] and GooCost [5].

Algorithm 1 DPccp [4].
1: function DPCCP
2: Input: a connected QG w/ relations R = {R1, . . . , Rn}
3: Output: an optimal bushy join tree
4: for all Ri ∈ R do BestPlan({Ri})← Ri

5: for all ccp(S1, S2), S ← S1 ∪ S2 do
6: T1 ← BestPlan(S1), T2 ← BestPlan(S2)
7: Tcurr ← BUILDPLAN(T1, T2)
8: if COST(BestPlan(S)) > COST(Tcurr) then
9: BestPlan(S)← Tcurr

10: return BestPlan(R)

For illustration, we show DPccp in Algorithm 1: it iterates
over each ccp and stores the (cost-wise) optimal join tree for
each plan class in a data structure. The operator selection
problem is decided by a build-plan subroutine (called in
Line 7), like BPtrad, shown in Algorithm 2, or BPsmart (see

Algorithm 2 BPtrad [19, p. 62].
1: function BUILDPLANTRAD(T1, T2)
2: Input: two join trees T1, T2

3: Output: the best join tree for joining T1 and T2

4: BestTree ← null, COST(BestTree)←∞
5: for each impl ∈ Implementations do
6: T ← T1 ⋊⋉impl T2

7: if COST(BestTree) > COST(T ) then
8: BestTree ← T
9: T ← T2 ⋊⋉impl T1

10: if COST(BestTree) > COST(T ) then
11: BestTree ← T
12: return BestTree

TABLE I. MAXIMUM LOSS FACTORS OF TWO PLANS FOR DIFFERENT INPUT
CARDINALITY SITUATIONS.

CH-upk- 3D-upk-
(RoPF, RoPF)-bun (RoPF, AMAC)-bnu

2|R| < |S| 1.79 7.71
2|R| = |S| 1.54 2.63
|R| = |S| 1.40 2.84
|R| = 2|S| 1.43 2.55
|R| > 2|S| 4.45 2.01

Section VI). Build-plan decides which physical join operators
(Implementations in Algorithm 2, Line 5) are considered, and
which argument order is better, T1 ⋊⋉ T2 or T2 ⋊⋉ T1. In case
of BPtrad, this requires a total of 72 cost function evaluations
for both join argument orders and 36 physical operator variants
(see Section IV-A).

Both join ordering and build-plan apply cost functions to
decide on the best alternative. Note that both could use different
cost functions independently of each other: Build-plan could use
cost functions based on join runtime (Section IV-B), whereas
DPccp could pick the partial plan based on CFcout (minimizing
the sum of the cardinalities of the intermediate results) [20].
This flexibility is exploited for BPsmart in our evaluation.

VI. SMART BUILD PLAN

It is the main goal of the build-plan procedure BPsmart to
make all required decisions based only on the cardinalities of
the input relations to the join, i.e., without any reference to a
cost function. At the same time, it should try to minimize the
loss factor of the produced (partial) plan.

One common heuristics is to always build on the smaller
input relation. However, we will see that we need to slightly
relax this rule when determining the order of the join’s
arguments.

Having chosen the build relation, we need to decide which
join implementation and variant to apply. Based on runtime
experiments [14], we come up with the following rule: If the
join attributes of the build side cover a key of the build side
(i.e., unique builds, bun for short), the CH-join is the clear
favorite. Otherwise, for non-unique builds (bnu for short), the
3D-join is used. Since the experiments indicate that the packed
versions of the algorithms only provide limited improvements
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in rare cases (many duplicates, uniform distribution), BPsmart
uses only the unpacked versions.

For the CH-join with unique build sides, rolling prefetching
is superior to AMAC in most cases. Further, it provides only
little overhead for small builds compared to no prefetching.
This applies to both the build and the probe phase. For the
3D-join with non-unique build-sides, we found that rolling
prefetching is the best compromise for build and AMAC the
best compromise for probe.

Let us come back to the problem of deciding which relation
to use for the build. If we have a key relation R and a foreign
key relation S, we can use the CH-join with build on R
and the 3D-join with build on S. For a key/foreign key join,
Table I contains the maximum loss factor of these two plans
for different cardinality situations of the input relations. The
header line shows the two physical plans used. For instance, 3D-
upk-(RoPF, AMAC)-bnu refers to the 3D-join in the unpacked
variant with a non-unique build side using rolling prefetching
for build and AMAC for probe. The table indicates that we
should use the CH-join if the cardinality of the key relation
does not exceed twice the cardinality of the foreign key relation.
If both or none of the input relations are unique, BPsmart uses
the smaller one as the build relation.

The details of BPsmart are given in Algorithm 3. By con-
vention, the right-hand side of the join symbol is the build
side. The function relset returns the set of relations joined in
a (partial) plan. Further, we abbreviate CH-upk-(RoPF, RoPF)
by ch and 3D-upk-(RoPF, AMAC) by 3d . We always use a
CH-join if the build is unique, otherwise we use the 3D-join.
If neither or both of the input relations are unique, then the
build is on the smaller input. In Line 16, we make sure that T1

is unique and T2 is non-unique by a conditional swap. Then,
we proceed as deduced in the above analysis.

VII. EVALUATION

As our evaluation dataset and workload, we use the Join
Order Benchmark (JOB) [8][21]. It consists of 33 query
templates on the Internet Movie Database (IMDb) schema
and dataset, which are instantiated as 113 queries, each with
four to 17 relations. Queries from the same template only differ
in their conjunctively connected single-table filter predicates.
JOB’s challenging analytical select-project-join queries justify
its frequent use in the literature to evaluate the quality of plan
generators [2][3][22]–[24].

In order to answer the question from the introduction whether
the generation of acceptable plans is possible without a runtime-
related cost function, we consider two cases in particular. Recall
that our BPsmart makes all decisions without any notion of cost.
We consider the combination of BPsmart with DPccp and CFcout,
and with GooCard, entirely eliminating runtime-related cost
functions from the process of plan generation. We compare this
to the usual approach where both join ordering and build-plan
rely on runtime-related cost functions like CFtru and CFest.

Before going into a more detailed analysis, let us illustrate
the general impact of join ordering on the given workload: If
we modify plan generation such that it produces the overall

Algorithm 3 BPsmart.
1: function BUILDPLANSMART(T1, T2)
2: Input: two join trees T1, T2

3: Output: a join tree for joining T1 and T2

4: if U(relset(T1)) ∧ U(relset(T2)) then
5: if card(T1) ≤ card(T2) then
6: ResultTree ← T2 ⋊⋉ch T1

7: else
8: ResultTree ← T1 ⋊⋉ch T2

9: return ResultTree
10: if ¬U(relset(T1)) ∧ ¬U(relset(T2)) then
11: if card(T1) ≤ card(T2) then
12: ResultTree ← T2 ⋊⋉3d T1

13: else
14: ResultTree ← T1 ⋊⋉3d T2

15: return ResultTree
16: if U(relset(T2)) then swap(T1, T2)
17: if card(T1) ≤ 2 · card(T2) then
18: ResultTree ← T2 ⋊⋉ch T1

19: else
20: ResultTree ← T1 ⋊⋉3d T2

21: return ResultTree

TABLE II. LOSS FACTORS FOR DPCCP, GOOCARD, AND GOOCOST.

DPccp
BP CF CEtru CEIA-M CEbase CEsel
trad tru 1.00 10.51 16.47 7.39

1.00 1.39 2.32 1.98
est 3.99 3.02 6.90 6.18

1.82 1.51 2.67 2.57
smart tru 2.52 17.88 6.84 6.09

1.43 1.75 2.45 2.38
est 2.10 20.98 6.94 6.09

1.38 1.65 2.41 2.30
smart cout 2.10 18.11 6.10 6.10

1.41 2.07 2.57 2.31
GooCost

BP CF CEtru CEIA-M CEbase CEsel
trad tru 2.18 2.51 7.39 8.80

1.11 1.32 2.10 2.19
est 4.54 3.66 8.92 8.20

1.97 1.72 2.57 2.52
smart tru 2.86 2.32 6.90 12.23

1.57 1.57 2.17 2.39
est 2.66 2.66 6.90 5.74

1.45 1.49 2.14 2.17
GooCard

BP CF CEtru CEIA-M CEbase CEsel
trad tru 1.43 13.52 7.39 13.65

1.06 1.51 2.16 2.35
est 3.15 6.52 8.92 8.30

1.73 1.78 2.59 2.61
smart — 2.10 15.53 6.90 6.71

1.42 1.94 2.27 2.32

62Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-244-9

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

DBKDA 2025 : The Seventeenth International Conference on Advances in Databases, Knowledge, and Data Applications

                            71 / 88



worst possible join order (using DPccp with cost maximization),
the maximum (average) loss factor across all JOB queries is
35 785 (1168). As we will see, all subsequent loss factors are
orders of magnitude away from this worst case.

Table II contains the plan loss factors for DPccp, GooCost,
and GooCard. The first two columns indicate which combina-
tion of build-plan (BP) and cost function (CF) was applied.
Typically, BPtrad uses the same cost function as the join ordering
algorithm. In contrast, BPsmart does not require a cost function,
so CF refers only to the join ordering algorithm for these cases.
For every BP-CF-combination, there exist two lines. The first
(second) line contains the maximum (average) loss factor taken
over all JOB queries. The four numbers in each row correspond
to the cardinality estimator used, as shown in the header line.

To start our discussion, we consider the first two lines of
Table II. Here, we evaluate the loss factor of DPccp under
BPtrad and CFtru for different cardinality estimators. We see
that the maximum loss factor under CEtru is 1, which is the
smallest possible value. The maximum (average) loss factors
for the different cardinality estimators are 10.51 (1.39) for
CEIA-M, 16.47 (2.32) for CEbase, and 7.39 (1.98) for CEsel.
Thus, CEbase is the worst for the maximum loss factor and
CEsel the best. For the average, CEIA-M is the best. However,
we still use CFtru here, thus no cost function errors occur.

The next two lines are for BPtrad and CFest. Here, the more
realistic case of an erroneous cost function is evaluated. We
see that even for the true cardinalities CEtru, the maximum loss
factor is 3.99 and the average is 1.82. Interestingly, the errors
of CEIA-M and CFest seem to compensate each other in the
worst case, since the maximum loss factor decreases to 3.02,
whereas the average increases to 1.51. For our new cardinality
estimators, we have maximum loss factors of 6.90 (CEbase)
and 6.18 (CEsel), and average loss factors of 2.67 (CEbase) and
2.57 (CEsel). Thus, they perform worse than CEIA-M if BPtrad
and CFest are in use.

This picture changes if we consider our newly introduced
build-plan procedure BPsmart, where DPccp uses CFest. Here,
the maximum loss factor of CEIA-M (20.98) is far worse than
that of CEbase (6.94) and CEsel (6.09). On average, however,
CEIA-M performs slightly better than these.

One of the goals of this paper is to provide a possibility to
generate plans without the need for any runtime-related cost
functions as, e.g., constructed in Section IV. For that purpose,
we evaluated DPccp using CFcout [20], which sums up the
intermediate result sizes of joins as provided by the cardinality
estimator in place. Further, BPsmart makes all decisions based
only on cardinalities and uniqueness properties. Thus, we next
report on the performance of DPccp without any reference to a
runtime-related cost function. The last two lines of the DPccp-
block contain the loss factors for this scenario. We see that if
true cardinalities are used, the maximum loss factor is only
2.10 with an average of 1.41. If CEIA-M is used, the maximum
loss factor increases to 18.11, which is much higher than the
worst case for CEbase and CEsel. On average, CEIA-M performs
slightly better than CEbase and CEsel. Further, under these
conditions, both CEbase and CEsel perform slightly better than

under BPtrad and CFest. Comparing CEbase and CEsel, we see
that the maximum loss factor is the same, but CEsel performs
slightly better than CEbase on average. This indicates that in a
first version of a new DBMS, one could use CEbase. In some
later version, CEsel could be implemented. Remember that CEsel
requires the estimation of single-table selection predicates, for
which, e.g., sampling needs to be implemented.

Let us now turn to the heuristics GooCost and GooCard.
Under optimal conditions (BPtrad, CFtru, CEtru), the maximum
(average) loss factors of GooCost is 2.18 (1.11) and for
GooCard 1.43 (1.06). Thus, we can conclude that under optimal
conditions, GooCard outperforms GooCost. For heuristics, both
perform quite well. Using the estimated costs CFest in BPtrad
instead, these numbers increase to 3.15 (1.73) for GooCard
with CEtru. For BPsmart, the loss drops to 2.10 (1.32). It might
not be intuitive why GooCard produces different loss factors
for CFtru and CFest, although it only uses cardinalities and not
costs for its join ordering decisions. In this particular case, the
cost function is used by BPtrad. This also explains why there
is no cost function shown for GooCard and BPsmart, as neither
needs a notion of cost.

Turning to erroneous cardinality estimators for GooCard
using BPsmart, we see that CEIA-M performs worse (15.53/1.94)
than both CEbase (6.90/2.27) and CEsel (6.71/2.32). No runtime-
related cost function is needed here, similar to DPccp with
BPsmart (last two lines of the DPccp-block). Comparing these,
we see that going from DPccp to GooCard only slightly
increases the maximum loss factor, while the average loss
factor decreases for CEbase and remains about the same for
CEsel. CEbase has a slightly higher worst case than CEsel.

Most DBMSs provide at least two different join ordering
algorithms: one like DPccp for queries with moderate numbers
of relations (say at most 15–20), and one heuristics for larger
queries. The above numbers suggest that we can obviate DPccp
and only implement GooCard in a first version of a newly
developed DBMS without compromising performance too
much, if we use CEbase or CEsel. If we compare this scenario to
the one where we implemented the cardinality estimator CEIA-M
and some cost function CFest, as well as the join ordering
algorithm DPccp with the build-plan procedure BPtrad, we see
that the combination of GooCard and BPsmart loses only a factor
of about 2 in the worst case (going from 3.02 to 6.90/6.71 for
CEbase/CEsel) and a factor of 1.70 = 2.57/1.51 for CEbase and
1.50 = 2.31/1.51 for CEsel on the average case.

VIII. RELATED WORK

Simplification of query optimizers is not a new idea. For
example, Datta et al. propose the algorithm Simpli-Squared for
join ordering without cardinality and cost estimation [2]. The
basic idea is to first execute key/foreign key joins and then
n:m-joins. Since no notion of cost/cardinality is available to
Simpli-Squared, the ordering of relations for a star-query is
random, depending on the order in which key/foreign key joins
are enumerated (e.g., depending on the order of the relations
in the from-clause).
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Another example for query optimizer simplification is
proposed by Hertzschuch et al. [3][25]. However, their approach
highly intertwines the proposed cardinality estimation proce-
dure with a newly proposed join ordering heuristics. Further,
besides some cardinality estimates for filtered base relations,
it also requires knowledge about the maximum multiplicity of
the distinct values in the join attributes. Thus, it is much more
complex than our cardinality estimators which are, in contrast,
also independent of the join enumeration algorithm.

Notably, neither approach uses proper cost functions and
leaves significant parts of the plan generation to PostgreSQL,
relying on PostgreSQL’s simple cost model whose errors remain
unknown.

IX. CONCLUSION AND FUTURE WORK

Since implementing and testing cost functions can be quite
tedious, we showed that we can implement a competitive plan
generator that does not rely on any cost function. Instead, the
new build-plan procedure BPsmart makes all decisions based
only on cardinality estimates. Further, we demonstrated that
a very simple cardinality estimator CEbase, which does not
even require cardinality estimation for single-table selection
predicates, is quite competitive. Our evaluation shows that if
the effort is undertaken to implement cardinality estimation for
this case, e.g., based on sampling, then the average loss factor
decreases when using CEsel. Last but not least, we showed
that implementing only GooCard and no other join ordering
algorithm with optimality guarantees like DPccp results in only
a limited loss of plan quality. Taking these findings together
allows for an easy to implement query optimizer enabling a
short time to market for a new DBMS.

For future work, we intend to perform an in-depth analysis
on the granularity of individual queries and plans to extend
our evaluation of plan quality.
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Abstract— Rapid and accurate decision-making is essential for 

identifying and treating life-threatening conditions in 

emergency medicine. This paper presents an enhancement to an 

existing Knowledge Graph-based clinical decision-making 

framework by integrating an emergency strategy layer to 

prioritize critical diagnoses. By categorizing diseases as life-

threatening or non-life-threatening, our approach emphasizes 

the immediate exclusion of high-risk conditions. The 

enhancement is manifested on two primary levels: (a) we 

augmented the KG by incorporating conditional edges that are 

dynamically activated based on patient-specific indicators, such 

as age, gender, and pre-existing conditions. These conditional 

edges allow the framework to adapt to individual patient 

profiles, supporting a more precise and personalized diagnostic 

process; and (b) we refined the framework’s algorithms to 

prioritize excluding life-threatening diseases. Future work will 

evaluate the framework with real-world clinical data and 

expand the KG’s logic to include continuous data, further 

enhancing inference accuracy. Our contribution provides a 

foundation for expanding clinical decision-making frameworks 

to address urgent clinical needs, potentially improving patient 

outcomes in critical medical scenarios. 

Keywords- knowledge graph; semantic reasoning; decision 

support systems; semantic technology. 

I. INTRODUCTION 

Healthcare 4.0 addresses key challenges related to the 
expansion, virtualization, and innovation of modern 
healthcare practices, such as home-based care, precision 
medicine, and personalized or remote drug therapies [1]. It 
represents the shift towards leveraging advanced technologies 
to overcome barriers in healthcare delivery. In particular, we 
focus on utilizing semantic technologies powered by large 
datasets and complex algorithms. 

Advancements in healthcare technology have increasingly 
leveraged Knowledge Graphs (KG) - a graph data model that 
has gained popularity for representing complex knowledge 
structures [2] - constructed from electronic medical records to 
enhance clinical decision support systems. Rotmensch et al. 
demonstrated the potential of such an approach by learning a 
health KG from electronic medical records, which improved 
the structuring of complex patient data and facilitated more 
accurate inferences in diagnostic processes [3].  

This aligns with our framework's utilization of a KG to 
support medical experts in making timely and informed 
decisions, especially in environments where time constraints 
impact diagnostic accuracy. In our ongoing research [4][5] in 
the medical domain, we investigate clinical decision-making 
processes that facilitate interactions between healthcare 
experts and patients. The goal is to assist medical experts in 
helping patients resolve health issues. These interactions 
typically consist of multiple iterations, where the expert asks 
questions, and the patient responds. With each iteration, the 
medical expert moves closer to making a decision concerning 
the patient’s condition, which usually culminates in a medical 
diagnosis. However, time constraints often limit these 
interactions, which can impact the accuracy of diagnoses. 

To address the goal mentioned above, we developed a 
framework based on semantic technologies that support the 
decision-making process. Each iteration suggests a question 
relevant to the patient's symptoms. In the final iteration, the 
framework produces a ranked list of hypotheses consisting of 
disease-symptom pairs, ordered by the likelihood that the 
disease is the correct diagnosis. This framework is built on a 
KG, which effectively models interconnected data [6], with 
nodes representing symptoms and diseases and edges 
connecting symptoms to diseases when relevant. We have 
developed a set of interactive algorithms that utilize both the 
KG and the patient's initial input to suggest relevant questions 
during the interaction. 

The basic KG was enriched with semantic knowledge, 
extracted from symptom ontology, expanded the knowledge 
base, and added hierarchic layers. The framework was fully 
implemented in Python and evaluated via a set of tests [5]. 

While the existing framework provides a solid foundation 
for supporting decision-making among medical experts, its 
scalability allows for easy extension through KG’s capacity to 
grow in volume and knowledge layers; for instance, it can be 
enhanced by adding information to edges that can yield deeper 
insights and more accurate hypotheses. Based on this, our 
current research introduces an emergency strategy knowledge 
layer to enhance decision-making processes further. This 
layer simulates an emergency room environment, focusing on 
promptly identifying emergency conditions and appropriate 
treatment despite time-constrained communication between 
patients and medical experts. Interviews with two physicians 
revealed key insights: (1) physicians observe additional 
symptoms through physical examinations and abnormal vital 
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signs beyond those reported by patients; (2) personal patient 
information (e.g., age, gender, pre-existing conditions, 
medications) is crucial in diagnostics; (3) diseases are 
classified into life-threatening and non-life-threatening 
categories based on symptoms and patient data; and (4) the 
proposed strategy prioritizes the immediate exclusion of life-
threatening conditions. 

Following the above, the basic architecture of our 
framework has been enhanced to provide medical experts with 
a list of hypotheses related to life-threatening diseases. This 
enhancement includes augmenting the KG with conditional 
edges based on patient-specific indicators (such as age, 
gender, and pre-existing conditions) and refining the 
framework algorithms to prioritize excluding life-threatening 
diseases. The list of hypotheses is generated through an 
inference process that searches for symptoms to either rule out 
or confirm life-threatening conditions. By simulating an 
emergency room environment, this enhancement enables the 
framework to prioritize the rapid identification of critical 
conditions in time-sensitive settings. 

The paper is organized as follows: Section 2 discusses 
knowledge representation and reviews studies that utilize KGs 
for healthcare applications. Section 3 details our framework, 
and Section 4 describes the framework enhancements 
developed to support the emergency strategy. Finally, Section 
5 concludes with a summary of contributions and suggestions 
for future work. 

II. BACKGROUND 

In this section, we discuss how knowledge can be 
represented and provide an overview of researches that use 
KG in healthcare-related applications. 

A. Knowledge Representation 

Knowledge Representation (KR) serves several essential 

roles, such as enabling entities to predict the outcomes of 

actions, establishing frameworks for perceiving the world, 

providing foundations for intelligent reasoning, facilitating 

efficient computation, and acting as a medium for human 

expression [7]. Key methods of KR include KGs, ontologies, 

and semantic technologies. 

KGs, also known as semantic graphs, represent 

information by encoding relationships between entities into 

graph structures. They offer semantically structured data that 

supports innovative solutions in tasks like question 

answering, recommendation systems [8], and information 

retrieval [9]. KGs hold significant promises for developing 

more intelligent machines. 

Ontologies are explicit, machine-interpretable 

specifications of conceptualizations, defining entities within 

a domain, their attributes, and their interrelationships [10]. 

They establish a common vocabulary for humans and 

machines to share information, facilitating shared 

understanding, reuse of domain knowledge, and systematic 

analysis [11]. 

Semantic technologies aim to derive meaning from 

information by managing knowledge and integrating diverse 

data streams for inference. By representing both data and 

domain knowledge using graph models—since ontologies are 

often graph-based—graph algorithms can be employed to 

infer new insights. 

B. Literature Review 

Recent advancements in clinical decision support systems 

have increasingly leveraged KGs to enhance diagnostic 

accuracy and personalized care. For example, the 

construction and evaluation of causal KGs for diabetic 

nephropathy have demonstrated improved support in clinical 

decisions by modeling complex causal relationships within 

patient data [12]. Similarly, integrating KGs with large 

language models has been explored to enhance emergency 

decision-making, providing real-time support in critical care 

scenarios [13]. Furthermore, incorporating proteomics data 

into clinical decision-making through clinical KGs has 

shown promise in personalized medicine, allowing for more 

precise diagnostics and tailored therapies [14]. Additionally, 

enriching KGs from clinical narratives using natural 

language processing (NLP), Named Entity Recognition 

(NER), and biomedical ontologies has advanced healthcare 

applications by improving the extraction and structuring of 

valuable clinical information [15]. These studies underscore 

the significant potential of KGs in augmenting clinical 

decision support systems, particularly when combined with 

semantic technologies and patient-specific data. This aligns 

with our approach of integrating an emergency strategy layer 

into a KG-based framework to prioritize life-threatening 

conditions. 

Recent studies have applied machine learning to clinical 

decision support, relying on large datasets for diagnosis 

prediction. While effective, these methods often require 

extensive labeled data and lack interpretability. Our 

approach, based on semantic reasoning within a KG, enables 

transparent and adaptive decision-making, allowing experts 

to incorporate new insights in real-time without retraining, 

enhancing explainability in time-sensitive medical settings. 

III. THE FRAMEWORK  

This section summarizes the framework we developed in 

our previous study [4][5], detailing its key algorithms and 

how they interact.  

Recall that our objective is to support collaborative 

decision-making through an efficient exchange between a 

domain expert and an end-user, where both parties share 

questions and answers. In the medical context, the domain 

expert is a medical expert, and the end-user is a patient. The 

questions and answers revolve around symptoms and 

potential diagnoses. The framework facilitates this 

interaction by suggesting relevant questions for the medical 

expert to ask the patient (e.g., “Does the patient exhibit a 
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particular symptom?”), with the decision-making process 

advancing based on the patient’s responses. The framework 

output is a ranked list of hypotheses, where each hypothesis 

links a specific disease to a related symptom. As a result, the 

key terms in this framework are symptoms, diseases, and 

hypotheses. 

The framework utilizes a KG, a widely adopted approach 

for representing knowledge [5]. KGs have become 

increasingly popular due to their ability to represent 

interconnected data [16][17] naturally. In this context, the 

KG comprises nodes representing symptoms and 

diseases, with edges connecting a symptom to a disease 

when the symptom indicates that condition, named 

symptomOf within the KG. Building on the KG, we 

formulated an inference process comprised of a set of 

developed interactive algorithms that leverage both the KG 

and the patient’s initial input to generate relevant questions 

for the medical expert. 

The framework comprises two main stages: (1) an initial 

pre-processing phase upon framework initialization and 2) a 

subsequent processing phase triggered with each new patient 

interaction.  

A. Pre-Processing Phase 

In the pre-processing phase, a KG is constructed from raw 

data from Kaggle [18] using Neo4j Graph Database, Version 

5 [19]. The dataset consists of patient records, each 

corresponding to a single patient. These records include each 

patient's diagnosed disease and the symptoms they reported. 

In total, the dataset covers 41 distinct diseases and 130 unique 

symptoms. Some symptoms appear only once, indicating 

they are linked to a single disease, while others are associated 

with multiple diseases. 

The KG was enriched by semantic knowledge extracted 

from an ontology of symptoms (SYMP) [20] and their 

interrelationships. Key elements from this ontology, 

particularly its hierarchical structures, were incorporated into 

the KG as follows: the symptoms were defined in the KG as 

ontology symptoms, and the hierarchical relationships 

were defined as ISA edges. The enriched KG, with its 

expanded symptom representations and hierarchical 

organization, offers several advantages for the inference 

process. These enhancements include a wider range of 

recommended questions for the medical expert during each 

interaction with the patient and symptoms  that can be 

represented by the patient (referred to as evidence symptoms 

or ES) [21]. Figure 1, a Neo4j screenshot, demonstrates a 

subgraph of the enriched KG, particularly the creation of the 

cough symptom node, which is linked by a symptomOf 

edge to the GERD disease node. Additionally, it shows the 

node for its descendant (e.g., dry cough), connected to the 

parent node via an ISA edge. Note that the dry cough node 

has its descendant, the dry hacking cough node. 

Finally, we applied the Louvain hierarchical clustering 

algorithm [22] to the KG to identify clusters of diseases—

called communities—that share similar symptoms. We 

named this step as Algorithm 1 [3]. 

B. Processing Phase 

The processing phase begins whenever a new interaction 

between a medical expert and a patient starts, with the patient 

presenting evidence of symptoms (ES). During this 

interaction (named Algorithm 2 [3]), the framework executes 

inference algorithms that utilize the identified communities 

to determine which diseases are compatible with the patient's 

symptoms. Specifically, Algorithm 2 identifies the most 

probable diseases that align with the evidence symptoms. 

Next, Algorithm 3 [3] iteratively, as needed, suggests to the 

medical expert questions (i.e., symptoms) that point toward 

the community most likely to include the patient's disease. 

Finally, the processing phase concludes with Algorithm 4 [3], 

which infers and outputs a ranked list of hypotheses—

ordered pairs of a disease and an indicative symptom—that 

the patient might have. 

The entire framework was implemented in Python, and we 

conducted a series of tests to evaluate its output and 

effectiveness [4]. 

Figure 1. An example of integrating a hierarchical tree of 

symptoms into the KG. Disease nodes are represented in gray, 

symptom nodes in yellow, and ontology nodes in red. 

IV. EXTENDING THE FRAMEWORK: INTEGRATING AN 

EMERGENCY STRATEGY 

Within this section, we describe the framework 

enhancement we developed to support an emergency strategy 

along with its formal representation and its set of algorithms. 

In addition, we provide two simple examples that 

demonstrate how the enhanced framework can be utilized in 

emergency mode. 
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A. Motivation 

The existing framework supports decision-making 

processes and is easily extendable through a scalable KG) 

that can incorporate additional insights. Our current research 

adds an emergency strategy knowledge layer to the KG, 

simulating an emergency room setting to prioritize 

identifying and treating life-threatening conditions under 

time constraints. 

To develop this emergency strategy, we interviewed two 

physicians and gathered the following key insights: 

1. In addition to the symptoms reported by the patient, 

there are other symptoms observed by the physician, 

which result from physical examination and abnormal 

vital signs (e.g., blood pressure outside the normal 

range). 

2. Personal information about the patient (in particular, 

age, gender, pre-existing conditions, and 

medications) plays a crucial role in the diagnostic 

process. 

3. given the symptoms and the above data, the possible 

diseases are classified into two categories: life-

threatening and non-life-threatening. 

4. The proposed strategy: first, rule out immediate life-

threatening conditions. 

In the following subsections, we describe the strategy and 

how we formulated it into a representation and a set of 

algorithms integrated into our framework. 

B. Emergency Strategy Overview 

To incorporate the aforementioned insights, we undertook 

two main actions: (a) enhancing the KG and (b) enhancing 

the processing phase to support the emergency strategy. 

1) KG Enhancement 

KG enhancement involves two steps, both conducted 

during the pre-processing phase:  

A. Risk Attribute for Diseases: For all diseases in the 

graph, we add a Boolean attribute called risk?, which 

indicates whether a disease needs to be ruled out 

promptly or not. 

B. Incorporating three indicators: age, gender, and pre-

existing conditions into the KG. To incorporate the 

influence of these indicators on the presence of a life-

threatening disease, we define a new type of 

SymptomOf edges: conditional edges. These edges 

are associated with an attribute formulated as a logical 

rule. The rule can involve one to three indicators 

connected with AND/OR operators. 

For instance, to signal a life-threatening condition 

given a symptom s1 indicating disease d1, if the 

patient is over 60 years old and male, the rule would 

be formulated as (age > 60 AND gender = M), and it 

assigns the conditional SymptomOf edge from s1 to 

d1. 

The second step (B) involves categorizing the 

SymptomOf edges in the KG into unconditional and 

conditional edges. Unconditional edges represent permanent 

relationships between symptoms and diseases that are 

universally applicable. In contrast, conditional edges are 

associated with logical rules involving patient-specific 

indicators. These conditional edges are incorporated into the 

patient's graph at runtime (processing phase) only when their 

associated logical rules are evaluated to be true. This 

mechanism allows the graph to adjust to individual patient 

profiles dynamically, enabling more precise and personalized 

inference during the diagnostic process. Figure 2 presents an 

example of a KG that was enhanced according to the 

described steps: It includes two diseases (d2, d5) that are 

characterized as high-risk, and conditional edges (e.g., the 

edge from s5 to d3, marked with “age<2”).  

2) Processing Phase Enhancement 

Enhancing the processing phase builds upon the original 

process by introducing new algorithms that support the 

emergency strategy. The evidence input process has 

expanded to include, beyond the symptoms reported by the 

patient, vital signs (such as blood pressure), and additional 

symptoms discovered by the medical expert during the 

patient's examination (e.g., a rigid abdomen). Despite the 

broader range of evidence entering the framework, all inputs 

are still characterized as evidence symptoms. Additionally, 

the patient's data, specifically the three noted indicators (age, 

pre-existing conditions, gender), are inputted. At this point, a 

new algorithm is introduced, which performs logical 

inference on the dependent edges. If the logical rule evaluates 

to true for each such edge, the associated edge is added to the 

patient's graph. 

With the patient's graph now prepared for further analysis, 

identifying possible diseases and inferring potential 

communities proceeds with a slight modification to 

Algorithm 2: it now sorts the possible diseases as follows: a 

primary sorting of diseases with the attributed risk? = true, 

followed by a secondary sorting of all other diseases. 

Subsequently, the communities are ranked based on their 

disease scores. The disease score is decided, as before, by the 

degree of supporting evidence, that is, the number of 

evidence symptoms pointing to the disease, including the 

conditional edges becoming true (e.g., if three evidence 

symptoms indicate a disease, its score is 3). 

Algorithms 3 and 4 are executed as described in [4][5]. 

Thus, for each community, we search for a symptom that can 

either rule out or confirm a life-threatening disease and the 

inference process concludes with a ranked list of hypotheses 

that the patient might have. Naturally, if the inference process 

identifies any life-threatening diseases, they will be 

prioritized first. 
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C. Formalizing the Emergency Strategy 

In this section, we provide a formal description of how the 

strategy aligns with the KG, which includes the refined KG 

process and is supported by the algorithms. 

1) KG and Pre-processing Formalizing 

Refining the KG includes two main steps, as explained 

earlier. Both steps are implemented in the framework's pre-

processing phase, as they do not involve the patient and 

remain consistent across patients. 

A. Identify the diseases with high risk and add a 

Boolean attribute that recognizes them in the graph:  

a. Let D be the set of nodes representing the 

diseases in the KG. For every disease 𝑑 ∈ 𝐷, add 

a Boolean attribute named risk? with the default 

value false.  

Let 𝐷𝑟𝑖𝑠𝑘 ⊆ 𝐷 Be the set of diseases with high 

risk. For each disease 𝑑 ∈ 𝐷𝑟𝑖𝑠𝑘 , set risk? to true.  

B. Incorporating the indicators age, gender, and pre-

existing conditions into the KG: this step translates 

a set of rules R into conditional edges 𝐸𝐶  in the 

processing step. Each rule 𝑟 ∈ 𝑅 represented by a 

tuple 〈𝑠, 𝑑, 𝑓(𝑖𝑎𝑔𝑒 , 𝑖𝑔, 𝑖𝑝𝑟𝑒)〉, where s is a symptom, d 

is a disease, and f is a boolean function that receives 

three personal indicators (𝑖𝑎𝑔𝑒 , 𝑖𝑔, 𝑖𝑝𝑟𝑒)  representing 

age, gender, and pre-existing conditions, 

respectively. The function f returns true if s indicates 

d according to the patient indicators. The set of 

conditional edges 𝐸𝐶   are defined as follows: 𝐸𝐶 =
{(𝑠, 𝑑)|𝑓(𝑖𝑎𝑔𝑒, 𝑖𝑔, 𝑖𝑝𝑟𝑒) = 𝑡𝑟𝑢𝑒}.  These edges will be 

evaluated during the processing step when a patient 

arrives. 

Figure 2. The Enhanced KG  

2) Framework-specific Terminology  
Table 1 (An extensive view is in Appendix 1) presents the 

terminology that we use to describe the algorithms. 

Additional terms supporting the emergency strategy are bold.   

3) The Refined Framework Algorithms 

We describe the refined algorithms developed in our 

framework to support the emergency strategy.  

Algorithm 1 builds the personalized subgraph from KG by 

adding the patient's personal information (the indicators). 

Algorithm 2 incorporates the patient's symptoms into the 

personalized sub-graph and uses inference to generate a 

ranked list of potential diseases. This list then serves as the 

input for Algorithms 3 and 4 [4][5], which return a set of 

hypotheses prioritized by their urgency. Each hypothesis is a 

pair consisting of a disease and a symptom indicating it.   

Figure 3. Algorithm 1: personalized sub-graph 

    Figure 4. Algorithm 2: identify possible diseases (sorted 

according to risk) 

D. Simplified Example  

We illustrate two distinct scenarios involving different 

patients who exhibit the same symptoms: s1, s5, s9, and s10. 

However, despite sharing identical symptoms, the patients in 

Algorithm 1: personalized sub-graph 

Input: K𝐺 = ( 𝐷⋃𝑆, 𝐸), PI, ES 

Output: personalized sub-graph PKG 

Algorithm:  

0. Let PKG be KG 

1. For every s ∈ 𝐸𝑆: 

a. For every 𝑟 ∈ 𝑅 that contain s, that is 

𝑟 = 〈𝑠, 𝑑, 𝑓〉: 

b. If f(PI)=true, add the edge (𝑠, 𝑑) to 

PKG. 

      2. Return PKG 

 

Algorithm 2: identify possible diseases 

Input: PKG, ES, C 

Output: possible diseases, sorted according to their 

risk 

Algorithm:  

     1. Let 𝑃𝐷 ⟵ {} 

        2. Let 𝐶′ ⊆ 𝐶 be the set of communities having 

positive LinD. 

3. Sort  𝐶′ in a non-decreasing order according to 

their Risk (primary), and then according to their 

LinD (secondary).   

      3.1. Let c be the community in the order:  

            3.1.1 Go over the diseases in c.  

                    First go over the diseases d with 

risk?==true. Sort them according to their 𝑅𝑑(d) 

(in a decreasing order) and add them in that 

order into PD.  

                    Then add the rest of the diseases in c, 

sorted (in a decreasing order) according to their 

𝑅𝑑(d). 

4. return PD 
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each case have unique personal characteristics and health 

profiles. 

The first scenario involves a 75-year-old man with no prior 

health conditions. The resulting graph (PKG1), after his 

personal indicators were entered and processed, is presented 

in Figure 5.   

The second scenario involves a 9-month-old baby without 

any prior health conditions. The resulting graph (PKG2) after 

inputting and processing his personal indicators is shown in 

Figure 6. 

It is important to note that these two scenarios produce 

different graphs, meaning the algorithms process different 

inputs and generate distinct hypotheses. In the first scenario, 

only communities C1 and C3 are examined, and since 

𝑅𝑖𝑠𝑘(𝐶3) ≥  𝑅𝑖𝑠𝑘(𝐶1), the first disease to be ruled out is d5. 

In the second scenario, all communities are considered, and 

since: 𝑅𝑖𝑠𝑘(𝐶1) ≥  𝑅𝑖𝑠𝑘(𝐶2) =  𝑅𝑖𝑠𝑘(𝐶3), the first disease 

to rule out is d2. 

Figure 5. PKG1 – the graph for the 75-year-old man 

Figure 6. PKG2 – the graph for the 9-month-old baby 

V. CONCLUSION AND DISCUSSION 

In emergency medicine, the rapid identification and 

treatment of critical conditions are essential for optimizing 

patient outcomes. Horng et al. demonstrated the effectiveness 

of machine learning in developing an automated trigger for 

sepsis clinical decision support at emergency department 

triage, showcasing how advanced technologies can enhance 

patient care in high-stakes settings [23]. Our enhancement 

similarly integrates an emergency strategy layer into our KG-

based decision-making framework to prioritize life-

threatening conditions, thus improving decision-making 

efficiency and patient outcomes in urgent scenarios. 

A. Summary 

This study categorizes diseases based on symptoms and 

patient data into two main types: life-threatening and non-

life-threatening. The proposed strategy focuses on the rapid 

exclusion of life-threatening diseases, which is crucial for 

optimizing patient outcomes in emergency care. 

To improve the inference process for identifying life-

threatening conditions, we augmented the KG by 

incorporating conditional edges. These edges, which rely on 

patient-specific indicators such as age, gender, and pre-

existing conditions, are dynamically added to the patient's 

graph at runtime when specific conditions are met. This 

adaptive approach allows the decision support framework to 

tailor diagnostics to individual patient profiles, facilitating 

more precise and personalized recommendations. 

B. Contribution 

Our work advances clinical decision-making processes by 

formulating and integrating an emergency strategy 

prioritizing life-threatening conditions. We developed an 

enhanced KG with conditional edges informed by patient-

specific data, allowing for real-time personalization. We also 

refined existing algorithms to incorporate this emergency 

strategy, enabling a diagnostic process that is more accurate 

and responsive to critical clinical needs.  These contributions 

establish a more adaptable decision-making framework for 

emergency contexts, providing a robust foundation for 

further developments in emergency medical diagnostics. 

C. Next Phase and Future Work 

The next phase of this research will involve validating the 

emergency strategy using real-world clinical data to assess its 

effectiveness in supporting healthcare professionals in 

practice. Furthermore, we plan to refine the logic for 

conditional edges by incorporating continuous data, which 

will improve inference granularity and diagnostic accuracy 

within the KG. Expanding this work, we aim to integrate 

machine learning models that dynamically update the KG 

based on incoming data, thereby increasing the system's 
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adaptability to evolving clinical practices and patient 

populations. 

REFERENCES 

[1] G. Aceto, V. Persico, and A. Pescapé, ”Industry 4.0 and health: 
Internet of things, big data, and cloud computing for healthcare 
4.0.,” Journal of Industrial Information Integration, vol. 18, 
100129, 2020. 

[2] R. J Webber and E. Eifrem, Graph Databases: New 
Opportunities for Connected Data, O’Reilly Media, Inc.: 
Middlesex County, MA, USA, 2015. 

[3]  M. Rotmensch, "Learning a health knowledge graph from 
electronic medical records," Scientific reports vol. 7, no. 1,  pp. 
5994, 2017. 

[4] S. Albagli-Kim and D. Beimel, “Knowledge graph-based 
framework for decision-making process with limited 
interaction,” Mathematics, vol. 10, no. 21, pp. 3981, 2022. 

[5] D. Beimel and S. Albagli-Kim, “Enhancing Medical 
Decision Making: A Semantic Technology-Based 
Framework for Efficient Diagnosis 
Inference,“ Mathematics, vol. 12. No. 4, pp. 502, 2024. 

[6] E. Rajabi and S. Kafaie, ”Knowledge graphs and explainable 
AI in healthcare,” Information, vol. 13, no. 10, pp.459, 2022. 

[7] R. Davis, H. Shrobe, and P. Szolovits, “What is a Knowledge 
Representation?,” AI Magazine, vol. 14, no. 1, pp. 17-33, 1993 

[8] Q. Guo, et al., “A survey on knowledge graph-based 
recommender systems,” IEEE Transactions on Knowledge and 
Data Engineering, vol. 34, no. 8, pp. 3549–3568, 2020. 

[9] L. Dietz, A. Kotov, and E. Meij, "Utilizing knowledge graphs 
for text-centric information retrieval." The 41st International 
ACM SIGIR Conference on Research & development in 
Information Retrieval, pp. 1387–1390, 2018. 

[10] T. R. Gruber, "Toward principles for the design of ontologies 
used for knowledge sharing?," International journal of human-
computer studies, vol. 43, no. 5-6, pp. 907-928, 1995. 

[11] N. F. Natalya and D. L. McGuinness, "Ontology development 
101: A guide to creating your first ontology," 2001. 

[12] K. Lyu, et al., "Causal knowledge graph construction and 
evaluation for clinical decision support of diabetic 

nephropathy," Journal of Biomedical Informatics, 139:   
104298, 2023. 

[13] M. Chen, et al., "Enhancing emergency decision-making with 
knowledge graphs and large language models," International 
Journal of Disaster Risk Reduction, 113: 104804, 2024. 

[14] A. Santos, et al., "Clinical knowledge graph integrates 
proteomics data into clinical decision-
making," bioRxiv (2020), 2020. 

[15] A. Thukral, S. Dhiman, R. Meher, and P. Bedi, "Knowledge 
graph enrichment from clinical narratives using NLP, NER, 
and biomedical ontologies for healthcare applications," 
International Journal of Information Technology, vol. 15, no. 
1, pp. 53-65, 2023. 

[16] M. Besta, et al., “Graph of thoughts: Solving elaborate 
problems with large language models,” Proceedings of the 
AAAI Conference on Artificial Intelligence, Vol. 38, No. 16, 
pp. 17682-17690, 2024. 

[17] Q. Wang et al., "Knowledge graph embedding: A survey of 
approaches and applications," IEEE Transactions on 
Knowledge and data engineering, vol.29, no. 12, pp. 2724-
2743, 2017. 

[18] Kaggle. Available online: https://www.kaggle.com  [retrieved  
June, 2024]. 

[19] Neo4j. Available online: https://neo4j.com/ [retrieved: January 
2025]. 

[20] Symptom Ontology (SYMP), Ontology Lookup Service 
(OLS). Available online:     
 https://www.ebi.ac.uk/ols/ontologies/symp, [retrieved:  
January, 2025]. 

[21] S. Bonner, et al., "Understanding the performance of 
knowledge graph embeddings in drug discovery," Artificial 
Intelligence in the Life Sciences, vol.2: 100036, 2022. 

[22] H. Lu, M. Halappanavar, and A. Kalyanaraman, ”Parallel 
heuristics for scalable community detection,” Parallel 
Computing, vol. 47, pp. 19-37, 2015. 

[23] S. Horng, et al., "Creating an automated trigger for sepsis 
clinical decision support at emergency department triage using 
machine learning," PloS one, vol.12, no. 4: e0174708., 2017. 

 

APPENDIX 1 

TABLE 1: THE EXTENDED ALGORITHMS TERMINOLOGY 

 

Term   Definition 

D The set of disease nodes  
𝑫𝒓𝒊𝒔𝒌 Let 𝑫𝒓𝒊𝒔𝒌 ⊆ 𝑫 be the set of high-risk diseases.  

S The set of symptom nodes  

ES The set of evidence symptoms (i.e., the symptoms indicated by the patient)  

PI The patient's personalized indicators 

C The set of communities   

|c| The size of a single community 𝑐 ∈ 𝐶.  

Defined by the number of diseases that belong to c 

Risk(c) Defined by diseases number of diseases in 𝑫𝒓𝒊𝒔𝒌 + the number of evidence symptoms indicates a dieases in 𝑫𝒓𝒊𝒔𝒌 

LinD(c) The Local-in-Degree of a given 𝑐 ∈ 𝐶.  

Defined by the number of edges that point to diseases of c, by ES, hence, it is the sum of 𝑅𝑐(s,c), for each 𝑠 ∈ 𝐸𝑆 and the given 
𝑐 

PD's 
communities 

The set of communities 𝑐 ∈ 𝐶 with a positive LinD(c), hence, a community in which at least one edge from 𝑠 ∈ 𝐸𝑆 points to c 

𝑅𝑑(d) The Disease’s Symptoms Rank.  

Defined by the number of symptoms the patient has that indicate D 
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Abstract—We present a set of web components that enable the
declarative development of web-based, map-centered applications
in a simple way. To do this, we used the World Wide Web
Consortium (W3C) standard Web Components, which enables the
development of new HTML elements. The developed components
encapsulate the functionality of the leaflet library, a widely used
Javascript library for the realization of map-based applications.
The declarative approach makes it possible for non-programmers
to develop applications within a short time. Some of the developed
components have interfaces for accessing server-side information,
such as GeoJSON-data sources and time series databases. This
makes it possible to develop information-rich, “live” applications
with our components.

Keywords-dynamic interactive map applications; low-code; web-
components; geojson; time series databases.

I. INTRODUCTION

For geospatial data, maps are the ideal form of presentation.
The Open Street Map initiative [1] has created a global, freely
available dataset that is suitable for displaying electronic maps
of any scale. Leaflet [2] is a popular JavaScript library for
developing web-based map applications that run in the browser.

A. Leaflet

The main visual components of the leaflet library are
basemaps, overlay-layers, and geometric elements, such as
markers, lines, polylines, circles, polygons (closed polylines),
and rectangles.

The map displayed is composed of a basemap and optional
overlay-layers. There are many freely available basemaps for
leaflet, many of which are based on the open street map
dataset [1], but there are also basemaps from other providers,
such as Google, ESRI, etc. Overlays consist of images (i.e.,
png, svg) that are placed on top of the baselayer and enrich
it with additional information, such as nautical marks [3] or
hiking routes. Overlays can be shown or hidden on the map
as needed.

Markers represent specific points on a map and can be
displayed either with a standard visualization or with your own
icon. The graphical elements can be enriched with tooltips and
popup menus. In addition, leaflet has a wide range of events
to which you can attach your own functions.

Graphic components, such as markers, lines and polygons
can be grouped in so-called layer-groups. The idea behind this
is that these can then be easily shown or hidden with a single
instruction, analogous to the overlays.

The GeoJSON class allows the display of graphical features
that are described in the form of GeoJSON [4] data sets. These
can be points, (multi) lines, (multi) polygons, or geometric
collections (multiple instances of the previous types).

B. Web-Components

The leaflet library is one of the most widely used JavaScript
libraries for developing map-based applications. Its advantage
lies in its technical maturity and good documentation. Neverthe-
less, the library requires in-depth knowledge of the underlying
classes and programming experience with JavaScript to develop
even the simplest applications. In contrast, this work takes
a low-code approach in which the components of the card-
based application are defined declaratively. The W3C composite
standard web-components [5] is used for this purpose. A web
component is a JavaScript class that must implement a series
of methods in order to be integrated into the Document Object
Model (DOM) tree within a website. The class is then mapped
to an HTML tag-name that can then be used within the website.

The main goal of our work is to provide the leaflet library
with a new declarative interface based on the W3C standard
Web Components, so that non-programmers are also able to
create map-based applications. But our components also make
things easier for the experienced developer, since a large part
of the code that would typically need to be implemented can
be covered by our components, and only specific parts need to
be implemented by hand. This is possible because the leaflet
objects encapsulated by the Web Components can be accessed
at any time.

The remainder of the paper is organized as follows: In
Section II, some related work will be presented. Section III
presents the overall architecture before Section IV demonstrates
an example application that shows the implemented components
in action. Section V concludes the paper with a summary and
an outlook on further work in this field.
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II. RELATED WORK

An approach using the Polymer [6] library for building a web-
component interface around the leaflet library was established
in 2015 [7]. However, the development seemed stopped in 2016.
We follow the approach chosen there in the structural design,
but go further in that our components access data provider on
the server side. This can be used in particular to implement
“live scenarios", as well as to load and display GeoJSON objects
from multiple data-sources. Furthermore, the development of
leaflet has continued over the last 9 years and our components
also use additional packages, such as hierarchical clustering of
markers at larger scales to avoid cluttering the map view [8].
The DB-Web Components [9] that we developed last year
follow an analogous low-code approach in which relational
database content is embedded declaratively in HTML pages.

III. ARCHITECTURE

The architecture of our application is shown in Figure 1. On
the client side, our components run within a browser. There they
are responsible for displaying maps, overlays, and geographic
features, such as markers, lines, etc. A number of components
can optionally obtain their information from data sources
on the server side. For example, the marker component can
cyclically read its position from a time series database, or our
GeoJSON component can access one or more FeatureSets
and thus visualize many objects of different types with a single
instruction.

Figure 1. Architecture.

Next, we will show by way of example how the components
can be used to implement a sample application.

IV. EXAMPLE

Figure 2 shows the implemented application. On it, two
paddlers can be seen paddling towards each other to enjoy a
beer together at the picnic spot (represented by a beer icon).
The associated application code can be seen in Figure V.
The basemap and an additional alternative ESRI satellite
image are defined between line 2 and line 12 in the context
of the ll-map, ll-tile, and ll-overlay component.
The ll-overlay element starting at line 9 defines that an
additional overlay, labeled "Sea layer", with nautical symbols
is displayed on top of the basemap.

The ll-geojson element on line 13 loads the data about
the portages (location where the boat has to be transported
over land) from a server-side geojson data source specified
by the url parameter. In addition, an icon symbol (a paddler
carrying his boat overhead) is specified using the icon-url
and icon-size parameters.

In line 19, the picnic spot is defined at a fixed point specified
by longitude and latitude. It also has its own icon and a tooltip
text that is displayed when the icon is clicked.

The two paddlers to be displayed are defined in lines 25
and 31. Instead of hard-coding the position of the two paddlers
as at the picnic area, you can get their current position cyclically
from a time series database, which is specified by the parameter
url. The two further parameters lat-path and lng-path
specify where the information about longitude and latitude is
located in the json response.

Figure 2. Screenshot of Example Application

Finally, the element ll-group is to be explained. As the
name suggests, it functions as a grouping element and groups
the child elements, which can then be switched on and off
using the layer control at the top right. This can be seen in
Figure 3, where the opened layer control is visible at the top
right.

Figure 3. Open layer control (top right), which handles the selection of the
basemap ("Esri Satelitte"), as well as the overlays ("Sea layer") and groups
("Portages [Img]", "Paddle tour ...") to be shown.

In the figure, the alternative Esri satellite image was selected
as the basemap and the sea layer with the nautical signs is
turned off. The ll-geojson data source (portages) also
appears in the layer control under the specified label.

V. CONCLUSION AND OUTLOOK

We have implemented a first prototype based on the Lit
Framework [10]. In addition to the components presented
in the example, there is also an ll-polyline component
for displaying lines and an ll-icon component for the
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1 <body>
2 <ll-map id="mymap"
3 zoom="15">
4 <ll-tile url=’http://server.arcgisonline.com/ArcGIS/rest/services/World_Imagery/\
5 MapServer/tile/{z}/{y}/{x}’
6 label="Esri Satellite">
7 &copy; <a href="http://www.esri.com/">Esri</a>
8 </ll-tile>
9 <ll-overlay url="http://t1.openseamap.org/seamark/{z}/{x}/{y}.png"

10 label="Sea layer">
11 &copy; <a href="http://t1.openseamap.org/copyright">OpenSeaMap</a>
12 </ll-overlay>
13 <ll-geoJSON label="Portages <img src=’icons/portage.png’ width=’15’>"
14 icon-url="./icons/portage.png"
15 url="http://localhost/llwc/readGeoJSON.php?file=data/portages.json">
16 path="result">
17 </ll-geoJSON>
18 <ll-group label="Paddle tour February 22, 2024">
19 <ll-marker lat="48.8776"
20 lng="8.1339"
21 icon-size="20"
22 icon="icons/beer.png"
23 tooltip="Picnic<br>Place">
24 </ll-marker>
25 <ll-marker icon="icons/kanu2.png" icon-size="20"
26 tooltip="Thomas"
27 url="http://localhost/llwc/readFromInflux.php/thomas?num=1"
28 lat-path="result[0].lat"
29 lng-path="result[0].lon">
30 </ll-marker>
31 <ll-marker icon="icons/kanu.png" icon-size="20"
32 tooltip="Andreas"
33 url="http://localhost/llwc/readFromInflux.php/andreas?num=1"
34 lat-path="result[0].lat"
35 lng-path="result[0].lon">
36 </ll-marker>
37 </ll-group>
38 </ll-map>
39 </body>

Figure 4. Markup code for example application

definition of icon objects, which can then be referenced by
other components.

Further work is planned in the area of simplified integration
of JavaScript functions into the leaflet event mechanism, as
well as the processing of feature information when representing
GeoJSON objects.
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Abstract—This work addresses the growing need for data
management solutions that prioritize security, privacy, and user
control, amidst the limitations of traditional centralized storage
systems with a particular focus on the InterPlanetary File
System (IPFS). The core objective is to explore the efficiency,
challenges, and potential of IPFS in revolutionizing data storage
and management. A significant contribution of this paper is the
development of a proof-of-concept web application that employs
IPFS for secure and efficient data handling. This application
serves as a practical illustration of integrating IPFS into real-
world data management scenarios. The security and performance
of the application within the decentralized IPFS framework are
thoroughly assessed. The study highlights the strengths of IPFS
in ensuring data integrity and privacy while acknowledging
the challenges in scalability and performance, particularly in
handling large files and addressing WebRTC-TCP (Web Real-time
Communication-TCP) socket incompatibility issues. Furthermore,
we present recommendations for future enhancements of the
proof-of-concept web application. These include improving direct
file transfer capabilities, advancing file handling techniques,
integrating robust key management solutions, and developing
dynamic data replication strategies. The research in this paper
underscores the potential of decentralized systems like IPFS in
shaping the future of data storage, offering a more secure, private,
and user-centric approach.

Keywords-IPFS; Data Privacy; Cloud Storage; Decentralized
Storage.

I. INTRODUCTION

The field of data storage and access is experiencing a
rise in popularity of decentralized models. Centralized data
management systems, while established and efficient, present
limitations in security, privacy, and user autonomy. This work
examines the transition towards decentralized systems, with a
focus on the IPFS and distributed data management principles.
The motivation for this study arises from an increasing need
for secure, private, and user-centric data management solutions.
The research addresses several questions:
1) How do decentralized systems like IPFS compare with tra-

ditional centralized storage solutions in terms of efficiency,
security, and data integrity?

2) What are the main challenges associated with the imple-
mentation and use of decentralized storage systems?

3) How can web applications effectively integrate decentralized
systems like IPFS for data management, and what are the
associated challenges and security implications?

The remainder of the paper is organized as follows. In
Section II, we provide some required background and relevant
related work, in Section III, we provide details on the design
and implementation, whereas in Section IV the approach is

evaluated with respect to security and performance. Section V
provides some ideas for future work.

II. BACKGROUND & RELATED WORK

A. Decentralized File Systems

Decentralization in computing and in the web represents
a shift from centralized to distributed control. This shift is
not merely technical but also philosophical, highlighting ideas
such as autonomy, resistance to censorship, and enhanced
robustness against failures or attackers. In the early days
of computing, centralized systems dominated due to their
simplicity. However, the inherent drawbacks, such as single
points of failure, scalability issues, and potential for abuse of
power led to the exploration of decentralized alternatives [1].

The concept of decentralization in computing started taking
shape with early developments. A pivotal development in this
direction was the emergence of Peer-to-Peer (P2P) networks,
characterized by their lack of reliance on central servers.
Napster, one of the first widely used P2P networks, facilitated
file sharing by allowing direct file transfers between users’
computers. Despite its legal controversies, Napster demon-
strated the potential for efficient, decentralized data distribution.
Similarly, BitTorrent further advanced this model, efficiently
handling large files and numerous simultaneous uploads and
downloads, a significant step towards practical decentralized
data sharing [2].

The advent of blockchain technology represented a critical
development in decentralized systems. Blockchain’s intro-
duction of a popular tamper-proof ledger without central
authority was first successfully implemented by Bitcoin, the
initial decentralized digital currency. This implementation
of blockchain technology demonstrated the feasibility of
achieving consensus in a trustless environment Subsequently,
the development of platforms such as Ethereum expanded the
blockchain’s applicability. Ethereum introduced functionalities
like smart contracts, which allowed for a broader range
of decentralized applications, illustrating the versatility and
potential of blockchain technology in various domains [3].

B. The InterPlanetary File System

IPFS is a protocol designed to create a peer-to-peer method
of storing and sharing media in a distributed file system.
Developed as a response to the limitations of the traditional
centralized web storage model, IPFS represents a paradigm
shift in how information is distributed and accessed [4].
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A defining aspect of IPFS is its decentralized nature. Unlike
conventional web storage solutions, which rely on centralized
servers, IPFS distributes data across a network of nodes. This
distribution of data not only mitigates risks associated with
single points of failure but also enhances data accessibility and
data permanence. Central to IPFS’s functionality is content
addressing. Traditional web uses location-based addressing, for
example, URLs pointing to specific server addresses. In contrast,
IPFS addresses content through its content itself by utilizing
cryptographic hashing. This approach results in unique content
identifiers (CIDs), making content retrieval more efficient
and less redundant. Compared to location-based addressing,
this method significantly improves both the efficiency and
security of data storage and access. By relying on the content’s
cryptographic hash, immutability is inherent, allowing for
verifiable data integrity and significantly contributing to the
system’s overall robustness [4].

Security in decentralized systems presents a unique set of
challenges and considerations distinct from those in traditional
centralized architectures. The decentralized nature, while
offering advantages in terms of redundancy and resistance to
certain types of attacks, also introduces specific vulnerabilities
that must be addressed [5], [6].

a) General Security Challenges in Decentralized Systems:
Decentralized systems face distinct security vulnerabilities. One
key issue is the increased attack surface due to the distributed
nature of these systems. Each node in a decentralized network
can potentially become a target for attacks. Furthermore, in
public decentralized systems, such as IPFS each participat-
ing node can potentially be malicious. To ensure that data
remains unaltered and private over a distributed network robust
encryption and validation mechanisms are required. However,
implementing these effectively in a decentralized context, where
control is inherently distributed, presents unique challenges in
itself [7].

b) Vulnerabilities in DHT-Based Routing Protocols:
Distributed Hash Table (DHT) based routing protocols, such
as IPFS, have their own vulnerabilities. These include Sybil
attacks, where an attacker tries to create a large number of fake
identities/nodes to gain a disproportionately large influence on
the network [8], [9], and Eclipse attacks, where the attacker
isolates a single node or user from the rest of the network,
potentially feeding it false and/or harmful information.

c) Network Reliability: Maintaining a consistent and
reliable network is another critical challenge in decentralized
systems. In IPFS, for instance, the absence or unavailability
of nodes can lead to difficulties in data retrieval, highlighting
the need for robust network health.

d) Data Persistence and Redundancy: In decentralized
systems like IPFS, data persistence is dependent on nodes
electing to store that data. Unlike centralized systems where
data storage can be systematically managed and guaranteed,
IPFS faces the challenge of ensuring that data remains available
even when the node originally providing that data goes offline.
This issue necessitates a redundant storage mechanism and an
incentive for nodes to retain data.

III. APPROACH

The web application developed as part of this work represents
a proof-of-concept for a secure, decentralized file storage
system. It operates within the broader ecosystem of IPFS,
leveraging the decentralized nature of the platform to offer a
novel approach to data storage and access. The application
is hosted directly on IPFS, which provides a resilient and
distributed hosting solution. This hosting choice aligns with
the overarching theme of decentralization, ensuring that the
application itself is as robust and distributed as the data it
manages.

A. Attacker models

In this work, we focus on the following three attacker models,
as we consider them to be the most important ones with respect
to IPFS:
1) Malicious IPFS Nodes: Given the open nature of IPFS, the

application may interact with nodes that attempt to access
or manipulate user data. To mitigate this, the application
employs end-to-end encryption, ensuring that data remains
secure and unreadable by unauthorized nodes.

2) Data Manipulation Attacks: The possibility of an attacker
altering the data in transit is addressed through the use of
IPFS’s content addressing and the application’s encryption
mechanisms. The integrity of data is maintained as any
alteration in the encrypted data will be detectable due to the
change in its CID. Contrary to the next attack, this attacker
might only try to redirect traffic or alter information, even
without being able to actually decode it.

3) Eavesdropping Attacks: The risk of data interception is
countered by encrypting the data before it is shared or
stored on the network. This ensures that even if the data is
intercepted, it remains incomprehensible to the attacker.
Contrary to the previous attacker, this attacker is only
passively involved, i.e. he/she does not change data.

The logic behind the selection of these three models is that
one is an attack from inside the network, namely the most
prominent one where a node is made malicious, while attacker
model two and three model an active, as well as a passive,
attacker respectively.

B. Connectivity and File Processing Framework

In the current IPFS ecosystem, direct file transfers using
the Helia library face challenges due to a WebRTC-TCP
incompatibility issue in current IPFS nodes. As a pragmatic
approach, the application utilizes third-party HTTP APIs for
interactions with storage providers like Filebase or Pinata. This
strategy is a temporary solution until direct transfer of files via
IPFS becomes feasible. The use of HTTP APIs as a current
means of file handling offers reliable storage and retrieval,
albeit with a modest departure from the ideal decentralized
model [10].

C. Custom Identity Management and File Synchronization

This section elaborates on the unique approach to identity
management and file synchronization within the developed web
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application. The system hinges on the creation and utilization
of a user-specific identity file, coupled with a dynamic file
indexing mechanism, ensuring secure and efficient interactions
with the IPFS network.

a) Identity File Creation and Usage: The first step is the
creation of an identity file for the user. This pivotal process
involves:
• Generation of an AES (Advanced Encryption Standard)

private key, either supplied by the user or automatically
generated by the application.

• Requirement for the user to input an API key from a chosen
third-party storage provider. This is required due to current
Helia limitations (WebRTC - TCP incompatibility).

The identity file, essentially a JSON object, encompasses crucial
components for user identification and interaction with the IPFS
network:
• The IPNS (InterPlanetary Name System) name, pointing to

the file index JSON object
• The user’s AES private key
• The user’s third-party API key
This identity file represents the core of user data portability,
enabling access to their IPFS storage from any device by merely
transferring this file.

b) File Structure and Index File Mechanism: Every file,
including the index file, adheres to a structured format:
• Composed as JSON objects
• Contains encrypted data as a Uint8-Array
• Includes the AES-GCM initialization vector it was encrypted

with
Upon uploading the first file, the index file is generated, and
an IPNS entry is created to consistently point to the latest CID
of this index file. The index file plays a crucial role in the
system:
• Structured as a JSON object.
• Contains an encrypted list of all files, each entry detailing:

– File CID
– File name
– File size
– SHA-256 hash of the file
– Optional metadata for enhanced file information (e.g. a

timestamp of the last change).
Currently, this approach does not account for collisions, as 256
bit hashes have a wide result space, thus the probability of
accidental collisions is very low. Still, this could be improved
in future versions.

c) File Retrieval Process: The steps to retrieve a file are
as follows:
1) Connect to IPFS and query the CID of the index file JSON

object.
2) Download the index file JSON object.
3) Decrypt the file list using the attached AES-GCM initial-

ization vector and the user’s AES256 private key.
4) Display metadata of all files contained in the index.
5) On file request, query the specific CID.

6) Download the requested file JSON object.
7) Decrypt the file using the attached AES-GCM initialization

vector and the user’s AES256 private key.
d) File Storage Process: When a new file is uploaded or

an existing one modified, the following steps are undertaken:
1) Encrypt the file using the user’s AES256 private key and a

newly generated initialization vector.
2) Create a JSON object for the file, storing the encrypted

data and the initialization vector.
3) Upload the file to an IPFS storage provider (using Helia or

third-party HTTP APIs).
4) Record the file’s CID and metadata, appending it to the

index file.
5) Request the storage provider to pin the new file on IPFS.
6) Upon successful pinning, upload the updated index file and

request pinning.
7) Update the IPNS entry to reflect the new index file.
8) Unpin the old index file (and the old file if it was an update)

after successful IPNS update and new file pinning.
This architecture ensures a secure, user-friendly, and efficient
mechanism for managing files on the decentralized IPFS
network, addressing current limitations while laying the ground-
work for future improvements in direct file transfer capabilities.

D. Encryption in the Application

The approach implements AES-GCM, an Advanced Encryp-
tion Standard in Galois/Counter Mode, for its data encryption
and decryption processes. AES-GCM is chosen primarily
due to its integration with the Web Crypto API, along with
its Authenticated Encryption with Associated Data (AEAD)
properties and widespread hardware acceleration support. The
selection of AES-GCM for encryption in the application is
driven by several factors:
• Web Crypto API Compatibility: AES-GCM is readily avail-

able in theWeb Crypto API, facilitating easy implementation
in web applications [11].

• AEAD: AES-GCM provides both encryption and data
integrity, ensuring data confidentiality and protection against
tampering [12].

• Hardware Acceleration: The widespread hardware support for
AES that allows for fast computation with cheap hardware.

IV. EVALUATION AND CONCULSIONS

A. Security evaluation

The web application was designed with specific attacker
models in mind, primarily focusing on safeguarding user data
from unauthorized access and manipulation. With respect to
the attacker models outlined in Section III, the following
conclusions could be drawn:
1) Malicious IPFS Nodes: The primary threat comes from

malicious nodes within the IPFS network that may attempt
to access or tamper with user data. The application’s use
of AES-GCM encryption effectively counters this threat
by ensuring data confidentiality. Encrypted files, even if
intercepted, remain inaccessible to unauthorized parties.
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2) Data Manipulation Attacks: Another concern is the poten-
tial for data manipulation during transmission. The self-
verifying nature of IPFS CIDs, combined with the integrity
assurance of AES-GCM, provides robust protection against
such attacks. This dual layer of security ensures that any
tampered data is easily detectable.

3) Sybil and Eclipse Attacks: While the application does not
directly mitigate DHT vulnerabilities like Sybil and Eclipse
attacks, it minimizes their impact on user data privacy. The
encrypted data stored on IPFS remains secure against these
attacks, as the encryption layer acts independently of the
underlying DHT’s vulnerabilities [7], [9].

In addition, the use of AES-GCM for encryption plays a crucial
role in securing user data:
• Data Confidentiality: AES-GCM ensures that file contents

remain confidential. By encrypting data before it is uploaded
to IPFS, the application prevents unauthorized access, even if
the data is replicated across potentially untrustworthy nodes.

• Data Integrity: Alongside confidentiality, AES-GCM provides
data integrity checks. This feature is critical in a decentralized
setting where data passes through multiple nodes, as it
enables the detection and rejection of tampered data.

• Performance Considerations: While AES-GCM is computa-
tionally efficient due to widespread hardware acceleration
support, the application’s encryption process is dependent on
the user’s device capabilities. This can impact performance,
particularly for larger files.
In conclusion, the security evaluation reveals that the web

application effectively addresses key security concerns within
the decentralized IPFS framework. The robust encryption
strategy ensures data confidentiality and integrity, mitigating
risks associated with decentralized data storage and transmis-
sion. The application’s current security measures provide a
solid foundation, though future enhancements could focus
on advanced key management and addressing broader DHT
vulnerabilities.

B. Performance and Stability

This section focuses particularly on efficiency in handling
large files, WebRTC and TCP socket compatibility issues, and
the implications of these factors on data loss prevention and
redundancy strategies.

1) Efficiency and Large File Handling: The application’s
current architecdture faces challenges in managing large files
due to limitations in the splitting and handling of large data
sets. Key observations include that large files lead to extended
encryption and upload times, constrained by the device’s
RAM and processing power. Furthermore, there are also some
concerns regarding scalability: Without the ability to split large
files into manageable blocks, the application’s scalability is
hindered, particularly when dealing with extensive data sets or
high-volume storage requirements.

2) WebRTC and TCP Socket Incompatibility: One of the
primary limitations in the current implementation of the
application is the incompatibility between WebRTC and TCP
sockets within the IPFS ecosystem. This limitation impacts the

stability of the application. Regarding connection limitations,
due to this incompatibility, the application primarily relies on a
few nodes that act as gateways for browser-based interactions.
This reliance can lead to bottlenecks and potential points of
failure [10]. Furthermore, the reliance on HTTP APIs could
be a problem: The application currently uses HTTP APIs of
third-party IPFS storage providers like Filebase or Pinata for
file handling, which, while reliable, deviates from the ideal
decentralized model and could impact long-term scalability
and decentralization goals [10].

3) Data Loss Prevention and Redundancy: In addressing
the concerns of data loss and ensuring redundancy, the
application leverages the inherent strengths of the IPFS network.
Regarding the decentralized storage, data availability in IPFS
is independent of the storage location, allowing for convenient
replication and enhanced scalability. Utilizing crypto-based
storage providers like Filecoin offers a cost effective solution
for redundant storage. At the time of writing, the cost of storing
10TB of data on Filecoin (1.95 USD per month) is significantly
lower than traditional cloud storage options like Amazon
S3 (235 USD per month) [13], [14]. Regarding collateral-
based reliability, Filecoin storage providers are required to
provide collateral, adding an additional layer of reliability and
commitment to data preservation [15].

In conclusion, the evaluation of the application’s performance
and stability highlights key areas for improvement, particularly
in large file handling and direct file transfer capabilities.
Despite these challenges, the application benefits from the
decentralized, scalable nature of IPFS and the cost-effective,
redundant storage solutions offered by crypto-based storage
providers. Future work should focus on enhancing file transfer
capabilities and exploring more efficient file processing methods
to bolster the application’s performance and scalability within
the decentralized web.

V. FUTURE WORK

Based on the findings, several recommendations are proposed
to advance the field in terms of future work: Regarding
technical improvements, a lot of improvements could be done
by addressing the limitations identified in IPFS, particularly
in file transfer and with respect to compatibility. Regarding
key management, fruitful future work lies in investigating
more sophisticated encryption key management techniques,
including hardware solutions like TPM2 [16], which could
significantly improve security. Regarding automated data repli-
cation, developing mechanisms for user-defined data replication
will increase redundancy and reliability, especially using cost-
effective storage solutions like Filecoin.
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