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Foreword

The Ninth International Conference on Advances in Databases, Knowledge, and Data Applications (DBKDA 2017), held between May 21 - 25, 2017 - Barcelona, Spain, continued a series of international events covering a large spectrum of topics related to advances in fundamentals on databases, evolution of relation between databases and other domains, data base technologies and content processing, as well as specifics in applications domains databases.

Advances in different technologies and domains related to databases triggered substantial improvements for content processing, information indexing, and data, process and knowledge mining. The push came from Web services, artificial intelligence, and agent technologies, as well as from the generalization of the XML adoption.

High-speed communications and computations, large storage capacities, and load-balancing for distributed databases access allow new approaches for content processing with incomplete patterns, advanced ranking algorithms and advanced indexing methods.

Evolution on e-business, ehealth and telemedicine, bioinformatics, finance and marketing, geographical positioning systems put pressure on database communities to push the ‘de facto’ methods to support new requirements in terms of scalability, privacy, performance, indexing, and heterogeneity of both content and technology.

DBKDA 2017 also featured the following Workshop:
- GraphSM 2017: The Third International Workshop on Large-scale Graph Storage and Management

We take here the opportunity to warmly thank all the members of the DBKDA 2017 Technical Program Committee, as well as the numerous reviewers. The creation of such a high quality conference program would not have been possible without their involvement. We also kindly thank all the authors who dedicated much of their time and efforts to contribute to DBKDA 2017. We truly believe that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations, and sponsors. We are grateful to the members of the DBKDA 2017 organizing committee for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that DBKDA 2017 was a successful international forum for the exchange of ideas and results between academia and industry and for the promotion of progress in the fields of databases, knowledge and data applications.

We are convinced that the participants found the event useful and communications very open. We also hope that Barcelona provided a pleasant environment during the conference and everyone saved some time for exploring this beautiful city.
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A Privacy Focused Formal Model of Authorization for Data Modeled using Semantic Web Technologies

Jenni Reuben
and Simone Fischer-Hübner

Karlstad University
651 88 Karlstad, Sweden
Email: [firstname.lastname]@kau.se

Abstract—Origin of digital artifacts is asserted by digital provenance information. Provenance information is queried for proof statement validations, failure analysis, as well as replication and attribution validations. The history of a data instance that specifies dependency among different data items that produce the data instance is better captured using semantic web technologies. However, such provenance information contains sensitive information such as personally identifiable information. Further, in the context of Semantic Web knowledge representation, the interrelationships among different provenance elements imply additional knowledge. In this paper, we propose an authorization model that enforces the purpose limitation principle (an essential data protection principle) for such semantically related information. We present the formalization of the security policy, however the policy does not directly conforms to the desired authorization outcome. Therefore, security properties for important relationships such as subset, set union and set intersection are defined in order to ensure the consistency of the security policy. Finally, a use case scenario demonstrating the defined security policy and the properties is presented to indicate the applicability of the proposed model.

Index Terms—Semantic Web; Access control; Security; Privacy; Purpose binding; OWL; RDF.

I. INTRODUCTION

Provenance is a well known concept in the art world, it refers to the documented history of an art object, which is used to evaluate the significance of the art object in relation to other similar objects [1]. Similarly, digital provenance describes how a digital object has been brought to its current state. Such provenance information accounts for proof statement validations, failure analysis, as well as replication and attribution validations. In support of various provenance related queries, access to the provenance traces is desirable. We consider that this functionality of an application is facilitated by a repository (or several repositories in the case of distributed environment) that stores provenance traces. Subsequently, regulated access to these stores has become a crucial requirement to prevent provenance data misuse.

Nevertheless, controls to enforce legitimate access to provenance information should account for two important factors of digital provenance. First, emerging applications of provenance such as semantic web, e-science and cyberinfrastructure [2] demands provenance information to be available on the web, interpretable by machines, effectively discovered and interoperable. This is evident from an array of PROV specifications - a recent standardization efforts from W3C Provenance Working Group, which are based on semantic web principles. Second, provenance information often contains sensitive information such as i)personally identifiable information [3]–[6] and ii) semantically revealing relationships of different provenance elements, which would enable inference of additional personal data [7]. Therefore, a comprehensive approach to the enforcement of access restrictions is required in which, both the privacy requirements of the stored data and the semantic richness of the involved data model are taken into account.

Most often than not, research in provenance access control tends to focus on identity-based authorization [8]–[10]. Little attention has been paid to rule-based authorization models, i.e., the models that take into account certain attributes of the data, which may be denoted in terms of security labels, usage purposes, etc. Furthermore, few research [11]–[14] have investigated solutions to the access regulation problem when the data is enriched with formal semantics.

The aim of the paper is to provide an authorization model that takes into account both the data privacy attributes and the semantic richness of the data model. The present work extends the previous formal privacy model by Fischer-Hübner [15] that enforces data protection principles such as purpose binding and necessity of data processing. In particular, in the current model, the degree of access restriction granularity is enhanced by introducing purpose hierarchy and additional security properties are defined for the semantically enriched data.

Specific contributions of the paper are as follows:

• We identify additional necessary components for enforcing authorization that is based on the purpose limitation principle. Further, we formalized the security policy that constrain the data access based on the purposes for which the authorization objects are collected (Section III). In particular, the consistency of the security policy in the presence of web ontology’s class interrelationships are ensured by the security properties defined for subclass, class union and class intersection relationships (Section III-B).
A use case is presented that demonstrates the applicability of the defined security policies and properties of the proposed model (Section IV).

This paper is organized as follows. In Section II, we describe the background knowledge of a Semantic Web information system and a brief introduction to the Task-Based Privacy model. Definitions of the required components for formalizing the authorization model, and for the formalization of the model’s security properties are presented in Section III. Section IV demonstrates the applicability of the model by means of a use case scenario. The current state-of-the-art is analyzed in Section V followed by the conclusions of the paper, which is presented in Section VI.

II. PRELIMINARIES

In this section, we present the background knowledge on the Semantic Web context can unambiguously deduce the meaning of the web contents. As a result, intelligent agents in the Semantic Web context can unambiguously deduce the meaning of the things in the world (domain of interest). The World Wide Web Consortium (W3C) Web Ontology Working Group standardizes the Web Ontology Language (OWL) as a formal language for representing ontologies in the Semantic Web. An example of parts of PROV ontology (PROV O) [18], which is encoded using RDF/XML syntax specifications is shown in figure 3.

Furthermore, as OWL ontologies are grounded on the formal logic using OWL 2 Direct Semantics [19], additional inferences can be derived from the explicit declarations. For example, an ontology that includes the information that Mary is a mother and every mother is a women, implicitly specifies that Mary is a women.

Ontologies and ontology-based semantic annotations are used in many application scenarios such as Semantic Web search engines, provenance, etc. Access to the triples subsequently to the RDF graph is facilitated by The Simple Protocol and RDF Query Language (SPARQL). SPARQL 1.1 [20] includes an extension point, which specifies OWL-based semantics for query evaluation.

However, this notion of semantic interpretations and derivation of implicit information introduce novel access control challenges. Access control mechanisms developed for XML do not readily lend themselves to the notion of automated reasoning of the RDF graphs. In the Semantic Web context, the authorization objects encompass relationships among entities and the additional RDF graphs that follow from such relationships rather than the structure of a web document. The model we propose is a mandatory access control whereby the active agents of the system must comply to certain rules for a successful access. The access policy of our model is based on the purpose of the access. It is evolved from the Task-Based Privacy model [15], which technically enforces essential data protection principles such as “purpose binding” and “necessity

The starting point for making the machines understand the web contents is to give the contents a well-defined meaning [16]. Intuitively, knowledge representation technology from artificial-intelligence research provides an excellent way to define and to reason about things that exist in a domain of interest. Accordingly, the information in the web documents can be described, thereby providing a meaningful structure to the web contents. Given the meanings and the sets of inference rules, the machines can conduct automated reasoning. On a related note, this notion of adding structured and semantical annotations to actual data lends itself to the concept of provenance, which is a metadata describing data.

A. Semantic Annotations

The Resource Description Framework (RDF) specifies that the descriptions that annotate the web information take the form of a triple. The RDF triple form is similar to the subject, verb, object structure of an elementary English sentence [17]. Intuitively, this makes the descriptions to be readily encoded using XML tags [16]. Formally, the description asserts that a particular thing (some entities in the domain of interest) has a property (relation) with certain values (again referring to the entities in the domain of interest). A set of RDF triples is known as RDF graph and a collection of organized RDF graphs is called a RDF dataset. The RDF triple for the statement “John is a person” is shown in Figure 1. Correspondingly, Figure 2 shows the RDF graph, which represents the entities in the RDF triple as nodes and the relations as directed edges.

B. Defining the Semantics

As mentioned earlier in this section, meanings of the terms used in the semantic annotations are provided by another Semantic Web component called ontologies. Different from the ontologies in the metaphysical context, an ontology in the Semantic Web context refers to a computational artifact that formally defines and categorizes entities that exist in a domain of interest as well as explicate the relations between the entities. As a result, intelligent agents in the Semantic Web context can unambiguously deduce the meaning of the things in the world (domain of interest). The starting point for making the machines understand the web contents is to give the contents a well-defined meaning [16]. Intuitively, knowledge representation technology from artificial-intelligence research provides an excellent way to define and to reason about things that exist in a domain of interest. Accordingly, the information in the web documents can be described, thereby providing a meaningful structure to the web contents. Given the meanings and the sets of inference rules, the machines can conduct automated reasoning. On a related note, this notion of adding structured and semantical annotations to actual data lends itself to the concept of provenance, which is a metadata describing data.
of data processing”.

C. Task-Based Privacy Model

The key idea of the Task-Based Privacy model is to place technical controls for enforcing data protection principles such as purpose binding and necessity of data processing.

The authorization policy is expressed in terms of the purposes that are assigned to the active agents and to the passive objects of a system. Data objects are categorized into object-classes, which are assigned a set of specified purposes representing the usage purposes of the data objects in those classes. The tasks that operate on those objects are also assigned appropriate purposes. Tasks are specific to an application, hence depending on the applications a task could comprises of several functionalities. Each task or simply a functionality serves exactly one purpose. The active agents are authorized to perform a set of tasks, which is further restricted by the kind of data transformations that are allowed for each task. Given these components, the central security property of the model is defined as:

Purpose binding property: An active agent is permitted to access a data object, only if the purpose of the task that the agent currently performs is contained in the set of purposes specified for the object-class that encloses the data object(s).

III. PRIVACY PRESERVING AUTHORIZATION MODEL FOR SEMANTIC ANNOTATIONS

We consider, in this work that the data usage is constrained by the purpose limitation principle. This is required for complying with the European Union (EU) General Data Protection Regulation (GDPR) and other privacy laws. EU GDPR (Art.5 1(b)) mandates that the processing of personal data should only be permitted if it is necessary to serve the purposes for which the data is collected [21].

A. Model Components

Definition 1: (Subjects S) A subject is an active agent of a system, which is properly identified and authenticated. S is set of active subjects.

\[ S = \{s_1, s_2, \ldots, s_n\} \]

OWL ontology is a formal specification that includes categories of entities (referred to as classes in OWL terminology), and structured vocabularies that explicate the relationships among the classes. Relationships include both the taxonomy of classes and other relationships among the classes. A relationship other than the class taxonomy is the relation between the instance of two class, which are the domain and the range of the relationship.

Definition 2: (OWL Ontology) An OWL ontology O is defined as a tuple,

\[ O = (C, T_c, R) \]

Where, C is a set of OWL classes \( \{c_1, c_2, \ldots, c_i\} \), \( T_c \) is the set of terms that explicate the taxonomy of classes and \( R \) refers to the set of other types of relations among the instances I of the classes in \( C \). \( R = \{r_1, r_2, \ldots, r_n\} \), where \( r_i \) is a relation from \( c_i \) to \( c_j \) (\( i \neq j \)), given that \( \text{Dom}(r_i) = \{c_i \in c_i | \exists Ic_i \in c_i, (Ic_i, Ic_j) \in r_i\} \) and \( \text{Ran}(r_i) = \{Ic_j \in c_j | \exists Ic_i \in c_i, (Ic_i, Ic_j) \in r_i\} \).

Definition 3: (RDF triple) A RDF triple, which is of the form (statement-subject (S_{rdf}), predicate (P_{rdf}), statement-object (O_{rdf})) is an element of the Cartesian product of \(((C \cup B) \times (T_c \cup R) \times (C \cup L)))\). Where,

- \( S_{rdf} \in (C \cup B) \), such that \( \exists c_i \in C : S_{rdf} \in c_i \) and \( B \) is a set of blank nodes.
- \( P_{rdf} \in (T_c \cup R) \).
- \( O_{rdf} \in (C \cup L) \), such that \( \exists c_i \in C : O_{rdf} \in c_i \) and \( L \) is a set of literals.

A RDF graph G is a finite set of RDF triples. However, in addition to the direct mappings of RDF instances to OWL classes and respective relationships, additional RDF triples and graphs are entailed. This is due to the interpretation of how the OWL classes and terms are connected in the direct-semantics-based OWL ontology. We refer to these additional RDF instances as entailments. Accordingly, the authorization objects is defined as follow;
Definition 4: (Authorization objects) An authorization object is a subgraph of \( G \) that explicitly and implicitly conforms to the OWL ontology \( O \) under the OWL 2 direct semantics. A set of authorization objects is denoted as \( O_A \).

An application is made up of several tasks. Examples tasks of a hospital information system are admission, diagnosing, surgery, care transfer, discharge, and billing. Definitions 5-10 are derived from the Task-Based Privacy model [15].

Definition 5: (Tasks) Tasks are operations through which the subjects access the authorization objects. \( T \) is a set of all tasks that are defined for a system.

\[
T = \{ t_1, t_2, \ldots t_n \}
\]

Each subject will be authorized for a subset of tasks either depending on their roles in an organization or on other contextual attributes.

Definition 6: (Authorized tasks) A set of tasks that a subject is authorized to perform is provided by a task assigning function.

\[
AT: S \rightarrow 2^T \setminus \emptyset
\]

where, \( AT(s_i) \) is the set of authorized tasks of \( s_i \).

We further distinguish the current task that the subject is performing from its authorized set of tasks. If there is no current task for a subject, then a standard value “Nil” is assigned as its current task.

Definition 7: (Current task) Current task is the task that a subject is currently performing.

\[
CT: S \rightarrow T \cup \{ \text{Nil} \}
\]

Information, specifically personally identifiable information, is collected and stored for certain usage purposes. As pointed out earlier, it is required by data protection laws (e.g., the EU GDPR) that the processing of such information should be permitted where it is necessary to serve those purposes. Accordingly, the tasks that access the information for processing must be assigned a specific purpose that they are designed to serve. As an example, in a hospital information system, an admission task, which is designed to serve the admission purpose is only allowed to operate on information that is collected for the administrative purpose.

Definition 8: (Purposes) The set of all purposes for which data is collected and processed in an application is denoted by \( P \)

\[
P = \{ p_1, p_2, \ldots p_n \}
\]

Relationship between the purposes play a crucial role. Hierarchically structured purposes can, i) improve the granularity of the access control rules by constraining the access to specific sub purposes and ii) lend itself well to specify interconnected purposes to related OWL classes. Set \( P \) is defined to have an order relation \( \leq \) and forms a partially ordered set \( (P, \leq) \). The hierarchical structure we propose for the purposes is exemplified and illustrated in figure 4. The top level nodes are “super” purposes that dominates their children. As a consequence, tasks and authorization objects are identified both from the purposes directly assigned to them and from the purpose subsumption relation. Correspondingly, in order to be aligned with the hierarchically structured purposes, the tasks, which are designed to serve the purposes need to be hierarchically structured as well. Figure 5 shows an example of a task hierarchy with diagnosing as the super task, which is assigned the super purpose MT. Further, its two sub tasks General Check and Kidney Check are assigned sub purposes GT and KT respectively.

Definition 9: (Purpose of a task) For each task in an application, there exists a purpose in set \( P \) that is served by the task.

\[
\phi_T: T \rightarrow P
\]

Where \( \phi_T \) is a purpose assigning function for tasks and \( \phi_T(t_i) \) is the purpose of the task \( t_i \).

Further, the authorization objects \( O_A \) of a system need to have specified purposes for which they are collected and stored. However, determining purposes for every RDF instance is time-consuming and error-prone. Hence, in this paper we consider that every OWL class in a domain of interest is assigned a set of usage purposes. The relationships \( R \) that are specific to the instances of a class and the instances themselves inherit the purposes of that class.

Definition 10: (Purposes of OWL classes) Each OWL class in a domain of interest are assigned a non-empty set of purposes.

\[
\phi_C: C \rightarrow 2^P \setminus \emptyset
\]

Where \( \phi_C \) is a purpose assigning function for OWL classes and \( \phi_C(c_i) \) are the purposes of the elements and the relationships \( R \) of the class \( c_i \).

In the original Task-Based Privacy model a set of data transformation procedures are defined for each tasks. In order for a subject to perform its tasks it needs to be authorized to execute certain transformation procedure on the authorization objects. In the Semantic Web context however, query answering is the major essential operation [22]. Hence, we consider query answering as the only action by the subjects \( S \) on the authorization objects \( O_A \), in access control terms this represents the \( \text{READ} \) action and denoted as \( \text{READ}(O_A)_S \).

B. Model Constraint and Properties

In this subsection, we formally define the security policy that constraints the behavior of a Semantic Web query answering system such that subjects only receive the information that they allowed to receive. Further, we define security
properties that need to fulfilled by the system in order to control the inference of specific information from a general set of information.

Security Policy-1: (S1): A subject is granted read access to \( O_A \), only if the purpose of a subject’s current task is contained in the set of purposes of the OWL classes that enclose the \( O_A \) or is a super purpose of a purpose in that set.

\[
\forall s_i \in S, O_A \in G : READ(O_A)_{s_i} \Rightarrow \phi_T(CT(s_i)) \in \phi_C(C(O_A)) \lor \phi_T(CT(s_i)) \geq p_j, for \ p_j \in \phi_C(C(O_A))
\]

Security Policy-2: (S2): The subject must be authorized to execute its current task.

\[
\forall s_i \in S : CT(s_i) \in AT(s_i)
\]

The current task \( CT(s_i) \) of \( s_i \) must be an element of its authorized tasks.

Security Properties: However, the soundness of the security policy (S1) is challenged by the interrelationships among the classes of \( O \). In this sub section, we define security properties for OWL class taxonomies to ensure S1 is consistent. Properties for subclass, class union, and class intersection are defined.

Subclass: Subclass axioms represent the taxonomy of OWL classes that describe the domain of interest \( K \). Semantically, lower level nodes are more specific than the generic higher level nodes in a OWL class hierarchy [23]. In this context, to restrict access to specific subclasses, specific purposes need to be assigned to the subclasses. However, subclass axioms also imply membership of parent classes and this is an allowed inference. Hence, for the reasoning engine to include this inference, the purposes of the subclasses need to be included in the purpose assignment of their parent classes.

C1 (Subclass): Given the classes \( B, D \) and if \( B \subseteq D \), then the purpose assigned to the subclass \( B \) must be included in the purposes assigned to its parent class \( D \). If \( B \subseteq D \Rightarrow \phi_C(B) \subseteq \phi_C(D) \).

Figure 6 shows an illustrative example, where the subclass \( B \) is assigned the purpose \( p2 \) and that the purpose is included in the purposes for \( D \). S1 implies that the task that is assigned the purpose \( p2 \) is allowed to view the instances of \( B \) and the semantic relation (implicit knowledge) that \( B \) is a subclass of \( D \). Whereas, the task that is assigned the purpose \( p1 \) is allowed to view only instances of the more general class \( D \).

Class Union: The union of two or more classes consist of instances that are member of at least one of those classes. Semantically, the union encompasses of instances of one or more specific subclasses. In this context, the purpose assignments of the specific subclasses that comprise an union class are included in the purpose assignments of that union class.

C2 (Class Union): Given the classes \( A, B, D \) and if \( A \) is a result of set union of its subclasses \( B \) and \( D \), then the purposes assigned to \( A \) must include the purposes assigned to its subclasses. If \( A = B \cup D \Rightarrow \phi_C(A) \supseteq \phi_C(B) \cup \phi_C(D) \).

Figure 7 shows an illustrative example, where the union class \( A \) includes the purpose assignments \( p1, p2 \) of \( B \) and \( C \) respectively. According to S1 the tasks that are assigned either \( p1 \) or \( p2 \) are allowed to view the individuals of respective subclasses including the knowledge about the union.

Class Intersection: The intersection of two or more classes contains exactly every individual, which is a member of those concerned classes. Semantically, i) the overlapped class is more specific than the generic overlapping classes and ii) the overlapped class combines individuals belonging to two or more distinct classes which may have been collected for different purposes. Hence, access to the overlapped class must be constrained, so that unauthorized inference of the respective overlapping class is prevented as well as the illegal inference of overlapped class from the overlapping class. As consequence of the purpose hierarchy introduced in III-A, the purpose assignment of the overlapped class needs to dominate the purpose assignments of its overlapping classes.

C3 (Class Intersection): Given the classes \( B, D, E \) and if \( E \) is a result of set intersection of \( B, D \) then the purpose assignment of \( E \) must dominate the purpose assignments of its overlapping classes. If \( E = B \cap D \) then \( \phi_C(E) \supseteq \phi_C(B) \land \phi_C(E) \supseteq \phi_C(D) \) and \( \phi_C(E) \) is the lowest super purpose of \( B \) and \( D \) in the purpose hierarchy (i.e any other super purpose of \( B \) and \( D \) is dominating \( \phi_C(E) \)).

Figure 8 shows an illustrative example. The overlapping classes \( B \) and \( D \) are respectively assigned sub-purposes GT and KT from the example purpose hierarchy presented in Figure 4. In the Figure 4, it shows that MT is the super-purpose in the hierarchy that subsumes GT and KT. According to S1, the task
that is assigned MT which inherently subsumes the subtasks with purposes GT and KT is allowed to view the individuals of B, D and E. Whereas the subtasks with purpose assignments GT or KT is allowed to view the instances of the respective overlapping classes.

IV. USE CASE: ACCESS TO PROVENANCE INFORMATION IN A HOSPITAL INFORMATION SYSTEM

An imaginary hospital called St.Mark hospital tracks provenance for the web documents to serve various provenance related automated queries. RDF is used to describe the provenance of web information using the ontology PROV-O. Access to such information needs to be managed for security, and especially for privacy reasons. The authorization policy of St.Mark hospital information is based on the purpose limitation principle. We consider the surgical part of the hospital service in this example. A patient needs to be admitted and diagnosed for a surgery procedure, hence the data usage purposes listed in Table I are identified for this scenario;

Table I. Purposes for data processing in a surgical care scenario

<table>
<thead>
<tr>
<th>Purposes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administration (AD)</td>
</tr>
<tr>
<td>Audit (AUT)</td>
</tr>
<tr>
<td>General Treatment (GT)</td>
</tr>
<tr>
<td>Kidney Treatment (KT)</td>
</tr>
<tr>
<td>Medical Treatment (MT)</td>
</tr>
<tr>
<td>Care Transfer (CA)</td>
</tr>
</tbody>
</table>

Graphical representation of the provenance ontology encompasses of OWL classes, taxonomy and relationships in an imaginary surgical scenario is shown in Figure 9

According to the PROV-Data Model (PROV-DM) [24], the ellipses represent the data items, the rectangles represent the processes or the activities that act on the data items and the hexagons represent the respective agents. Each of these PROV elements are modeled as OWL classes in Figure 9 including the respective relationships, which are also modeled in accordance with the PROV-DM. Each OWL class is assigned a set of purposes for which the data is collected and stored. In the following subsections we present a set of examples of how the purpose limitation principle is enforced using the model described in Section III. In particular, we illustrated using an imaginary scenario, the security properties of the proposed model and the details of directly assigned and indirectly derived sub purposes.

A. Security Properties: Subclass and Union of Subclasses

In the OWL semantics, being member of a subclass implicitly means being member of a respective superclass. Hence, a query to an instance of a subclass includes the information that the instance is also a member of a superclass. Since super classes are more generic than the specific subclasses, the query to the superclass instances however, should not include the knowledge of the corresponding subclasses. Thereby, unauthorized inference of specific information from general information is prevented.

Figure 10. An example of a RDF subgraph that includes knowledge of respective super class
In Figure 9, “admission staff” class is more specific than the generic “person” class. According to S1, an auditor who is performing audit provenance query as part of an audit task to fulfill the audit purpose is authorized to read the RDF subgraph that is stored for audit purpose.

The resulting RDF subgraph is shown in Figure 10, which includes the implicit knowledge that “John Smith” who is an admission staff is also a member of a “person” class. Whereas, an administrator, who is executing a query that is related to the admission task for performing the administrative purpose, will receive the RDF subgraph depicted in Figure 11. This subgraph does not include the knowledge about a specific admission staff but the knowledge that the associated PROV agent, is a member of a “person” class.

The same principle is applied to the union of two or more subclasses. The classes that add up to a union are more specific than the generic union class. Querying for instances of subclasses that comprise the union includes the knowledge that the subclasses are part of an union class. Likewise, querying the instances of the union class includes the knowledge of the subclasses that comprise the union. This is because, unlike the generic super class that is an abstraction of infinite number of specific classes, the union class consist of exactly a finite number of subclasses.

In Figure 9, “Surgery” is a union of “Removal activity” and “Transplant activity” with purposes “GT” and “KT” respectively. Figure 12 shows an example of a returned RDF subgraph for a provenance query related to a general-check task that fulfills the general treatment purpose. The subgraph includes the knowledge that “Polyp removal” is part of an union class “Surgery”.

B. Security Property: Class Intersection

In OWL class intersection, the overlapped class is more specific than the overlapping classes. Hence, it must be ensured that unauthorized inference of overlapped class from the generic overlapping class is prevented. Similarly, the inference from the overlapped class to the overlapping class need to be permitted because if a subject get hold of the all the overlapping classes then the subject can easily infer the overlapped class. This achieved in our model by means of the super-purposes and sub-purposes hierarchy. As result of the semantics behind the super-purpose, the overlapped classes need to be assigned super-purposes. Thereby, authorization on the overlapped class subsumes the purposes of the overlapping classes.

In Figure 9, “Result Summary” is more specific than the generic overlapping classes “General Checkup” and “Kidney tests”. A specialist executing a provenance query as part of the diagnosing task for the fulfillment of the medical treatment (MT) purpose, will receives the RDF subgraph shown in Figure 13. The subgraph does not only include the instance of the overlapping class “Result Summary” but also the knowledge that it is an intersection of classes “General Checkup” and “Kidney tests”. This is due to the fact that the purposes of
both the “General Checkup” and “Kidney tests” classes are the sub purpose of MT. According to S1, a task, which is assigned a super purpose can access the information pertaining to its corresponding sub purposes. However, the RDF subgraph returned for the task that is assigned a sub-purpose GT does not include the knowledge of the overlapped class (see Figure 12).

V. RELATED WORK

Much research on access control for provenance information does not acknowledge the emerging Semantic Web principles that underly the web provenance architecture. One exception is the work by Cadenhead et al. [25], they extend the access control language for generalized provenance model [26] with regular expressions. Regular expressions are used to identify relevant parts of the RDF graphs that represent provenance. Although, the policy specification of their model includes access purposes, they did not consider the entailments provided by OWL or RDF semantics.

Further, considerable amount of research has been devoted to investigate the access control models for RDF data stores. Jain et al. [13] propose a mandatory access control model for the RDF data stores that include derived RDF statements that follow from a RDF schema. However, OWL semantics that we have considered in our model are formally grounded and hence are more precise than the RDF schema. Furthermore, their model is based on a linear hierarchy of security classification labels assigned to the data objects, which is not pragmatic to define in the context of emerging applications except for the military domain. There are lot of research efforts on access control policy languages that specify access restrictions for semantically enriched information. Amongst which, the most relevant one is the work done by Kaushik et al. [12]. They propose a constraint logic based policy language to represent disclosure constraints for exposing parts of the ontology, and removing or desensitizing sensitive ontological concepts. However, in their model the disclosure constraints are not based on the access restriction attributes of the access objects, which is the primary focus of our model. On the similar basis, the work by Qin et al. [14] is an identity-based access control model rather than a mandatory access control model. Although, similar to our model their model is based on the relations between the OWL classes and how those relations can reveal information about one class from that of the other. We ascertain that both the work can be extended using our model.

Finally, significant amount of research effort has been put on automatic processing of privacy policies that enforce purpose limitation over the personal data access. Two main policy languages that formally represent enterprise data processing requirements are EPAL [27] and PPL [28]. Data usage restriction of these languages, however, are centered around data objects that does not represent semantic relationships. Similarly, Task-Based Privacy model [15] places technical controls for the implementation of legal privacy requirements such as purpose limitations but again the focuses is on the data objects that are not semantically enriched.

VI. CONCLUSIONS AND FUTURE DIRECTION

The major strength of our model is that it recognizes the characteristics of the protection objects rather than the characteristics of the subjects. We ascertain however, that our model can be integrated into the role-based access control by authorizing the tasks to the roles instead of the subjects. In our model, we consider that the restriction attributes are for each OWL class including its relationships. However, the relationships that connect individuals of different classes might involve different type of semantics than class taxonomy hence may require a discrete access restriction attributes on its own. Furthermore, the abstraction on the OWL relationships due to our model introduces violation of integrity with respect to the OWL relationships. Figure 11 shows such a violation, where the instance “Discharge Summary_1” is unrelated to any class. Hence, in our future work we consider to study unauthorized inferences result from the OWL class relationships besides the OWL class taxonomy and consider to devise an abstraction mechanism for mitigating unauthorized inferences, which respect the OWL relationship constraints.
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Abstract—We are living in the “big data” age. In many ways, big data is equivalent to complexity or mess. Extracting relevant information from any complex environment is a challenging but necessary task required in every scientific field. An assortment of graphs, figures, and charts have been developed to visualize n-dimensional data since the early ages of science. In the recent past, the number of dimensions in a visualization were limited by computational factors. Visualizing n-dimension is difficult but achievable by using data projection and reduction methods. Unfortunately, these methods often introduce ambiguities and inaccuracies, which can subtly corrupt results. Data provenance chronicles the core life cycle of a data set, which includes data source and creation processes, accounts for many of the processing techniques that a data set is subject to, like debugging, auditing and quality control. Additionally, data protection mechanisms such as data access control and authenticity valuation methods are also tracked by provenance. In this paper, we introduce an effective method to visualize and analyze semantic provenance data by adhering to the Human Computer Interaction principles. Our proposed data provenance visualization system involves the user in the visualization process. By capturing and analyzing a user’s attentiveness and perception level, we develop a provenance visualization system with specific visualization types and methodologies.
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I. INTRODUCTION

Data provenance records the journey of data from its creation to its application [1]. Data provenance is produced with complex transformations and processes like workflows [2]. Data provenance collection systems capture provenance on the fly. However, their collection mechanisms may be faulty and have dropped provenance notifications. Hence, provenance records may be partial, partitioned, or simply inaccurate [3]. Incompleteness and inconsistency of provenance records, if they exist, are a challenge for analyzing provenance datasets.

As more information technology (IT) systems are developed and implemented, the interpretation requirements for big provenance data also increase [4]. Data visualization is an important field, which offers many techniques to develop an intuitive interpretation of data, often by way of efficient visualization capabilities [5]. Therefore, data visualization is an important step in the process of maximizing perception efficiency [6].

Data visualization is considered visual communication by many experts. Many visual communication techniques create processes that improve visual data representation via diagrammatic displays that use data properties, variables, and information units. Effective visualization can assist users with analyzing and evaluating data by making complex data more accessible, clear and usable [7].

In this paper, our goal is to help users by generating an effective provenance visualization process that complies with Human Computer Interaction (HCI) principles and user interaction. To achieve these goals, this study states the following objectives, which are briefly described below:

Objective 1: Achieve user-assisted visualization of Big Provenance. We will develop real-time and offline visualization techniques by capitalizing on existing visualization techniques from relevant fields. In our case, we concern ourselves with the social media domain. We will research existing provenance visualization methods for temporal provenance data and analyze the various visualization techniques and methodologies. A user’s preference for customized visualizations, and their perception of these preferred methods, will be analyzed using HCI evaluation methods. The results will be used to improve the visualization system.

Objective 2: Design and create Big Provenance visualization methods, such as visualization templates. Few research studies on provenance visualization exist in the literature. We will study and extend the existing methodologies and introduce novel visualization layouts that deal with temporal provenance data. We argue that new customized layouts and visualization methodologies can be developed. The techniques need to be based on both the provenance data domain and user requirements.

Objective 3: Develop domain-independent Big Provenance visualization. We will study existing domain-independent provenance specifications for data representation. Particularly, we will consider Open
Provenance Model (OPM) and Provenance Ontology (PROV-O) specifications.

The remainder of this paper is organized as follows: Section II provides the relevant literature review. Section III discusses various application scenarios to describe the scope of this research. Section IV reviews our proposed methodology and Section V describes the aspects of Human Machine Interface (HMI) that are important to this study. Finally, Section VI presents the conclusion and future work of our paper.

II. LITERATURE SUMMARY

Kunde’s seminal work [12] on Provenance Visualization Components provides us with an important set of requirements, summarized below:

a) Process: a summary of the process as a sequence of data inspection steps;
b) Results: user-centric and includes the intermediate- and end-results of interactions;
c) Relationship: the relationship between actors or interactions;
d) Timeline: observations of time;
e) Participation: the accuracy of the participants;
f) Compare: describes the distinction between two subjects;
g) Interpretation: the individual visualization related to the end user’s special questions.

In his considerable research, Chen’s visualization goal is to satisfy the audience or reader. He addresses Kunde’s requirements as follows: a-c) Chen’s visualization tool is based on a known provenance model called Open Provenance Model (OPM) for provenance representation. This model represents entities and relationships as nodes and edges on a graph [9]. OPM models can represent a full graph with process steps and process results, an abstract graph with any of them; d) OPM represents time information as edges and nodes; e) OPM represents participation by agents. Chen’s tool enables users to evaluate the accuracy of the participations visually; f) a tool is used for comparing attributes of nodes. Chen extended the DePiero graph-matching algorithm to compare provenance graphs; g) Chen developed a customized layout algorithm and a visual style to interpret specific use cases.

In Chen’s research, network application provenance is studied from large-scale distributed apps that run on large testbeds like the Planet Lab or in network simulations like the provenance data from NASA satellite imaginary.

Provenance visualization research is often restricted to small graphs, graph matching techniques and graph layouts. Taverna is a scientific workflow management system (SWMS) that benefits from Chen’s visualization method. Taverna helps answer questions based on experimental results. VisTrails is another SWMS that can navigate workflows by using the users intuition to compare workflows, intermediate- or end-results, or to evaluate the results. Probe-It is a popular SWMS that allows scientists to focus on intermediate or final visualization results for back and forth provenance [8].

The Prototype Lineage Server (PLS) enables users to get lineage information by searching metadata groups that can provide helpful details about the workflow transformations and data products. Pedigree Graph is a tool in Multiscale Chemical Science (CMCS) and Multi-Scale Chemistry (MSC); it uses a portal to view multi-dimensional provenance. The My Grid tool displays graphs based representations of RDF-coded provenance by using Haystack. Provenance Explorer, reliable provenance visualization tool that creates customized dynamic views of scientific provenance data depending on the user requirements and access privileges.

In another study [8], Chen collected e-science provenance data, which yielded an OPM visualization Direct Acyclic Graph (DAG). The temporal representation of provenance graphs has generated partitions that maintain temporal order between node subsets by using the Logical-P algorithm [8]. Graph annotations and fully labeled graphs are visualization tools for representation. Temporal representation failures can be detected in workflow executions or the provenance capture.

III. APPLICATION FEATURES

Features of study like ontology model, layout components, use cases and visualization tool are presented in this section.

A. Ontology

Ontologies are at the heart of any semantic technology. An ontology is formally defined as a set of specifications associated with a concept. Many researchers use ontologies as mechanisms for sharing and reusing information. Ontologies can easily express relationships between identifiers. They share many qualities with knowledge representation systems.

PROV-O: The PROV ontology (PROV-O) is an OWL-based ontology that allows PROV-data models to use RDF mapping developed by W3C. The PROV-O terms are defined as classes and properties, and they are grouped into three categories: starting point terms, expansion terms and qualifying relationship terms to provide an incremental input to the ontology [11].

Starting point term classes and properties are used to creating simple provenance descriptions that can be detailed using the terms of other categories. Ultimately, starting point term classes are a small set of classes and properties that create simple, initial provenance descriptions. PROV-O categories are listed and defined below:

- **Entity**: An entity is a conceptual, digital, physical or virtual object with specific aspects. It can be real or imaginary.
- **Activity**: An activity is an action that repeats over a period-of-time and is acted upon by entities; actions may include processing, consuming, modifying, transforming, using, relocating or generating entities.
Agent: An agent is an operation (or operator) that is responsible for activities, for the existence of an entity, and for the activities of other agents. The three main classes are correlated and use the properties that are illustrated in Figure 1.

Extended classes and properties provide additional actions that may be used to relate classes in the Starting Point category. Qualified classes and properties provide elaborate information about relations using Starting Point and Expanded features.

B. Layouts

A layout is a main component in data provenance visualization; it improves the comprehension of a user. A layout depends on user requirements and the origin of provenance data [9]. A researcher often needs to see multiple layouts and determine the layout, which is the most meaningful and relevant. As an example, the hierarchical provenance visualization layout is a provenance graph that is separated into layers according to relationships; the most important relationships appear at the top layer and the final results appear at the bottom of visualization.

Figures 2, 3 and 4 shows customized layout examples. As mentioned earlier, in provenance visualization a circle denotes a process while a square denotes an artifact [15].

C. Use Cases

Provenance visualization concepts are difficult to develop. To have a general visualization technique, care must be taken to prevent the loss of connection between an application domain’s specific requirements and data provenance interpretation.

The main purpose of this study is to develop several visualization concepts and evaluate them based on concrete requirements. The provenance community supports the development of different visualization techniques and evaluates them for possible application domains.

In the proposed research, to define scope, we outline potential application areas and their associated Interactive Provenance Visualization solution requirements.
2) **E-Science Provenance Visualization:**

e-Science is computational, science-intensive data found in highly distributed network environments. Research into e-Science provenance focuses on the capturing, modeling, and storage of provenance data. In e-Science, considerably larger volumes of data with higher complexity exists because their systems are continuously running for extended periods to support scientific experimentation [8]. One of the motivations of this research is to find methods to improve visualization data provenance in the e-Science domain.

D. **CYTOSCAPE**

Cytoscape is an open source software platform that provides visualization tools using the interaction between networks and biologic pathways to integrate multiple networks that have expression profiles, annotations, and state data. Cytoscape was developed and designed for molecular biological research, but later became a general platform for complex visualization and analysis. Cytoscape’s basic set of features include analysis, integration and visualization; they are provided by the core distribution of Cytoscape.

One of the strongest features of Cytoscape is that it allows the use of plugins to develop new visualization techniques. By supporting detailed and overlaying visualization with supplementary tools, Cytoscape is a suitable development environment for general provenance visualization. Provenance graph visualization that can interact with a Karma provenance server to extract provenance in XML form, can be created via a Cytoscape plugin [9].

IV. **METHODOLOGY**

In this study, temporal representation and stream data provenance visualization will be analyzed. We will research how to achieve provenance visualization of temporal provenance data by developing a set of visualization techniques and methodologies. Real-time visualization and offline visualization will be implemented. We apply developing methods on test case scenarios in social media domains.

Chen’s provenance visualization steps will be used as a base for our test case scenarios [9].

A. **Incremental Loading**

Provenance data can be very large and dense. The lineage records or PROV-O annotations alone provide an opportunity to capture additional information about data execution or creation. To support visualization over large graphs, a system must be able to read XML-formatted provenance graphs with and without annotations. A KOMADU system will be the basis of this research. A KOMADU system is a data capture and visualization system. It was developed for scientific data provenance in the Data to Insight Center at Indiana University. KOMADU generates PROV-O compliant XML files that doesn’t have annotations for Processes or Artifacts.

For scalability purposes, we will first investigate how to manage scalability in our developed solution. Provenance data features, i.e., lifecycle metadata on activities, will be reduced to create a reduced-dimension visualization. We will eliminate redundant data and generate provenance data partitions to group different visualization items to increase user’s perception [9]. Data scalability for the proposed temporal representation process can be improved by using MapReduce programming paradigm [16].

B. **Customized Layouts**

Customized layouts developed in Chen’s study include extending the hierarchical layout algorithm that sorts sibling nodes, grouping layout algorithms, creating concatenated string-embedded layout algorithms for provenance data like a history chain [9], which will be referenced in our study. Research on the improvement of existing layouts and the development of new customized layouts will be realized by considering user navigation models, HCI principles and provenance data nature.

The Bilkent University data visualization research group [13] has several projects on compound graph visualization based on several different customized layout displays. Their layout model handles the followings:

- levels of nesting
- inter-graph edges span multiple levels of nesting
- non-leaf nodes links in the nesting hierarchy

C. **Visual Style**

In data provenance visualization, Chen has created a default visual style for provenance graphs, using magenta for artifacts, different predefined colors for a different type of edges [9].

New visualization styles, according to HCI studies on related attributes like size, color, etc., and Gestalt rules parameters, are subject to the study. We will research how to achieve provenance visualization of temporal provenance data that is associated with different existing visualization techniques and methodologies. User attraction and perception towards the customized visualizations will be handled by user HCI evaluations and will be used to improve the visualization system. Gestalt rules will be examined to find adaptation-related principles to increase usability of the system [9].

D. **Abstract View**

Provenance relationships are complex graphs that overwhelm researchers. To eliminate and summarize provenance visualization, Chen’s two approaches are:

- Clustering neighbor nodes
- Eliminating process/artifact

The process of clustering neighboring nodes into a single node was introduced using a plug-in in Cytoscape. This
approach is helpful while exploring a provenance graph and dealing with graphs that have many nodes [8].

In the second-phase, a process of elimination removes process nodes that connect two artifact nodes with a “was generated by” incoming edge and “used” outgoing edge. The process node is changed by a new “was derived from” edge. This process of graph abstraction and pruning removes any unnecessary info and limits the graph size.

In this section, we will study new approaches for summarization and elimination processes of provenance data. Using MapReduce programming paradigm, data abstraction on the proposed temporal representation process can be enhanced.

E. Graph Comparison

To satisfy provenance analysis, graph comparison is a key process. In Chen’s study, Direct Clustering Algorithm (DCA) is used to compare two provenance graphs by finding the best matched and unmatched nodes [9]. The DCA algorithm basically depends on the order of inputs. For example, B to A is not same as A to B. In this research, an improved DCA algorithm will be developed and implemented to compare graphs. The comparison of more than two graphs is also an important task, for reasons below.

- Provenance data can exist in a high-dimensional space. This causes graphs to have thousands of nodes and attributes, which makes clustering of such data tremendously difficult.
- Difficult to locate both structural and nonstructural information and combine it into a single uniform attribute space.

V. HUMAN MACHINE INTERACTION ASPECTS

In this study, we propose an improved data provenance visualization system that involve user in the visualization process by capturing and analyzing user’s attention and perception level towards specific visualization types and methodologies.

A. User Involved Visualization

The proposed system involves the user; the user can improve usability and increase the system’s effectiveness. The system will support user-based navigation by capturing a user’s attraction to and perception of a specific set of layouts/methodologies. At first, the distinct existing layouts will be studied to visualize big provenance data. If necessary, depending on the characterization of the provenance data and user requirements, new customized layouts will be introduced.

B. HCI Model Construction

We will measure the user’s perception and analyze the level of provenance visualization for a set of abstract layouts by capturing and analyzing a user’s attention, attraction and perception level. After that, the correlation between the attraction/perception level and type of provenance data visualization will be determined to find suitable layouts/visual styles for specific kind of requirements or specific data domains. A layout/visual style HCI model will be constructed to verify this process. In the user perception level, the following 2 methods are proposed:

1. Questionnaire: a set of questions based on experimental protocols will be asked to analyze attraction/perception level
2. Eye Tracking: gaze parameters are used to extract perception information based on literature parameters.

VI. CONCLUSION AND FUTURE WORK

We have discussed provenance and techniques for provenance visualization. We are interested in providing an effective solution to visualize and analyze semantic provenance data by adhering to HCI principles. Efficient visualization helps users to analyze and understand data using valid evidence. Visualization makes complex data more accessible, understandable and usable.

According to provenance data interpretation requirements, the development of provenance visualization is difficult to create. One of the most enduring challenges is to maintain the relationship between the data and its application.

Our improved data provenance visualization system that places the user in the loop, captures and analyzes the user’s attention and perception level while he/she reviews specific visualization types and methodologies suggested by the system. The system then analyzes this information to determine the best type of visualization. In this way, the user determines the visualization process autonomously.

The goal of the system is to help the user navigate exploration provenance visualization. A user’s mind map typically determines what is going on in an experiment. A mind map model will be used to interact with the user and explore visualization activities.

The major contributions of this research include the following:

- We develop an effective user-navigated provenance visualization system. We will introduce a temporal provenance data visualization solution with aspects of HCI research. Our approach will be based on user preferences and perception levels after reviewing several visualization layouts and types of provenance visualization. To increase the effectiveness of visualization, a user’s attraction/perception level will be captured and analyzed.
- Domain independent visualization: We will abide by the recommendations of W3C’s PROV-O specifications for provenance representation. Since
PROV-O specifications are domain-independent, the representation does not provide domain-specific vocabulary for our case study domains (e.g. social media data). Ontologies that define related domains will be introduced for specific domain representations.

- Customized Visualization Layouts and methodologies: In this paper, to understand large-scale data provenance, new abstract layouts, based on various studies, will be developed to provide customized layouts to the user.

- A highly scalable and high-performance visualization system will be used in our test case scenarios. We will deal with critically large scale provenance data. To make our system scalable, we will use techniques like incremental loading and compression. The effectiveness of visualization, graph matching, and partitioning will be improved to provide faster query times in provenance graph data.

- Real-time support for the continuous and real-time analysis of Big Provenance data and stream data visualization will be provided via a series of stream processing techniques. User-assisted real-time visualization, anomaly detection, and root cause tracing will be analyzed in terms of provenance graphs.

- A platform-independent PROV-O Cystoscope plugin will be developed to visualize provenance based on different layouts and visual style elements.

Our future work will be focusing on the details of the methodology that we briefly outlined in this discussion paper. Our work remains in applying our research to the use cases and conducting experiments based on our research methodology.
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Abstract—Provenance about data derivations in social networks is commonly referred as social provenance, which helps in estimating data quality, tracking of resources, and understanding the ways of information diffusion in social networks. We observed several challenges related to provenance in the social network domain. First, provenance collection systems capture provenance on the fly; however, their collection mechanism may be faulty and have dropped provenance notifications. Hence, social provenance records may be partial, partitioned, or simply inaccurate. Although current provenance systems deliver a source of real provenance data, these systems do not provide a controlled provenance generation environment; and there are few that contain provenance with failures. Synthetic provenance databases are available in other domains, such as e-Science; but there is also a need for such a database in the social networking domain. To address these challenges, this study introduces a large-scale noisy synthetic social provenance database, which includes a high volume of large-size social provenance graphs. It also introduces metrics that can be used to capture such vital information as provenance for calculating data quality and user credibility.
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I. INTRODUCTION

Social networks are described as online communities and groups of individuals communicating in a Web-based environment, in which their users can interact with each other by posting, commenting, or showing sentiment actions provided by the social network. In addition, social media have been used for gathering information about large-scale events, such as fires, earthquakes, and other disasters, all of which impact government and nongovernment organizations at the local, national, or even international level. Individuals also use social media to find reliable information about what is going on around them and thus are able to leverage new information as quickly as possible [1].

Social media deliver users a large-scale and easy-to-use platform that cannot be achieved using traditional media. Understanding information propagation in social media provides additional context, such as knowing the information originator and its transition modifications until the end of its life cycle. The normal social media user applies such knowledge to evaluate the trustworthiness and correctness of this information [2]. As in real life, the quality of information or objects created in social networks value is affected by its provenance.

We observed several challenges related to provenance in the social network domain. First, existing social networks do not provide any programming interface for accessing the provenance information of the data published therein; and there are no existing mechanisms for identifying and tracing data objects. Provenance collection systems capture provenance on the fly. However, their collection mechanisms may be faulty and have dropped provenance notifications. Hence, social provenance records may be partial, partitioned, or simply inaccurate. Incompleteness and inconsistency of provenance records, if they exist, are a challenge for analyzing provenance datasets [3], [4]. There is a need for a synthetically created social provenance database that is modeled on real social interactions and populated with failure patterns. Although synthetic provenance databases are available in other domains, such as e-Science, there is a need for such a database in the social networking domain as well. Second, social provenance records can grow large quickly because of the high number of participating actors. Although the number of services involved in e-Science workflows is in the order of hundreds, this number can grow to a scale in the order of thousands or millions of social interactions that take place on social media.

To address the abovementioned challenges, this study introduces a large-scale noisy synthetic social provenance database, which includes a high volume of large social provenance graphs. The study also introduces metrics that can be used to capture such vital information as provenance for calculating data quality and user credibility.

The remainder of this paper is organized as follows: Section 2 reviews related work. Section 3 discusses the social provenance metrics that are proposed to be included in social provenance datasets. Section 4 examines our methodological way of creating a synthetic social provenance dataset. Analysis of the generated provenance dataset is addressed in Section 5.

II. RELATED WORK

Several provenance systems currently exist that function as a source of provenance data. However, these systems do not deliver a controlled provenance generation environment; and there are few examples of such systems that can generate provenance with failures [5]. On the other hand, there are several synthetic workloads that have been developed for many different purposes. Some were used in the area of distributed systems [6]–[8]; some were generated for use in the networking research area [9], [10]; and each was used to evaluate performance, as well as for benchmarking purposes,
in their respective areas. Lately, there has been increasing interest in generating synthetic social workloads in the social network domain. Although social networks have high availability, sometimes the collection of social network data may not be feasible due to privacy concerns, where access to such data is restricted to analysts. Some of the introduced synthetic social network generators rely on samples of similar datasets, such as in [11], where a social media dataset can be cloned from an existing set of statistics. Another interesting example of a recent synthetic social network generator [12] simulates the LinkedIn social network. Here, the generation process had two stages. The first stage was the construction of the base network. The second stage was the addition of LinkedIn endorsements where users can publicly verify that people they know are qualified in the skill that they claim for themselves. However, neither of these simulated network data attempt to model failures. The unreliability of the protocol between the provenance tool and the application were discussed in [5], where a 10 GB database with several scientific workflows was generated using WORKEM, a workflow emulator tool [13].

The database was generated based on real-life e-Science workflows. This study used the Karma provenance capture and management system to manage the scientific provenance datasets, which were compatible with the Open Provenance Model (OPM). The use of such a simulated database in unmanaged workflows is discussed in [14].

To the best of our knowledge, there are no generated workloads and synthetic provenance datasets that have been developed specifically for social provenance research. This study introduces a large-scale noisy synthetic social provenance database, including a high volume of large-size social provenance graphs. It also introduces metrics that can be used to capture such vital information as provenance, which can be used for calculating data quality and user credibility in social networks.

### III. Social Provenance Database Requirements

Cheah et al. identified several requirements that must be met for a provenance database [5]: large scale, diversity, and realism. A provenance database should consist of a significant number of provenance records to support research at scale and should be drawn from varied workflows that have different characteristics in terms of size, breadth, and length. Also, the composition of workflows used to generate the provenance should have failure characteristics. In addition to abovementioned requirements, we added another requirement: usability. We argue that a provenance database should address not only the generic requirements, but also its domain-dependent requirements.

In this study, we generated a social provenance database that meets the abovementioned requirements as follows: We met the diversity requirement by generating three different types of social provenance, each representing a different scale of social interactions. The categories of social interactions that we used are 100, 1K, and 5K. For each type of social interaction, we created a hundred social-workflow execution traces. We met the realism requirement by producing the same dataset with a 10 percent rate of notification failure and a 10 percent execution failure rate. (Cheah et al. generated a noisy 10 GB provenance database with failure characteristics [5] for scientific datasets. Their study included failure characteristics for both provenance-notification failures and workflow-execution failures. Note that we do not consider the latter, since a social workflow is not dependent on a specific workflow. Finally, we met the usability requirement by taking into account the major research problems in the social network domain. Here, we are particularly motivated by research problems that have been investigated by the PRONALIZ project, a Turkish National Science Foundation-funded research project [15]. PRONALIZ investigates the use of provenance in social media to develop methodologies for detection of information pollution and violation of copyrights. We created a publicly accessible Web page for this database and made it available for download at [16]. Throughout the experience of using social media, it can be inferred that its users face two major problems. One is the determination of data authenticity and quality. It is challenging to rate the reliability of a source in a user-generated content platform, where sources might propagate false information, causing the spread of a polluted material. Thus, it would be difficult to determine the actual quality of data and how much weight the data should be given. The second problem is the uncertainty of data visibility due to the dynamic nature of content shared on social media, in which changes can occur on the platform’s privacy settings or at the user level by applying more restrictive privacy measures. These policies determine copyrights on a user’s shared data. User data, which are intended to be disseminated in a friend circle, may be spread via resharing within the social network. Users are not aware of who can see their data or apply a process to the data. Thus, problems like violation of copyrights can arise. To create a social provenance database that can be used by researchers to address these problems, we identified a number of metrics.

To obtain a better understanding of metrics and an improved definition of the credibility or trustworthiness of an information source, we first need to present our social network provenance model, which we believe can be used as a generic model for provenance representation on all existing social networks.

Users in social networks tend to provide numerous pieces of information about themselves, which varies from one social network to another. For example, a Twitter user has a dedicated area for only his or her bio, location, personal website URL, and date of birth, whereas a Facebook user can provide much more information, such as personal interests, political affiliation, books read, movies watched, educational background, and schools attended. Table 1 shows some of these attributes or types of information and the percentage of users who have added this information to their Facebook profiles and left it public for everyone to see, according to [17].
The availability of such information plays an important role in the creation of social network provenance metrics. The metrics used in generated social workflows are as follows:

A. User Information Provenance Availability Measure

The availability of a user’s personal information indicates trustworthiness of this user as for Social network user getting information from another well-known user lends credibility to this information. The availability function, as defined by [17], objectively quantifies progress in obtaining a user’s personal attribute values. The availability function describes how much user provenance metadata are available for the statement of interest, in that it allows a user to perform a simple comparison of search strategies employed to obtain provenance attributes. It also allows prioritizing attributes by giving each a specific weight, where the sum of the weights of all attributes is 1; and an attribute with a weight of 0 will have no effect on the outcome of the measure.

B. User Information Provenance Legitimacy Measure

Finding a user provenance attribute might provide some insight; however, a certainty measure of those attributes is needed to indicate validity of found attributes. This can be made by matching found attribute values with attributes found in other sources. The legitimacy function is computed by averaging the number of independent social media sites used to verify the attribute and is proposed to quantify whether or not the provenance attribute values found are valid [17].

C. User Information Provenance Social Popularity Measure (Prestige Centrality)

Typically, a high-profile social network user, who might represent a celebrity or an important individual, has a large number of followers. In other words, a famous user enjoys high popularity, indicated by having many ties with others. In the case of an undirected graph, which is the situation in some social networks, such as Facebook, this metric can indeed be represented by centrality, where an actor with a high degree of importance maintains numerous contacts with other network users. A central user occupies a structural position (network location) that serves as a source or conduit for larger volumes of information exchange and other resource transactions with other actors. This can be measured by simply calculating the summation of each actor’s number of degrees in a nondirected graph and then normalizing it by dividing it by the maximum number of degrees allowed by the social network.

D. Information Provenance Social Impact Measure

The importance of a piece of information may be inferred by the number of social activities associated with it. For example, a tweet with a high number of Favor, Retweet, and Reply operations may reflect the controversial nature of that information.

Thus, we calculate data proximity in the context of a user’s relationships by measuring the social interactions of users who are not directly connected to the subject, divided by the total number of interactions on a piece of information, and dividing the set of all directly not connected users who have performed a social action on a piece of information posted by a user to the set of all unique users who have performed a social action.

E. Information Prominence or Proximity Prestige

Thus, we calculate data proximity in the context of a user’s relations by measuring the social interactions of users who are not directly connected to the subject, divided by the total number of interactions on a piece of information, and dividing the set of all directly not connected users who have performed a social action on a piece of information posted by a user by the set of all unique users who have performed a social action.

F. The Impact of a Post on a User’s Prestige

An increase in the number of followers in response to a post on a social network might provide an indication of the importance of these data. For example, on Twitter a nonprestigious user may gain a very large number of followers by posting valuable information or introducing a piece of information. This should show the impact of the information published on the prestige of its publisher. Table 2, below, shows different categorizations of the presented metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Graph Type</th>
<th>Perspective</th>
<th>Time Dependent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Directed</td>
<td>Non-Directed</td>
<td>Data in the Center</td>
</tr>
<tr>
<td>Verifiability</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Popularity</td>
<td>Prestige</td>
<td>Centrality</td>
<td>X</td>
</tr>
<tr>
<td>Availability</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Social Impact</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Prestige</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Artifact Impact</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

IV. Generation of the Synthetic Dataset

Normally, a scientific workflow describes the accomplishment of a scientific objective process, which is expressed by the task being done and its dependencies. Typically, scientific workflow tasks are computational steps for scientific simulations or data analysis steps [18]. On the other hand, a social workflow is always bound to run on a
social network. Its operations and data are defined by the social network itself. In turn, each social network names the social operations and data formats differently. To obtain a dataset with controllable characteristics that capture the nature of information propagation on social media, we created a fully synthetic dataset imitating Twitter. This synthetic dataset was designed to meet criteria that may not be achievable when collecting data from a Twitter live feed due to users’ privacy settings and availability of different types of personal information, which can impose real issues when evaluating to-be-developed misinformation-detection algorithms. We choose to use W3C’s PROV for provenance and metadata modeling rather than its predecessor Open Provenance Model OPM. In this study, we introduce a set of properties that can be used to map the social operations to PROV-O entities. Table 3 lists these properties along with their explanations. Fig. 1 shows how we mapped Social Provenance attributes to each PROV-O entity.

![Figure 1. PROV-O Specification based Provenance Nodes and social provenance sub-types.](image)

<table>
<thead>
<tr>
<th>Sub-Type (Properties)</th>
<th>Explanation</th>
<th>Equivalence in Social Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Countenance</td>
<td>To support or approve a statement or an entity or its content</td>
<td>Like(v), Favor(v)</td>
</tr>
<tr>
<td>Annotation</td>
<td>to remark, make an observation or make criticism</td>
<td>Reply, Comment</td>
</tr>
<tr>
<td>Publication</td>
<td>To issue textual or graphical materials for public distribution</td>
<td>Post(v), tweet(v)</td>
</tr>
<tr>
<td>Subscription</td>
<td>To follow or watch the movement or course/progress of something or someone</td>
<td>Follow, get notified</td>
</tr>
<tr>
<td>Propagation</td>
<td>To reproduce transmit, spread or disseminate.</td>
<td>Share, Retweet</td>
</tr>
<tr>
<td>Follower</td>
<td>A person who follows another and becomes a subscriber to his/her feed of tweets.</td>
<td>Follower, Liker</td>
</tr>
<tr>
<td>Follower</td>
<td>A person who is being tracked on a social media website or application.</td>
<td>User</td>
</tr>
<tr>
<td>Original</td>
<td>The blog or post in its state at time of creation by its original creator</td>
<td>Tweet(n), Post(n)</td>
</tr>
</tbody>
</table>

TABLE III. TERMINOLOGY IN THE PROPOSED SOCIAL NETWORK PROVENANCE MODEL

Twitter is described to be the largest data source openly accessible to everyone through its stream and search API. Thus, it is the source of much recent research. Currently, many tools have been developed based on mining the large amount of data for information such as tracking earthquakes, world health and the spread of communicable diseases, or even providing real-time information during crises by extracting information from users’ Twitter feeds. In short, Twitter is currently used to mobilize emotionally and physically. Social workflows represent an abstract view of the various social patterns observed on Twitter. It can be understood, visualized, and represented in different formats; thus, analysis of it may also be conducted.

A simple workflow normally represents tweets of users who have no intention of engaging or creating a general topic by not using a hashtag. Such tweets usually tend to generate minimal engagement limited to the user’s followers. However, high-prestige users with very large numbers of followers can stimulate many interactions and create a widespread impression. On the other hand, we define a composite social workflow as a group of separate workflows, where all users are using a unified topic. Generally, in such events, the majority of the participating users employ a global hashtag or the directed mention of a celebrity’s official Twitter account. An example of such social interactions is solidarity and debate where normal opinion-based community is polarized [19]. Users’ interaction dynamics and patterns were observed and analyzed in different social events than belongs to different topic [20]. The study shows different characteristics of the collected social workflows observed from real Twitter data. The possible numbers of user engagements and social interactions in our generated social workflows were derived from these observations, as shown in Table 4. We generated workflows for each of the described categories, in which each workflow is executed four times with different failure-generation modules.

<table>
<thead>
<tr>
<th>Users Pool</th>
<th>Number of Social Interactions</th>
<th>Number of generated workflows</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>400</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
<td>500</td>
</tr>
<tr>
<td>5000</td>
<td>5000</td>
<td>500</td>
</tr>
<tr>
<td>5000</td>
<td>10000</td>
<td>100</td>
</tr>
</tbody>
</table>

A. Database Generation Framework

The four components used in the creation of the provenance database were WorkflowGen, WorkflowSim, Prov Toolbox, and the Komadu provenance repository. Fig. 2 shows an overview of the framework.
Komadu [21] is a standalone provenance capture and visualization system for capturing, representing, and manipulating provenance. It uses the W3C PROV standard [22] considered to be the successor to the Karma [23] provenance capture system.

WorkflowSim is an open-source workflow simulator. It models workflows using a DAG model and supports implementations of some popular dynamic and static workflow schedulers and task-clustering algorithms [24]. WorkflowSim also has failure modeling that supports two failure types on both the job and task levels. Failure rates generated by WorkflowSim are modifiable according to user preference [24]. WorkflowGen, on the other hand, is a tool developed by the same team for the purpose of creating custom DAX workflows to facilitate evaluation of workflow algorithms and systems on a range of workflow sizes, thus creating realistic synthetic workflows resembling those used in the real world similar to the ones gathered from Twitter [25]. We used WorkflowSim as a simulation environment to execute the DAX files generated by WorkflowGen. DAX files represent the abstract description of a single workflow in XML format. The provenance recorded from the logs of the simulation were generated using ProvToolBox and put into Komadu [26].

B. Generated Workflows

The client responsible of the generation of random tweet data consider that any social scenario, no matter how many users are engaged in it or how many social activities has been made upon it, if visualized will be shaped as a multiforked sequential graph. First, the client keeps track of entities linked to the main workflow created either by retweeting or replying. In addition, the client considers only social activities that may be executed on a tweet in that context: Tweet, Like, Retweet, and Reply. The client also creates a pool of agents, where each agent has its own set of popularity, availability, and verifiability values. Finally, the client considers that every social operation is affected by the last social operation made on the same entity. Clients start by creating an initial activity representing a tweet operation, which leads to the creation of the original tweet entity. From that point, the client randomly invokes social operations until the wanted number of operations is reached. The following table shows the Prov-O representation of relationships between entities, agents, and activities created at every iteration, depending on the social operation type.

<table>
<thead>
<tr>
<th>Social Operation</th>
<th>Prov-O representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post</td>
<td>Generation(tweet_activity, main_tweet)</td>
</tr>
<tr>
<td></td>
<td>Attribution(main_tweet, agent1)</td>
</tr>
<tr>
<td></td>
<td>Association(tweet_activity, main_tweet)</td>
</tr>
<tr>
<td>Like</td>
<td>Association(new_agent, like_activity)</td>
</tr>
<tr>
<td></td>
<td>Usage(like_activity, tweet_x)</td>
</tr>
<tr>
<td>Retweet</td>
<td>Association(new_agent, retweet_activity)</td>
</tr>
<tr>
<td></td>
<td>Generation(retweet_activity, new_tweet)</td>
</tr>
<tr>
<td></td>
<td>Attribution(new_tweet, new_agent)</td>
</tr>
<tr>
<td></td>
<td>Usage(retweet_activity, tweet_x)</td>
</tr>
<tr>
<td></td>
<td>Derivation (new_tweet, tweet_x)</td>
</tr>
<tr>
<td>Reply</td>
<td>Association(new_agent, reply_activity)</td>
</tr>
<tr>
<td></td>
<td>Generation(reply_activity, new_tweet)</td>
</tr>
<tr>
<td></td>
<td>Usage(reply_activity, tweet_x)</td>
</tr>
<tr>
<td></td>
<td>Attribution(new_tweet, new_agent)</td>
</tr>
</tbody>
</table>

We generated 1600 workflows with 100, 1000, 5000, and 10000 social operations and 500 workflows for every category except for the 10K we generated 100 workflows. The workflows were generated with different sizes of agent pools, ranging from 10 to 5000 agents, and then executed in the following forms:

- Social workflows with complete successful runs.
- Social workflows with simulation execution faults generated using WorkflowSim’s fault-generation module, which represents missing notifications coming from the social network to specific actions.
- Social workflows with provenance collection faults, in which some of the provenance data extracted are dropped. This type of fault represents errors that might happen during provenance ingestion into the data repository. The dropped provenance data are selected randomly during workflow simulation at a 10 percent rate.
- Social workflows with faults on both execution and provenance collection levels.

We observed 6400 workflow executions. Fig. 3 shows the distribution of workflows by execution case. In total, we had 1936 successfully executed workflow provenances, 1246 workflows with execution failures, 1917 workflow execution provenances with 10 percent notification drops, and 1283 workflow execution provenances with both failure types. The final size of the dataset is around 10 GB of .provn provenance files.

![Figure 2. Social Provenance Dataset Generation Framework](image-url)
Our observations of individual faulty runs also show that the larger a workflow, the higher the failure rate and the dropped notification rate. The following figures below provide samples from all kinds of generated provenance data of all types of social workflows. Fig. 4 shows the visualization of 10 successful social operations workflow runs.

Fig. 5 shows the provenance visualization of 10 social operations workflows with provenance collection failures. It may be observed that some of the relations are missing within the provenance visualization presented in Fig. 2.

Fig. 6 shows the provenance visualization of the same 10 social operations workflow executions with errors on both the notification collection level and provenance ingestion level. Missing activities and missing dangling entities are both observed in the visualization below.

The social provenance database was developed to serve as a test platform for development of failure-resilient misinformation-detection algorithms.

V. CONCLUSION

In this paper, we have shown the need for a large-scale simulated social provenance database. Taking Twitter as an example, we introduced a large-scale noisy synthetic social provenance database, in which we used various social provenance metrics and attributes to capture vital information for calculating data quality and user credibility. The introduced provenance database consists of social workflows of different-size and different-breadth workflows, each created with randomly generated social interaction scenarios utilizing WorkflowSim and WorkflowGen tools. It also has failure characteristics that represent both notification drop failures and provenance collection failures to simulate real-life provenance capture. We created a publicly accessible website at [15] to make the dataset available for research that deals with large-size and high-volume provenance graphs that are downloadable directly as XML files and are accessible through a Komadu repository query interface. We are now using the provenance database to study social provenance quality and to develop misinformation and copyright violation detection algorithms.
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I. INTRODUCTION

The Analytic Hierarchy Process (AHP) proposed by T.L. Saaty in 1977 [1] is widely used in decision making, because it reflects humans feelings naturally. The normal AHP assumes independence among all criteria, although it is difficult to choose enough independent elements. The inner dependence AHP [2] is used to solve this kind of problem when criteria have dependency. However, inner dependence method requires dependency matrix for all elements even if some criteria are independent. In this research, we employ “partial inner dependence” structure. Our method divides a set of criteria to two subsets such as a dependent part and an independent part, then we can easily understand a relation among elements.

On the other hand, the comparison data matrix may not have enough consistency when AHP is applied, because, for instance, a problem may contain too many criteria to make decision. It means that answers from decision-makers, i.e., components of the matrix, do not have enough reliability. They may be too ambiguous or too fuzzy [3][5]. To avoid this issue, we usually have to revise again, but it takes a lot of time and costs. Then, we consider that weights should also have ambiguity or fuzziness. Therefore, it is necessary to represent these weights using fuzzy set.

In our research, we first apply sensitivity analysis to normal AHP to analyze how much the components of a pairwise comparison matrix influence the weight and/or consistency indices of the matrix. Next, we define new fuzzy weight representation of criteria for partial inner dependence AHP using L-R fuzzy numbers [4][6][7][8]. At last, we then propose overall fuzzy weight of alternatives when a comparison matrix among elements does not have enough consistency.

In Sections 2 and 3, we introduce the partial inner dependence AHP, consistency index and sensitivity analyses for AHP. Then, in Section 4, we define fuzzy weight for partial inner dependence structure, and Section 5 is a summary.

II. CONSISTENCY AND INNER DEPENDENCE

In this section, we introduce the processes of the normal AHP, its consistency and inner dependence extension.

A. Normal AHP

Usually, the AHP consists of following 4 processes.

(Process 1) Representation of structure by a hierarchy. The problem under consideration can be represented in a hierarchical structure. At the middle levels, there are multiple criteria. Alternative elements are put at the lowest level of the hierarchy.

(Process 2) Paired comparison between elements at each level. A pairwise comparison matrix A is created from a decision maker’s answers. Let n be the number of elements at a certain level, the upper triangular components of the matrix $a_{ij}$ ($i < j = 1, \ldots, n$) are 9, 8, 7, 2, 1, 1/2, ..., or 1/9. These denote intensities of importance from element i to j. The lower triangular components $a_{ij}$ are described with reciprocal numbers, for diagonal elements, let $a_{ii} = 1$.

(Process 3) Calculations of weight at each level. The weights of the elements, which represent grades of importance among each element, are calculated from the pairwise comparison matrix. The eigenvector that corresponds to a positive normalized (so as sum of components is 1) eigenvalue of the matrix is used in calculations throughout in the paper.

(Process 4) Priority of an alternative by a composition of weights. With repetition of composition of weights, the overall weights of the alternative, which are the priorities of the alternatives with respect to the overall objective, are finally found.

B. Consistency

Since components of the comparison matrix are obtained by comparisons between two elements, coherent consistency is not guaranteed. In AHP, the consistency of the
comparison matrix \( A \) is measured by the following consistency index (C.I.)

\[
\text{C.I.} = \frac{\lambda_n - n}{n-1},
\]

where \( n \) is the order of comparison matrix \( A \), and \( \lambda_n \) is its maximum eigenvalue (Frobenius root).

If the value of C.I. becomes smaller, then the degree of consistency becomes higher, and vice versa. It is said that the comparison matrix is consistent if C.I. \( \leq 0.1 \).

C. Partial Inner Dependence Method

The normal AHP ordinarily assumes independency among criteria, although it is difficult to choose enough independent elements in practice. The dependency means some kind of interaction among the elements. Inner dependence AHP [2] is used to solve this type of problem even for the case that criteria have dependency.

In the inner dependence method, using a dependency matrix \( F = \{ f_{ij} \} \), we can calculate modified weights \( w^{(a)} \) as follows,

\[
 w^{(a)} = Fw
\]

where \( w \) represents weights from independent criteria, i.e., normalized weight of normal AHP and dependency matrix \( F \) consists of eigenvectors of influence matrices that represent dependency among criteria. However, inner dependence method requires dependency matrix for all elements even if some criteria are independent. In this research, we employ “partial inner dependence” structure, and then we can easily understand a relation among elements.

In a partial inner dependence AHP, we can divide a criteria set \( C = \{ X_1, X_2, \ldots, X_n \} \) to two subsets, dependent part \( C_a = \{ X_1^{(a)}, X_2^{(a)}, \ldots, X_{n_1}^{(a)} \} \) and independent part \( C_b = \{ X_1^{(b)}, X_2^{(b)}, \ldots, X_{n_2}^{(b)} \} \), \( n_1 + n_2 = n \), they are determined whether the element is independent criterion or not. Let weights of \( C_a \) be \( w^{(a)} = (w_h^{(a)}) \), \( i_1 = 1, \ldots, n_1 \), and weight of \( C_b \) be \( w^{(b)} = (w_l^{(b)}) \), \( i_2 = 1, \ldots, n_2 \).

First, we calculate modified weight of dependent criteria subset \( w^{(an)} = (w_h^{(an)}) \), using dependency matrix \( F \) as follows:

\[
 w^{(an)} = Fw^{(a)}.
\]

Then, the partial crisp (i.e. not fuzzy yet) weight

\[
w^{(pm)}(i) = (w_i^{(pm)}), \quad i = 1, \ldots, n
\]

is made by the following connection.

\[
w^{(pm)}(i) = (w_i^{(an)}, w_n^{(an)}), \quad w_1^{(b)}, \ldots, w_n^{(b)}
\]

Using this modified criterion weight, we can easily calculate the priority of alternatives, i.e., overall weight of alternatives with respect to overall objective.

III. Sensitivity Analyses

When we use AHP in some applications, it often occurs that a comparison matrix is not consistent or that there is not great difference among the overall weights of the alternatives. In these cases, it is very important to investigate how components of the pairwise comparison matrix influence its consistency or the weights. In this study, we use a method that some of the present authors have proposed before. It evaluates a fluctuation of the consistency index and the weights when the comparison matrix is perturbed. It is useful because it does not change the structure of the data.

Since the pairwise comparison matrix is a positive square matrix, Perron-Frobenius theorem holds. From Perron-Frobenius theorem, the following theorem about a perturbed comparison matrix holds.

**Theorem 1** Let \( A = (a_{ij}) \), \( (i, j = 1, \ldots, n) \) denote a comparison matrix and let \( A(\varepsilon) = A + \varepsilon D_A \), \( D_A = (d_{ij}) \) denote a matrix that has been perturbed. Let \( \lambda_A \) be the Frobenius root of \( A \), \( w \) be the eigenvector corresponding to \( \lambda_A \), and \( v \) be the eigenvector corresponding to the Frobenius root of transposed \( A \). Then, a Frobenius root \( \lambda(\varepsilon) \) of \( A(\varepsilon) \) and a corresponding eigenvector \( w(\varepsilon) \) can be expressed as follows

\[
\lambda(\varepsilon) = \lambda_A + \varepsilon \lambda^{(1)} + o(\varepsilon),
\]

\[
w(\varepsilon) = w + \varepsilon w^{(1)} + o(\varepsilon),
\]

where

\[
\lambda^{(1)} = \frac{v^TD_Aw}{v^Tw},
\]

\( w^{(1)} \) is an \( n \)-dimension vector that satisfies

\[
(A - \lambda_A I)w^{(1)} = -(D_A - \lambda^{(1)} I)w,
\]

where \( o(\varepsilon) \) denotes an \( n \)-dimension vector in which all components are \( o(\varepsilon) \).

About a fluctuation of the consistency index, the following corollaries hold.
Corollary 1 Using appropriate $g_{ij}$ we can represent the consistency index $C.I.(\varepsilon)$ of the perturbed comparison matrix $A(\varepsilon)$ as follows

$$C.I.(\varepsilon) = C.I. + \varepsilon \sum_{i} \sum_{j} g_{ij} d_{ij} + o(\varepsilon). \quad (9)$$

To see $g_{ij}$ in (9) in Corollary 1, we can determine how the components of a comparison matrix impart influence on its consistency.

Corollary 2 Using appropriate $h_{ij}^{(k)}$, we can represent the fluctuation $w^{(1)}(w_k^{(1)})$ of the weight (i.e., the eigenvector corresponding to the Frobenius root) as follows

$$w^{(1)}_k = \sum_{i} \sum_{j} h_{ij}^{(k)} d_{ij}. \quad (10)$$

Then, we can evaluate how the components of a comparison matrix impart influence on the weights, to see $h_{ij}^{(k)}$ in (10).

Proofs of these corollaries are shown in [4].

IV. Fuzzy Weights Representations

When a comparison matrix has poor consistency (i.e., $0.1 < C.I. < 0.2$), components of the comparison matrix are considered to be fuzzy because they are results from human fuzzy judgment. Therefore weight should be treated as fuzzy numbers [4][6].

Definition 1 (fuzzy weight) Let $w^{(pn)}_k$, $k = 1, ..., n$, be a crisp weight of criterion $k$ of partial inner dependence model, and $g_{ij} \mid h_{ij}^{(k)}$ denote the coefficients found in Corollary 1 and 2. If $0.1 < C.I. < 0.2$, then a fuzzy weight of partial inner dependence criteria $\tilde{w}^{(pn)}_k = (\tilde{w}^{(pn)}_k)$, $k = 1, \ldots, n$ can be defined by

$$\tilde{w}^{(pn)}_k = (w^{(pn)}_k, \alpha_k, \beta_k)_{LR} \quad (11)$$

where

$$\alpha_k = C.I. \sum_{i} \sum_{j} s(-, h_{ij}^{(k)}) g_{ij} \mid h_{ij}^{(k)} \mid, \quad (12)$$

$$\beta_k = C.I. \sum_{i} \sum_{j} s(+, h_{ij}^{(k)}) g_{ij} \mid h_{ij}^{(k)} \mid. \quad (13)$$

Using the above definition, the overall fuzzy weight of alternative $l$ ($l = 1, \ldots, m$) can be calculated as follows:

$$\tilde{v}_l = \sum_{k} \tilde{w}^{(pn)}_k u_{kl} \quad (14)$$

where $u_{kl}$, $k = 1, \ldots, n$, $l = 1, \ldots, m$ is weight of the $l$-th alternatives with only respect to the criterion $k$.

V. Conclusion and Future Work

There are many cases in which data of AHP does not have enough consistency or reliability and structure of a problem does not contain complete independent criteria. For these cases, we propose a fuzzy weight representation and compositions for incomplete inner dependence criteria and alternatives, but also makes it possible to investigate how the result of AHP has fuzziness even if data are not enough consistent or reliable.

In the next step, we will compare the partial inner dependence AHP and the normal AHP with real data.
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I. INTRODUCTION

Customer churn has become highly important for companies because of increasing competition among companies, increased importance of marketing strategies and conscious behavior of costumers in the recent years. Customers can easily trend toward alternative services. Companies must develop various strategies to prevent these possible trends, depending on the services they provide.

During the estimation of possible churns, data from the previous churns might be used. An efficient churn predictive model benefits companies in many ways. Early identification of customers likely to leave may help to build cost effective ways in marketing strategies. Customer retention campaigns might be limited to selected customers but it should cover most of the customer. Incorrect predictions could result in a company losing profits because of the discounts offered to continuous subscribers. Therefore, the right predictions of the churn customers has become highly important for the companies.

The prominent role that the telecommunication sector has come to occupy worldwide makes it all the more important to develop prediction mechanisms along the lines of churn prediction. Few statistics show the importance of the customer retains in this sector. One of the remarkable studies shows that 1% increase in the customer retain campaigns may result in the 5% increase in the overall values of the companies [1]. In wireless network telecommunication industry, the monthly rate of customer churn is 2.2% and the annual rate of customer churn is 27% [2]. The yearly cost of customer churn is 4 billion dollars in Europe and America, and it is 10 billion dollars in the entire world [2]. We may suppose that 1.5 million customers would stay in the same company by increasing the correct prediction at the rate of 1%. This may yield to 54 million dollars benefit for the companies annually [3].

In the literature, many researches have been conducted to increase the prediction rates of costumer churns in the telecommunication industry. The scope of this researches covers creating new models, developing existing models, combining of existing models, attribute derivation and outlier analysis techniques.

Tsai and Lu [5] used two different hybrid models to develop a customer churn prediction model. The developed hybrid model is a combination of two artificial neural networks and the second hybrid model is a combination of self organizing maps and artificial neural networks. First models are used for data reduction and second models are used for actual classifier. Kechadi and Buckley [2] used attribute derivation process to increase the correct prediction rate. Bayesian Belief Network method is tried in a study which is conducted by Kisioglu and Topcu [1]. Verbeke et al. [6] increased the accuracy by using two different rules extraction method. This methods were AntMiner+ and ALBA. Bock and Poel [7] used two different rotation based ensemble classifiers. These are Rotation Forest and Adaboosts. Yeshwanth et al. [8] suggested a new hybrid model that combines C4.5 decision tree and genetic programming. Zhao et al. [3] used one class support vector machine to increase the performance. Ghorbani et al. [9]created a new hybrid model by combining neural network, tree models and fuzzy modeling.

Ant-Miner+ algorithm is working by using the "divide and conquer" technique. Firstly, it starts with all of the training data. Then it creates the best rule, which includes a subset of training data and then the best rule is added to the list of previously discovered rules. After that the samples, which are covered by this rules are removed from the training data and everything starts again with the reduced training-data-set. This iteration continues until when there is only a few remaining samples in training data. At this stage, a default rule is created which covers the remaining samples.

Rotation forest method is a new generation ensemble learning algorithm. It is based on creating subsets by using principal component analysis method as a feature extraction technique [4]. In this research, it has been observed that rotation forest method gives better results than antminer+ method, which is used by Verbeke. To make comparison, the same data-set is used with Verbeke’s research and same evaluation criteria, such as accuracy, sensitivity and specificity ratios are examined. It is accepted that supposing a customer that will leave as would not leave and losing him is much more important than giving unnecessary promotions to customers who will not leave as
would leave. For these reason sensitivity is seems to be more important than specificity.

The rest of the paper is organized in this following manner: Section 2 explains the rotation forest. Section 3 presents the data, data processing and evaluation criteria. In Section 4, results of rotation forest, Ant-Miner+ and C4.5 methods are compared. Finally, our conclusion is offered.

II. ROTATION FOREST

Rotation forest algorithm, which started to be used in literature in recent years and was put forth as the new generation on learning algorithm is based on forming a classifier ensemble by using principal component analysis, which is a feature extraction technique [4]. The basic working principle of rotation forest algorithm is similar to random forest and more than one trees are used. However, dataset that is used in the training of every decision tree in forest is determined by principal component analysis. At the phase of training of decision trees in the forest, the training dataset is divided into random subsets and features are extracted from each subset by using principal component analysis. The features that have the highest distinctiveness are determined after feature extraction. All components are considered to keep the variance of dataset same. For every classifier, the diversity is protected in classifiers ensemble by feature extraction. Basic steps of rotation forest algorithm are shown below [4].

Let X denotes training dataset, Y denotes class labels in dataset and F donates number of feature. If we suppose that training dataset includes n number of features and N number of customers, x training dataset is in from of a N by n matrix. Let Y be a vector and it shows the class label in the form of \(y_1, \ldots, y_N\). Suppose these datasets is separated to K subsets times that is about same number with F and there are L classifiers (decision trees), which denoted by \([D_1, \ldots, D_k]\) in rotation forest according to operating principle of rotation forest algorithm. In this case, the training dataset is determined by processing steps below for every \(D_{(i)}\) decision tree in rotation forest.

Step 1. F is split into K independent subsets randomly. Every independent subset should have \(N/n\) F features.

Step 2: Suppose that \(F_{ij}\) is the subset that consist of j feature, which was used in training of classifiers \(D_i\) and \(X_{ij}\) are the subsets that consists of features of \(F_{ij}\) in X dataset. In this case a new training dataset is determined as 75% train and 25% test of dataset by bootstrap method. After that covariance matrix \(C_{ij}\) is calculated applying principal component analysis to the newly created dataset.

Step 3: \(R_i\) transformation matrix is generated by equation (3) by using calculated covariance values.

\[
R_i = \begin{bmatrix}
    a_{11}^{(1)}, a_{12}^{(1)}, \ldots, a_{1M}^{(1)} & 0 & \cdots & 0 \\
    0 & a_{21}^{(1)}, a_{22}^{(1)}, \ldots, a_{2M}^{(1)} & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & a_{M1}, a_{M2}^{(1)}, \ldots, a_{M1}^{(1)}
\end{bmatrix}
\]

Every column of \(R_i\) matrix is rearranged according to original feature and rotation matrix \(R_i^n\) is obtained. Consequently, \(X^n\) dataset, which will be used in the training of \(D_i\) classifiers is obtained. This process steps are applied for every classifier in rotation forest. Classification results, which belongs to every decision tree in the forest by using transformed dataset takes a vote.

III. METHODOLOGY

This section describes the properties of datasets, preprocessing steps and evaluation criteria.

A. Dataset

Larose’s dataset is obtained from wireless network telecommunication company, the dataset consists of 5000 customers information. Every customer has 21 feature and there is no missing data. The amount of churn customers is 14.3% of total customer for the coming tree months. More information about Larose dataset can be found on Larose (2005) [10]. The best 10 features of the Larose dataset that was selected by the information gain technique and their explanations are shown at Table 1.

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Feature Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>international_plan</td>
<td>International call usage</td>
<td>Yes/No</td>
</tr>
<tr>
<td>total_day_plan</td>
<td>Daily total talk time</td>
<td>Minutes</td>
</tr>
<tr>
<td>number_customer_service_calls</td>
<td>Number of call to customer service</td>
<td></td>
</tr>
<tr>
<td>voice_mail_plan</td>
<td>Voice mail usage</td>
<td>Yes/No</td>
</tr>
<tr>
<td>total_even_minutes</td>
<td>Total talk time in evening</td>
<td>Minutes</td>
</tr>
<tr>
<td>state</td>
<td>Living place</td>
<td></td>
</tr>
<tr>
<td>total_day_charge</td>
<td>Daily Total spent credits</td>
<td></td>
</tr>
<tr>
<td>number_vmail_messages</td>
<td>Number of voice messages</td>
<td></td>
</tr>
<tr>
<td>total_int_calls</td>
<td>Total number of international call</td>
<td></td>
</tr>
<tr>
<td>total_int_charge</td>
<td>Total spent credits of international calls</td>
<td></td>
</tr>
</tbody>
</table>

B. Data Preprocessing

Classification tends to be in favor of majority classes when there exists unbalance in the dataset. Distribution of the used dataset has 14.3% churn customers and 85.7% non churn customers. For this reason, down sampling process is applied to dataset. In the down sampling process subsets are generated that will have \(x\) times churn customer and \(2x\) times non churn customer. To generate subsets, firstly 20 empty sets are created and all churn customers are added to these sets. Non churn customers are selected as randomly. The important point in here is one non churn customer can be chosen more than one time for a subset. By these methods all subsets are created and they have 2121 customers. 707 of them are churn (33.3%) and 1414 of them are non churn (66.7%) customers. This process increased the sensitivity rate significantly. Comparisons are made with the average ratios of these 20 subset.

C. Evaluation Criteria

Classification results of the used techniques were compared by using class confusion matrix that is shown at Table 3.

The cost per customer is decreasing while the total number of the customer is increasing for serving companies in the telecommunications sector. So, instead of supposing a customer that will leave as would not leave and losing him(FN), unnecessary promotions might be given to a customer by supposing the customer that will not leave as would leave (FP) (Keeping FN low is more important than keeping FP low. That mean sensitivity is more important than specificity.)
TABLE II. CLASSIFICATIN RESULTS.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Original Dataset</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rotation Forest</td>
<td>95.68</td>
<td>73.4</td>
<td>99.49</td>
</tr>
<tr>
<td>AntMiner+ [6]</td>
<td>90.85</td>
<td>37.09</td>
<td>99.71</td>
</tr>
<tr>
<td>C4.5 [6]</td>
<td>93.59</td>
<td>64.93</td>
<td>98.34</td>
</tr>
<tr>
<td><strong>Down Sampling</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rotation Forest(Subsets Average)</td>
<td>92.49</td>
<td>84.87</td>
<td>96.46</td>
</tr>
<tr>
<td><strong>Oversampling</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AntMiner+ [6]</td>
<td>93.15</td>
<td>65.76</td>
<td>97.72</td>
</tr>
<tr>
<td>C4.5 [6]</td>
<td>91.66</td>
<td>80.82</td>
<td>93.45</td>
</tr>
</tbody>
</table>

TABLE III. CLASS CONFUSION MATRIX.

<table>
<thead>
<tr>
<th>ACTUAL</th>
<th>PREDICTED</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Churn Customer</td>
<td></td>
</tr>
<tr>
<td>Churn</td>
<td>TP</td>
<td></td>
</tr>
<tr>
<td>Customer</td>
<td>True Positive</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td></td>
</tr>
<tr>
<td></td>
<td>False Negative</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Predicted Positive Number</td>
<td></td>
</tr>
<tr>
<td>Non Churn Customer</td>
<td>FP</td>
<td></td>
</tr>
<tr>
<td>True Positive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FN</td>
<td>TN</td>
<td></td>
</tr>
<tr>
<td>True Negative</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non Churn Customer</td>
<td>Predicted Negative Number</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>Predicted Positive Number</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Predicted Negative Number</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total Customer Number</td>
<td></td>
</tr>
</tbody>
</table>

Sensitivity and specificity rates are observed because of primary focus is to find churn customers. Accuracy rates do not show the truth when there is unbalance between classes but this is also shown in the table. Sensitivity shows the rate of correctly estimated churn customers and specificity shows the rate of correctly estimated non churn customers. Accuracy sensitivity and specificity ratios are shown in equation (1) - (3).

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (1)
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (2)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (3)
\]

Sensitivity is more important than specificity because finding churn customer more important. The best classification results are shown in bold.

IV. RESULTS

Rotation forest method is compared with antminer+, which is defended by Verbeke to evaluate the results. Principal component analysis is used for feature extraction, and the C4.5 decision tree is used as classifier in rotation forest technique. Additionally, to compare with classical methods, results of C4.5 decision tree, which was used by Verbeke is shown in Table 2 with their own findings. Antminer+ and C4.5 methods were calculated in the original dataset and in the oversampled dataset by Verbeke [6].

The classification results by using rotation forest method in entire dataset and average of classification results by using rotation forest method in twenty subsets, which were created by down sampling method are shown in Table 2. The best results are shown in bold. This results are compared with antminer+ and C4.5 decision tree algorithms.

According to original dataset rotation forest gave the best result with 73% of success considering sensitivity rate. This method is 8.47% more successful than C4.5 decision tree method and 36.31% than antminer+. Rotation forest algorithm is 0.22% lower than antminer+ in specificity rate. The difference is negligible. Rotation forest is better by 1.15% than C4.5 in specificity rate. Rotation forest has achieved 95.68%, C4.5 has achieved 93.59% and antminer+ has achieved 90.85% success in accuracy rate. According to this results rotation forest is the best technique.

For the down sampled data, average of classification results of 20 subsets that were classified by rotation forest and were balanced by down sampling has achieved 84.57% sensitivity rate in balanced dataset. Classification result of antminer+ algorithm has calculated 65.76% and classification result of C4.5 algorithm has calculated 80.82% in sensitivity rate with oversampled data. Antminer+ has achieved best result with 97.72% in specificity rate. The result of rotation forest algorithm is 96.46% and it is worse than antminer+ algorithm. However, the sensitivity rate is more important than the specificity rate for customer churn prediction. So success achieved with rotation forest is better than antminer+ and C4.5 decision tree. Antminer+ has achieved 92.49% in accuracy rate. Rotation forest has achieved 92.49%. Antminer+ is better by a small difference of 0.66 than rotation forest in accuracy rate.

Rotation forest algorithm is the best method for this dataset because of accuracy does not reflect the truth as explained in Section 3.C and sensitivity rate is more important than specificity rate. Moreover, balancing data process is a very important factor to find correct churn customer. Sensitivity is increased 11% by using rotation forest method after data balancing. The data balancing process is giving realistic and reliable results although the accuracy rate decreases.

Lets compare rotation forest and antminer+ methods financially. Suppose that a company has one million customer and 15% of them will leave. Rotation forest method will find churn customers 20% more correct according to the antminer+ algorithm. That means to keep more 30,000 customer in the company. Lets assume that the average bill in America is $100, the telecommunication company will win three million dollars yearly by the rotation forest method by this way.

V. CONCLUSION

According to the results, rotation forest is better than C4.5 decision tree and antminer+ because increasing of true prediction of churn customer rate is more important. The difference of between rotation forest and antminer+ algorithms
is 36.31% in original dataset for sensitivity rate. Balancing data is increased all sensitivity rates. According to this results rotation forest method is the best algorithm and 18.81% more successful than antminer+ in terms of sensitivity.
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Abstract—Data Integration of heterogeneous data sources relies either on periodically transferring large amounts of data to a physical Data Warehouse or retrieving data from the sources on request only. The latter results in the creation of what is referred to as a virtual Data Warehouse, which is preferable when the use of the latest data is paramount. However, the downside is that it adds network traffic and suffers from performance degradation when the amount of data is high. In this paper, we propose the use of a readCheck validator to ensure the timeliness of the queried data and reduced data traffic. It is further shown that the readCheck allows transactions to update data in the data sources obeying full Atomicity, Consistency, Isolation, and Durability (ACID) properties.
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I. INTRODUCTION

For the Data Integration scenario (see Figure 1), we assume a set of heterogeneous data sources \{D_{ij}\} belonging to and managed by a (disparate) set of contracting parties \{C_i\}, which provide Views \(V_i\) for a Requester \(R\) (e.g., a regulatory body, enterprise, or government). The databases that store the data in a variety of formats adopted by the different contractors, remain under the control of their respective owners. We also note that in our example the regulatory body \(R\) is normally concerned with aggregated data rather than with individual records and the contractors are generally also responsible for the privacy and security of the data they hold. But, importantly, in all our examples \(R\) is concerned with the current situation and up-to-date aggregations are required and queried from a Global View \(V\) of the live data set \{D_{ij}\}. These requirements make it undesirable to create and store a single big data set at \(R\).

To illustrate the situation let’s take the Ebola outbreak in West Africa in 2014. The World Health Organization (WHO) takes the role of \(R\) in our model and \(C_1\) is given by the Choaithram Memorial Hospital in Freetown. The demographic information about Sierra Leone shall be provided by Statistics Sierra Leone, \(C_2\) in our model. There are more hospitals \(C_i\) in Sierra Leone, Guinea, and Liberia as well as official statistics offices. We leave them out to not overload our example. \(C_1\) records all patient data, diagnosis and treatment but provides only non-sensitive data as an aggregated view \(V_1\) to the WHO. \(C_2\) also provide a view \(V_2\) of a portion of the statistical data collected. To not complicate the integration we assume that both views provide the residence of the patient and the location (city/quarter or village) in the same coding.

With \(V_1\) and \(V_2\) provided, \(R\) can build an integrated view \(V\) providing data that allow the analysis of the distribution and spreading of the disease. It is evident that the data must be up-to-date (live data) in order to monitor the spreading and allow decisions for improving quarantine and treatment. We continue this example in more detail and implement it in Section IV-B.

Big Live Data as discussed here consists of data sets that are subject to real-time updates (live data) and big not just in terms of size in bytes but also in the sense that they span multiple areas of responsibility and ownership. The scenarios we have in mind include international and other regulatory bodies, where data belong to and is managed by separate entities (including governments), and in business examples such as supply chain, manufacturing, project management and construction, where each contractor or company produces their data but an overseeing body must have access to a global view of this data to support decision-making at the highest level to enable the management and coordination of the data contributors.

The term “Big Data” is usually applied to scenarios characterised by the “4 Vs”. We consider that all of these apply to the scenarios presented here:

- **Velocity** refers to the significant volumes of new data that can be created and/or updates made at speed in the individual \(D_{ij}\). Because of velocity, it is not feasible to keep making fresh collections of all data at \(R\).
- **Volume** refers to the significant volumes of data held across many separate data sources \(D_{ij}\), which are required wholly or in part to provide the live data for \(R\).
• **Variety** refers to the range of possible data models (e.g., relational, NoSQL, XML) and data types used by the Dij. A live (on-line access to Dij) implementation of V will need to resolve transformation and semantic issues associated with a variety of data types. It is the responsibility of C_i to provide a consistent View V_i and it is R’s task to transform these views into a Global View V.

• **Veracity** refers to the range in the data quality (from high to lower levels) of the data held in the separate Dij. The C_i have a responsibility to ensure the reliability and veracity of their data. A live implementation of V should aim for maximum coherency and consistency of the overall data collected, but as a minimum, any data at R should be on consistent results from the Dij (resp. V_i) as at a particular time.

In this paper, we refer to the veracity property as correctness, and apply this concept both for current results, which should be consistent and up to date, and for stored results, which should be a correct snapshot of the state of affairs at the time they were computed. We note that most Big Data implementations have difficulty with correctness if the data is subject to change.

**A. Contribution**

In our scenario, R should also be able to check that the most recent results obtained from the C_i are still correct, and perform other checks for validation, maybe including supplementary data gathered from other sources. Greater care over data curation, ownership and provenance in such complex scenarios can help to achieve a higher fidelity of data. The present paper proposes the use of a readCheck validator in order to check the timeliness of a query result and reduce the data traffic between the sources and the requester. The same mechanism can be used to implement an optimistic concurrency control mechanism for heterogeneous and geographically distributed data sources. This enables distributed live updates to the underlying data sources obeying full Atomicity, Consistency, Isolation, and Durability (ACID) properties.

**B. Structure of the Paper**

With the following overview of Related Work on data integration the context for our validation concept will be settled. Section III introduces the concepts of Row Version Validation (RVV) and ETags for Web data caching, which are the basis for a generalised data validation. Then, these concepts are combined and applied to query processing for joined and aggregated data over a virtual Data Warehouse (DWH). The technical realisation of the validation mechanism via Representational State Transfer (REST) services is explained in Section IV and applied to general query processing over a virtual DWH. The extended syntax for the global schema design is presented in Subsection IV-B and illustrated with an example. The paper ends with a summary of our findings from the pilot implementation and gives an outlook on ideas for future work.

**II. RELATED WORK**

Since the beginning of 1980 many papers on data integration have been published. The research of Inmon [1] and Jarke [2] concentrated on the DWH approach using Extract-Transform-Load (ETL) techniques [3]–[6], schema matching [7] and integration [8], [9]. Kimbal et al. [10] present methods on how to support the whole DWH live-cycle including schema design, ETL methods, and how to implement and deploy such a system. Later, the focus changed to real-time ETL or virtual DWH [11], [12]. Myronovych and Boreisha [13] discuss how XML Web Services can be used for the ETL process in the context of Enterprise Information Integration.

Since for legal and practical reasons, the use of ETL techniques are not available in our case, the focus will be on how R can manage to collect correct information using the REST architectural style proposed by Fielding [14]. This will lead us to consider the use of HyperText Transfer Protocol (HTTP) [15] techniques such as ETags [16], and how these can relate to database transaction concepts.

In this paper, we turn to the question of data validation. If R has collected the result of a query from the set of contractors, and wishes to publish a report, or take action as a result, how can R check that the data obtained from the contractors are still current?

For performance reasons data is often cached. Usually cached data is only valid during a time defined by a Time-To-Live (TTL) indicator. After that it is considered stale and will be evicted from the cache. Many works on cache management has been published over the years (DBLP reports 477 matches to "cache management"), but most of the propositions are specific to certain architectures (e.g. OLAP [17], J2EE [18]), require support from the network nodes [19] or are optimised for special use cases [20]. Some require column stores [21], a middle tier [22], [23] or database support [24] [25]. As we do not expect any specific architecture or technology from the data sources, most of these sophisticated caching is not usable for us.

Caching of query results is however desirable to avoid unnecessary network and processing load. This is dealt with today on the Internet by considering validators for cached data. This departure from stateless HTTP is extremely useful in our context because it enables us to set up mechanisms similar to ACID transactions for the extreme cases of distributed data considered here. HTTP offers ETags [16] in response to allowing caching of results, and ETags can be used for validating a step in a transaction. ETags are very similar to the RVV concept [26] or Multi-Version Concurrency Control (MVCC), successfully used in PostgreSQL [27], SQL server [28], Oracle etc. to provide optimistic execution. In fact the ETag can coincide with the RVV validator for requests that return only one row of a base table.

Xiong Fengguang and his colleagues [29] present a framework for virtual data integration of heterogeneous data sources using XML as interface. Jinqun Wu [30] implements the approach using Web services as data adapters. The adapter also provides access to metadata which is helpful for data discovery and query optimization. The implementation uses two caches, one for the metadata and the other for query parsing and result caching. However, it is not explained, how the freshness of data is ensured. As XML tends to be very verbose the performance of the conversion to and from XML is unclear. Naoki Take et al. [31] also propose virtual integration
for operation support systems. The authors argue to use a mediated relational schema as integration basis. A wrapper maps event data to a virtual table which can be accessed if the necessary parameter is provided in the WHERE-clause. This is similar to our approach, but we prefer the REST style for accessing non-relational resources. The performance results confirm that queries to a virtual integration database are one magnitude slower than to a materialized one. This clearly calls for some caching when using a virtual mediated schema.

III. CONCEPTS FOR DATA VALIDATION

First, we present the ideas of RVV and ETags as basis for our general validation mechanism, called readCheck. Second, the readCheck is used to validate the freshness and consistency of queried data and build an optimistic concurrency control protocol on it.

A. Row-version validation

The RVV protocol is a type of version control mechanism, which can be used for a form of optimistic concurrency control, alongside or in preference to other versioning measures such as MVCC. The model implementations of RVV in the Laiho/Laux paper [26] envisage a sequence generator to ensure uniqueness of RVV values, so that new values of this sequence are added as a special row-version column in base tables on each INSERT or UPDATE. Some Database Management Systems (DBMSs) include row versioning mechanisms that can be used for this. Otherwise the code for doing this is implemented as database triggers on these tables.

Our scenario is a bit different as such a guarantee is hard to provide by the contractors (not all data sources $D_{ij}$ need to be databases). On the other hand as we will see, if ETags are part of the service offered to $R$ by the $C_j$, they can provide a suitable version stamp instead. In an RVV transaction, a read-write transaction or ”long transaction” consisting of a sequence of read actions followed by some write actions, we should have the following steps:

1) The first read action (selection query) also reads and records the version stamp(s). Note: With MVCC or reading from a cache this may already be stale data.

2) The version stamp obtained can be optionally used as a validation predicate in later SQL-operations, or included in a precondition. The precondition would only need to compare the old version stamp with the new one to ensure that the data has not been changed in the meantime. If the version stamp is no longer valid, it is best to start again from the beginning as some of the data being used is already out of date.

3) In the same way the RVV predicate is then included in the search condition of the write actions (UPDATE or DELETE) to the database (bypassing the cache if any).

4) If no rows are affected in step 3) the transaction failed. This may be because a) the version stamp obtained in step 1 was already outdated (possible with optimistic concurrency control), b) there have been intervening update(s) by concurrent transaction(s), or c) the row has been deleted by a concurrent transaction.

Case 4c) can be detected by a new read action without the RVV predicate in the same transaction. If the result is NOT FOUND then case 4c) is true, otherwise 4a) or 4b) apply. In these cases, it may be worth starting the RVV transaction again from the beginning with new search values depending on the application.

B. RVV and complex selections

RVV is just for one row, and in the Laiho/Laux model is an integer value associated with a base table row that is changed if any change is made to a value in the row. If we were to define a view using a join, or embedded arrays, then we could extend the idea of RVV for such a complex row so that it comprises all base table rows selected for that row of the view, and would change if any of these where changed. For example in whatever join of two base tables, $J = A \bowtie B$ say, the RVV of each resultant row $j$ of $J$ will include the RVVs from the contributing rows of the base tables. We could therefore implement RVVs to allow compound values, so that the RVV for a join could be a comma-separated list of values or a vector of integers.

If the RVV model of Laiho/Laux [26] is extended in this way it can be used to validate the results of join queries, or more complex selections where a row in the selection embeds values from rows of other tables.

If the business application wishes to make a change to a derived table (update or delete) such RVVs can then be used to validate and carry out the operation on the relevant base table rows. The semantics of updating a value in a row of a derived table will often be reasonable, and it could be meaningful to support a delete operation on a derived table. A use case for updating or deleting data could arise from new or changed/corrected information that arise from sources external (e.g., a regulatory body or multinational organisation) to the owner of data source.

All of the above in our scenario remains within an individual $V_i$, and an RVV as seen from $R$ could be extended to identify the contractor(s) involved, so that the results of $R$’s queries could be updatable, depending on the permissions granted to $R$.

C. ETags as version stamps

As not all data sources are databases or have SQL interfaces, another mechanism is needed to avoid stale data. Fielding and Reschke propose in RFC 7232 [16] a header field in an HTTP request, called ETag. This ETag should serve as a validator for the freshness of data. An ETag should be returned for any GET request for a Web resource, possibly returning a lot of data. If we generalise its use to arbitrary queries, we would like the ETag validator to confirm that the results obtained for the query are still valid. In fact, ETags can be used in subsequent requests as preconditions; that is, if a requested ETag is no longer valid, the server should reply according to the HTTP protocol with ”412 Precondition failed”. Thus, the ETag protocol has useful similarities with the RVV protocol above. If the GET is a REST request in our scenario, in general the data returned will be related or linked in some way but will not in general come from a single row or base table, but the ETag will be effectively a version stamp for the returned data. Moreover, if the returned data is for a single row in a base
table (or more complex selection as above), then the RVV if available can be used as ETag for the result.

In our scenario, we consider particular sorts of selection and aggregation queries that combine data gathered from the \( V_i \), and if REST is used we can hope to have an ETag \( e_i \) from each one that contributes data. This will give \( R \) a version stamp \( \vec{e} \) for the overall selection or aggregation, by combining the contributing ETags in some suitable way, from which we can extract any required \( e_i \) by string manipulation.

Where aggregation occurs it is not really practical or desirable for validators to identify all of the rows that contributed to the result. But we would like the ETag to let us discover whether the base tables involved have been modified since our results were computed, by extending it to indicate the extent of information read (e.g., tables, or specific rows if practicable) and for each table the most recent version stamp of the rows accessed.

For performance reasons the ETag could be applied to a hierarchical data structure, beginning on the detail level of a data element and propagating up to the top level of a database. So if a query request is executed and the result has been previously cached, it is sufficient to ask the underlying data source to test if the ETag of the requested aggregate has changed since the last time. If there was no change, the last result is still valid. If the query involves multiple sources and only some have changed, it is possible to build the new result by refreshing only the changed values in the cache.

With this framework, we can specify a Versioned REST protocol for our scenario analogous to the one described in III-A. In the four-step protocol it is only necessary to replace a query with a GET-request and the RVV with the ETag validator.

D. Management of distributed transactions using readCheck

It is possible to extend ETag and RVV concepts to implement "long transactions" for the virtual integration scenario and call it readCheck. The readCheck needs to include in addition to the ETag or RVV value a unique transaction identifier (server, database, timestamp, taNo). It is then possible to use the readCheck validator in a similar way as the RVV to provide an optimistic concurrency protocol. We only need to arrange that readChecks are remembered in intermediate results for any rows that have come from other servers and such validators can be accumulated for checking at commit time. For simple transactions, where all write actions are delayed to the commit stage of the transaction, the readCheck can be used to guarantee ACID behaviour. We note that some database management systems offer snapshot isolation for transactions, thus effectively delaying all changes to the database to follow the commit process.

The validation machinery requires the following steps:

1) readCheck information is accumulated by the contractor for all queries \( Q \) that are part of the transaction. With proxies (or caching) the values read may already be stale.
2) At any stage, the sequence of queries \( Q \) belonging to a transaction can be decomposed to \( Q_i \) and sent to the respective databases (bypassing proxies or caches) to check that \( \vec{r}(Q) \) is still correct. If not, the data held by the contractor is stale and the transaction will not be able to commit.
3) The write action and implied commit needs to be sent to the database itself (bypassing proxies or caches) accompanied by the list of readCheck data. If all readCheck data is still valid the write action is performed. The database is only locked while the serialization condition is checked.

It is recommended that the contractor should receive updated readCheck data for the state after the transaction commits.

Assuming all the contractors have a way of rolling back aborted transactions (better than taking a backup beforehand), the readCheck mechanism would support the use of an optimistic two-phase commit (2PC) protocol suitable for distributed transactions. This can be realized as follows:

- Any serialization conflict will be detected if the readCheck has changed since the start of the transaction. As no changes to the database has been executed, the transaction can simply be aborted.
- If no conflict was detected the 2PC is executed. If all participating data sources agree, the write phase is entered otherwise the transaction is aborted (no writes will take place).

If during the write phase an error occurs, the affected data source must nevertheless guarantee that the write will be executed after the error is removed. This completes the 2PC protocol.

IV. IMPLEMENTATION OF THE readCheck MECHANISM

As a slight generalisation of the Laiho/Laux concept of RVV, let us suppose that we have to hand a database implementation in which the transaction serialisation mechanism provides a monotonically increasing integer identifier \( r(d) \) that attaches as the RVV for any affected base table row \( d \), and define \( r(T) \) as the integer identifying the most recent change to table \( T \).

Then, for any query \( Q \) on a single database, the readCheck \( \vec{r}(Q) \) is a list or vector of integers defined recursively as follows:

1) if \( Q \) selects only a single row \( d \) from a base table by specifying a key value \( k \), then \( \vec{r}(Q) := (r(d)) \). (Example: singleton query for Table \( T_1 \), see Figure 2)
2) if \( Q \) selects specific rows \( d_1,...,d_n \) from a base table, by specifying key values \( k_1,...,k_n \), then \( \vec{r}(Q) = (r(d_1),...,r(d_n)) \).
3) if \( Q \) selects a single row \( d \) from a join of base tables \( T_1,...,T_n \) by specifying key values, where \( d \) is constructed from rows \( d_1 \) in \( T_1 \), \( d_2 \) in \( T_2 \) etc., then \( \vec{r}(Q) = (r(d_1),...,r(d_n)) \).
4) if \( Q \) selects some other set of rows, or all rows, from a base table \( T \), then \( \vec{r}(Q) := (r(T)) \) i.e., a vector containing a single integer identifying the most recent change to table \( T \). (Example: predicate query for Table \( T_2 \), see Figure 2)
5) if \( Q \) is a join, merge, union etc. of queries \( Q_1 \) and \( Q_2 \), then \( \vec{r}(Q) := \vec{r}(Q_1) \times \vec{r}(Q_2) \) (Example: Q query decomposition by rewrite on Views \( V_i \), see Figure 2)
6) if \( Q \) is the result of aggregation or other SQL operation on previous results from another query \( Q' \), then \( \vec{r}(Q) = \)
\( \vec{r}(Q') \), since the data for \( Q \) is no fresher than the data in \( Q' \).

The specific key values mentioned in 2) above must be explicit at the outermost level of \( Q \), and not computed as part of the evaluation. This will allow efficient re-computation of \( Q \) as there is no need to perform a full evaluation of the query. Only those rows have to be retrieved that have changed its values since the last result caching. Then, a sufficient condition for the results of \( Q \) to be unchanged is that \( \vec{r}(Q) \) is unchanged.

We note in passing that the calculation of \( \vec{r}(Q) \) for a given query is very efficient. This is obvious because the readCheck vector has only a small dimension because of conditions 2) and 3). If a large set of rows or unknown data sets are selected, the readCheck value of the table is used.

This definition can be adapted for a multi-database query by creating a string representation combining the name of each contributing database with a string version \( s(Q) \) of \( \vec{r}(Q) \) (provided that the database agent is required to generate equal strings \( s(Q) \) for equal \( \vec{r}(Q) \)). Such a combined string can then be used as an ETag validator for the associated HTTP request as described above.

This readCheck mechanism has been implemented as proof-of-concept using the Pyrrho [32] DBMS. This DBMS is built as a relational database on the .NET framework with pure optimistic concurrency control. It has been rigorously developed to deliver serializable transactions providing full ACID properties and support most of the SQL 2011 syntax. Its API allows application data models based on versioned objects. Each versioned value contains a readCheck string and updates to versioned objects use PUT, POST and DELETE operations similar to a REST service.

A. Query Scenario with ReadCheck

In order to illustrate the virtual integration and the use of the readCheck mechanism lets assume a distributed query \( Q \) issued by \( R \) against the Global View \( V \).

As in Figure 2 the query \( Q \) is rewritten according to the Views \( V_i \) and decomposed query \( Q_i \) is executed by the respective contractor \( C_i \). It is the contractor’s responsibility to provide the readCheck vector for the query result.

For example, \( C_1 \) executes \( Q_1 \) and computes \( \vec{r}(Q_1) = (r(d), r(T)) \) where \( r(d) \) will be just the RVV value for the selected row \( d \) of table \( T_1 \) and \( r(T_2) \) is the RVV value of the row that was last changed in \( T_2 \). The reason for using this value is that the select with predicate could comprise too many rows to include all its RVV efficiently in the readCheck vector.

The price for this implementation is that it might happen that the predicate query for table \( T_2 \) is unnecessarily re-executed when the original query \( Q \) is issued again. This happens if a row in table \( T_2 \) has been changed that is not included in the query predicate. This "false positive" could be avoided if the readCheck only considers rows meeting the predicate. The down side of such an approach would be that the RVV of all rows included in the query must be remembered along with the readCheck value. Nevertheless, it is the responsibility of the \( C_i \) to determine how to calculate the readCheck validator. In fact, the underlying data sources might not be relational nor provide an RVV. So the contractor would need to establish its own readCheck mechanism in accordance with the definition above.

Depending on the API the results \( res(Q_i) \) are delivered to \( R \) in a GET-response or as SQL result set. Finally \( R \) assembles (e.g., joins, union, etc.) the partial results according to the global view \( V \).

B. Global schema design

Any data warehousing system needs a mechanism for creating a global schema. For our experiments we used a schema extension for integrating REST Views into a database schema. The BNF-schema definition has therefore been extended to include REST views into a database in the following way: (The ... represent the former DDL syntax of Pyrrho that is not shown for simplicity. The SQL syntax for Pyrrho can be found in Chapter 7 of [32])

```
ViewDefinition := ... | CREATE VIEW [ ViewSpecification] id AS GET {Metadata} .
Metadata := ... | string .
ViewSpecification := ... | OF '(' TableClause [',', TableClause']')' [UriType] .
UriType := [Abbrev_id]"'"(' [Namespace_id] ':' id | uri ) .
```

We pick up the example from the introduction to illustrate this syntax and implement it as follows:

```
/* C1: Hospital DB */
```

```
create table D (ID int(11) NOT NULL, name varchar(45), rCode int, birthdate datetime, admission datetime, diagnosis varchar(45), treatment
```
Figure 3: Results from the queries of the example scenario

```sql
CREATE VIEW K AS SELECT rCode, location, inhabitants, under10, lastUpdated FROM H;
```

```sql
CREATE VIEW V2 AS SELECT rCode, location, inhabitants, under10, lastUpdated FROM H;
```

```sql
CREATE VIEW V1 AS SELECT location, diagnosis, patients/under10*100 as percentage FROM V WHERE age < 10;
```

The result of this query is given in Figure 3. The RVV and readCheck information for each row of the result table are provided by the Pyrrho database. Activating the -v flag prints these information on the right of the result table. So the first row of the join has an RVV of "Statistics:578:474". This is the concatenation of the RVV Statistics table H, log position 578 (location "East End Freetown") from transaction 474 and the Hospital contribution to this row (which is blank because of aggregation). The result of the above query is produced from the view V which results from two REST GET operations that produce two ETags and one RVV. ETag "Hospital[1109][76-0]" says that the transaction log position was 1109 and any change to table 76 (table D) will invalidate the data. The second REST operation on view K produces RVV "Statistics:490:474" because it returns a single row from the same transaction 474 (location "East End Freetown") and the ETag "Statistics:831[78-0]" with log position 831 and table 78 (table E).

Pyrrho’s open-source implementation of the REST View automatically makes V2 an updatable view provided V2 has the necessary permissions on the Statistics DB (owner C2) and generates PUT, POST and DELETE operations on H that result from updates on the view K resp. V2. These operations can be used to curate the data, e.g. with:

- **update V set inhabitants = 199000, under10 = 49000 where rCode = 3;**
- **delete from V2 where rCode = 5;**

In real situations, things would not always be so simple, and column renaming and conversion between types and structures would result in a more complex definition of the view V. It seems to us that the REST View concept could be made interoperable, as B does not need to understand the structure or implementation of A’s readCheck string, and only requires the property that s(Q) is unchanged if the values read during evaluation of query Q are unchanged.

### V. Conclusion and Future Work

This paper presents the beginnings of a formalism and practical strategy to manage Big Live Data. We show that such a virtual DWH can be based on the REST architecture using a mechanism similar to RFC7232 ETags or row version validators to ensure up-to-date and verifiable results. With the help of readCheck an optimistic concurrency mechanism can be implemented to support distributed transaction processing. Such a contract would be subject to alteration (e.g., a change...
in contractual responsibility) and readCheck would help to underpin a secure mechanism for managing such a change as described in III-D.

The readCheck mechanism can be implemented efficiently and be further used to optimise query processing so that only changed data sets need to be re-queried and combined with previous results. Our pilot implementation of these ideas using the Pyrrho database and complex views shows the applicability of the concept.

The data transformation from \( V_i \) to \( V \) assumes no data conflict and at present is manually defined but we plan to use metadata to support the data transformation and global schema design. Another point for future work is data curation and making data provenance transparent to the requester of a query.
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Abstract—Efficient similarity search for uncertain data is a challenging task in many modern data mining applications such as image retrieval, speaker recognition and stock market analysis. A common way to model the uncertainty of the objects is using probability density functions in the form of Gaussian Mixture Models (GMMs), which have the ability to approximate any arbitrary distribution. However, there is a lack of suitable similarity measures for GMMs. Hence, in this paper we propose a similarity measure, Pseudometric for GMMs (PmG). The advantage of PmG is that it is efficient in computation because of its closed-form expression for GMMs, and it fulfills the triangle inequality which is necessary for many techniques like clustering and embedding. Extensive experimental evaluations of the proposed similarity measure on various real-world and synthetic data sets demonstrate a considerably better performance than that of the existing similarity measures, in terms of run-time and result quality in classification and clustering.
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I. INTRODUCTION

Information extraction systems capable of handling uncertain data objects is an actively investigated research field. Many modern applications like speaker recognition systems [1, 2], content-based image and video retrieval [3, 4], biometric identification and stock market analysis can be supported by uncertain data representation. As a general class of Probability Density Functions (PDF), Gaussian Mixture Model (GMM) consists of a weighted sum of univariate or multivariate Gaussian distributions, allowing a concise but exact representation of uncertain data objects [5]. A good example of using objects represented by GMMs is managing multimedia data [6]. A 90 minutes movie contains about 130,000 single images. It requires large storage capacities as well as enormous computational effort for content-based retrieval. Storing the movie as GMM will dramatically reduce the resource consumption while guaranteeing a high accuracy of the search result.

Besides the modeling of uncertainty, the efficiency of similarity search on uncertain data is another important aspect. For data objects represented by GMMs, Rougi et al. [7] have built a bottom-up hierarchical tree based on the calculation of the complete similarity matrix for all GMMs. However, it is only usable for static data sets, since it has no convenient insertion and deletion strategy, which depends on a proper similarity measure and requires a corresponding custom-built structure. The suitable similarity measures of GMMs for the indexing trees are yet to be developed and tested. A competitive candidate for such a similarity measure has the competencies to guarantee high efficiency in its computation and to facilitate indexing and further analysis. As we will demonstrate, our technique proposed in this paper is highly efficient because it enables closed-form computation. Moreover, our technique has the property of being a pseudometric, thus indexing techniques like VP-tree [8] can be applied for efficient search and embedding techniques like multidimensional scaling facilitate the subsequent analysis of the data set. To our knowledge, several studies [9]–[14] have dealt with defining similarity measures for GMMs, but only a few of them have closed-form expressions and none of them is a metric or pseudometric.

The main contributions of this paper are:

• We propose a pseudometric for GMMs (PmG), which is a similarity measure for GMMs. We derive the closed-form expression and prove that it is a pseudometric. The closed-form expression has a great advantage in calculation, and the properties of pseudometric are required by many analysis techniques.

• We define Normalized Matching Probability (NMP), which can be constituted to form novel similarity measures that have closed-form expressions for GMMs.

• Experimental evaluation demonstrates both the effectiveness and efficiency of PmG.

The rest of this paper is organized as follows: Section II gives the basic definition of GMMs, metric and pseudometric. Section III defines NMP and PmG, and gives the proof of the pseudometric properties of PmG. Section IV shows the experimental studies for verifying the efficiency and effectiveness of the proposed similarity measure. In Section V, we survey the previous work. Finally, Section VI summarizes the paper and presents some ideas for further research.

II. FORMAL DEFINITIONS

In this section, we summarize the formal notations for GMM. GMM is a probabilistic model that represents the probability distribution of observations. The definition of GMM is shown as follow.

Definition 1: (Gaussian Mixture Model) Let \( x \in \mathbb{R}^D \) be a variable in a \( D \)-dimensional space, \( x = (x_1, x_2, ..., x_D) \). A Gaussian Mixture Model \( \mathcal{G} \) is the weighted sum of \( m \) Gaussian functions, defined as:

\[
\mathcal{G}(x) = \sum_{1 \leq i \leq m} w_i \cdot N_i(x) \tag{1}
\]

where \( \sum_{1 \leq i \leq m} w_i = 1 \), \( \forall i \in [1, m], w_i \geq 0 \), and Gaussian component \( N_i(x) \) is the density of a Gaussian distribution with
a covariance matrix $\Sigma_i$:

$$\mathcal{N}_i(x) = \frac{1}{\sqrt{(2\pi)^D|\Sigma_i|}} \exp\left(-\frac{1}{2}(x - \mu_i)^T \Sigma_i^{-1}(x - \mu_i)\right)$$

Specially, when $\Sigma_i$ is a diagonal matrix, $\mathcal{N}_i(x)$ can be reformulated as:

$$\mathcal{N}_i(x) = \prod_{1 \leq l \leq D} \frac{1}{\sqrt{2\pi\sigma_{i,l}^2}} \exp\left(-\frac{(x_l - \mu_{i,l})^2}{2\sigma_{i,l}^2}\right)$$

where $\sigma_{i,l}$ is the $l$-th element on the diagonal of $\Sigma_i$.

Most of dissimilarities are distances, and they are also metrics if the following definition is matched.

**Definition 2:** (Metric)

Given an nonempty set of objects $\mathcal{P}(\mathbb{R}^D)$, a mapping $d: \mathcal{P}(\mathbb{R}^D) \times \mathcal{P}(\mathbb{R}^D) \to \mathbb{R}^+$ is a metric when the following properties always hold for any object $X, Y, Z \in \mathcal{P}(\mathbb{R}^D)$.

- **Non-negativity:** $d(X, Y) \geq 0$
- **Identity of indiscernibles:** $d(X, Y) = 0 \iff X = Y$
- **Symmetry:** $d(X, Y) = d(Y, X)$
- **Triangle inequality:** $d(X, Y) + d(Y, Z) \geq d(X, Z)$

A pseudometric is a mapping that satisfies the axioms for a metric, except that instead of the identity of indiscernibles, $d(X, X) = 0$ but for some distinct objects $X \neq Y$, possibly $d(X, Y) = 0$.

The properties of the metric, especially the triangle inequality, are essential to index structures such as M-tree and VPTree for efficient queries, and they are fully required by some techniques like DBSCAN. For similarity measures without the metric properties, specialized index and analysis methods are needed to guarantee the efficiency and the applicability of certain techniques.

**III. PSEUDOMETRIC FOR GAUSSIAN MIXTURE MODELS**

In this section, we extend Matching Probability (MP) into NMP, and derive its closed-form expression for GMMs. NMP provides a fundamental closed-form calculation for GMMs. NMP can be used to define other similarity measures for GMMs. Specifically, we define PmG, a pseudometric for GMMs.

**A. Normalized Matching Probability**

MP considers all the possible positions of true feature vectors, and sums up the joint probabilities of two PDFs. Here we define NMP for GMMs.

**Definition 3:** (Normalized Matching Probability) Given two GMMs $\mathcal{G}_1(x)$ and $\mathcal{G}_2(x)$ with diagonal covariance matrices in space $\mathbb{R}^D$, we define the NMP $\langle \mathcal{G}_1, \mathcal{G}_2 \rangle$ as follows:

$$\langle \mathcal{G}_1, \mathcal{G}_2 \rangle = \int_{\mathbb{R}^D} \mathcal{G}_1'(x) \cdot \mathcal{G}_2'(x) dx$$

Figure 1: Demonstration of MP and NMP between GMM objects $\mathcal{U}, \mathcal{V}$ in a two-dimensional space.

$$d(\mathcal{G}_1, \mathcal{G}_2) = 1 - \frac{\langle \mathcal{G}_1, \mathcal{G}_2 \rangle}{\langle \mathcal{G}_1, \mathcal{G}_1 \rangle \langle \mathcal{G}_2, \mathcal{G}_2 \rangle}$$

where $\mathcal{G}'(x) = \sum_{1 \leq i \leq m} \prod_{1 \leq l \leq D} \mathcal{N}(\mu_{i,l}, \sigma_{i,l}^2/w_{i,l}).$ $m, \mu$ and $\sigma$ are the parameters of GMM $\mathcal{G}$ (see Definition 1).

Figure 1 demonstrates MP and NMP between two GMM objects $\mathcal{U}, \mathcal{V}$. As the measures of similarity, both MP and NMP integrate the similar parts of Gaussian components, as shown in the top of the figure. Because of the normalization operation, NMP gains a greater values than MP and emphasizes the shared parts.

For the closed-form expression of $\langle \mathcal{G}_1, \mathcal{G}_2 \rangle$, we can derive it from the following equation.

$$\langle \mathcal{G}_1, \mathcal{G}_2 \rangle = \sum_{i=1}^{m_1} \sum_{j=1}^{m_2} \prod_{l=1}^{D} \frac{w_{1,l} w_{2,j}}{\sqrt{2\pi} \sigma_{2,j,l}^2} \int_{-\infty}^{\infty} e^{-\frac{(x-\mu_{1,i,l})^2}{2\sigma_{1,i,l}^2}} dx$$

$$= \sum_{i=1}^{m_1} \sum_{j=1}^{m_2} \prod_{l=1}^{D} \frac{w_{1,l} w_{2,j}}{\sqrt{2\pi} \sigma_{2,j,l}^2} e^{-\frac{(\mu_{1,i,l}-\mu_{2,j,l})^2}{2\sigma_{1,i,l}^2}}$$

$$= \sum_{i=1}^{m_1} \sum_{j=1}^{m_2} \prod_{l=1}^{D} \mathcal{N}(\mu_{1,i,l}, \mu_{2,j,l}, \sigma_{1,i,l}^2/w_{1,l} + \sigma_{2,j,l}^2/w_{2,j})$$

If two GMMs are very disjoint, NMP between them is close to zero. To obtain a higher NMP, it is required that two GMMs have similar shapes, i.e., similar parameters.

A closed-form expression is intrinsically valuable for computation. It saves extra efforts to get a good approximation by avoiding simulation methods like Monte-Carlo, which may cause a significant increase in computation time and the loss of precision. Therefore, closed-form expressions are well received in many applications, especially in real-time applications.

Based on NMP, we can get a set of similarity measures with closed-form expressions for GMMs. For example, we can define a distance as follows.
There are several similarity measures based on MP have been proposed [10, 12, 13], and we can easily extend NMP on them.

**B. Pseudometric for GMMs**

On the basis of NMP, we define a pseudometric for GMMs, PmG. Likewise, PmG determines the square differences between normalized GMMs, sums them up by integration and returns the root of the integration. The definition of PmG is shown as follows.

**Definition 4:** (Pseudometric for GMMs) Given two GMMs \( \mathcal{G}_1(x) \) and \( \mathcal{G}_2(x) \) with diagonal covariance matrices in space \( \mathbb{R}^D \), we define the PmG of them as follows:

\[
d_{\text{PmG}}(\mathcal{G}_1, \mathcal{G}_2) = \sqrt{\langle \mathcal{G}_1, \mathcal{G}_1 \rangle + \langle \mathcal{G}_2, \mathcal{G}_2 \rangle - 2 \cdot \langle \mathcal{G}_1, \mathcal{G}_2 \rangle} \quad (3)
\]

Obviously, PmG has a closed-form expression for GMMs with diagonal covariances. Then we give the proof that PmG fulfills three properties of a metric.

**Lemma 3.1:** PmG is a pseudometric.

**Proof:** Non-negativity:

According to the definition of NMP, for any \( \mathcal{G}_1, \mathcal{G}_2 \), \( \langle \mathcal{G}_1, \mathcal{G}_1 \rangle + \langle \mathcal{G}_2, \mathcal{G}_2 \rangle - 2 \cdot \langle \mathcal{G}_1, \mathcal{G}_2 \rangle \geq 0 \). Thus \( d_{\text{PmG}}(\mathcal{G}_1, \mathcal{G}_2) \geq 0 \).

If \( \mathcal{G}_1 = \mathcal{G}_2 \), \( d_{\text{PmG}}(\mathcal{G}_1, \mathcal{G}_2) = 0 \).

Symmetry:

Obviously, \( d_{\text{PmG}}(\mathcal{G}_1, \mathcal{G}_2) = d_{\text{PmG}}(\mathcal{G}_2, \mathcal{G}_1) \).

Triangle Inequality:

Since \( d_{\text{PmG}}(\mathcal{G}_1, \mathcal{G}_2) \) can be reformed to the \( \ell^2 \) norm of \( \mathcal{G}_1' \) and \( \mathcal{G}_2' \), its triangle inequality can be proved easily.

Having the property of triangle inequality, metric or pseudometric can employ various of metric trees to make accesses to the data objects more efficient. Otherwise, specialized index and analysis methods are needed to guarantee the efficiency and applicability of index, which means extra efforts.

**IV. EXPERIMENTAL EVALUATION**

In this section, we provide experiments on both real-world and synthetic data sets to show the effectiveness and efficiency of the proposed pseudometric for GMMs. Classification and clustering, which are the major subdivisions of pattern recognition techniques, as well as the run-time of similarity calculation are used in the evaluation.

For Kullback-Leibler (KL) divergence [15] based similarity measures, only matching based approximation (KLm) [9] is included in this paper since it is one of the best-performing approximations [16].

All the experiments are implemented with Java 1.7, and executed on a regular workstation PC with 3.4 GHz dual core CPU equipped with 32 GB RAM. For all the experiments, we use the 10-fold cross validation and report the average results over 100 runs.

**A. Data Sets**

Synthetic data and four kinds of real-world data, including activity data, image data, audio data, and weather data, are used in the experiments. For the data objects, GMMs are estimated using Expectation-Maximization (EM) algorithm (implementation provided by WEKA).

Activity data [17] is collected from 15 participants performing seven activities. Assuming that participants complete a single activity in three seconds, we regard the 150 continuous measurements of acceleration on three axes as one data object. Thus 1083 objects are generated for participant 1.

Image data [18] is a collection of images taking under various viewpoints. In this paper, we use the gray images recording 100 objects from 72 viewpoints. Every image (192×144) is smoothed by a Gaussian filter with a standard deviation of five pixels.

Audio data [19] consists of speech from ten speakers, the names of who are shown as follows: Aaron, Abdul Moiz, Afshad, Afzal, Akahansson, Alexander Drachmann, Afred Strauss, Andy, Anna Karpelevich and Anniepoo. Every wav file is split into ten fragments, transformed into frequency domain by Fast Fourier Transform.

Weather data [20] is the historical weather data of 908 airports in Europe from 2005 to 2014. The features of Weather data are temperature and humidity, and only the average values of each day are used.

The synthetic data sets [21] are generated by randomly choosing mean values between 0 and 100 and standard deviations between 0 and 5 for each Gaussian component. The weights are randomly assigned, and they sum up to one within each GMM. Since there is no intuitive way to assign class labels for GMMs in advance, here we use the synthetic data sets only for the run-time evaluation.

**B. Effectiveness Evaluation**

In the evaluation of classification, we employ the simplest and widely used algorithm \( k \)-Nearest Neighbors (\( k \)-NN), rather than the other more complex techniques, to compare the effectiveness of the similarity measures, since we are not interested in tuning classification accuracy to its optimum.

Varying \( k \) in \( k \)-NN and the number of Gaussian components in each GMM, we start with experiments on Activity data. As shown in Figure 2, PmG has a better performance than the other similarity measures for different \( k \). With the increase number of Gaussian components in each GMM, the classification accuracies of PmG slightly increase, and generally outperform the other measures. For all the four real-world data sets, we fix the numbers of Gaussian components and report the results of 1-NN classification accuracies in Table I, where the highest accuracies of each column are marked in bold and with \( \bullet \), while the second highest ones are just marked in bold. We can see that PmG achieves the highest or second highest accuracies among all the similarity measures.

To compare the usability of the proposed similarity measure for unsupervised data mining, we perform clustering experiments on all four real-world data sets. Instead of \( k \)-means algorithm, the \( k \)-medoids is used here since it works
with arbitrary similarity measure, making it more suitable in our situation. We evaluate the clustering results using three widely used criteria, Purity, Normalized Mutual Information (NMI) and F1 Measure (FM).

Table II illustrates the evaluation of clustering results when using different similarity measures on four real-world data sets. PmG achieves the best performance among all the measures on all three criteria, except for FM on Weather data.

C. Efficiency Evaluation

Every similarity measure evaluated in this paper has a time complexity of $O(m_1 \cdot m_2 \cdot D)$, where $m_1$ and $m_2$ are the numbers of Gaussian components in GMMs that are used for similarity calculating, and $D$ is the dimensionality of data space. To support the theoretical time complexity, we provide comparisons by scaling $m$ and $D$ on synthetic data sets.

We calculate distance matrices for all the synthetic data sets, and as mentioned before, the average time cost of 100 runs are reported. Figure 3 shows the comparison of run-time between all the similarity measures on synthetic data sets with different numbers of Gaussian components in each GMM and different data dimensionality. The run-time of all similarity measures has a quadratic relation with the component number and a linear dependence with data dimensionality. PmG has a similar performance with ES, C2 and L2. With the increase of components number, EMD and Netflow gain more than PmG in time-cost. For varying dimensionality, the tendencies of all the similarity measures are very similar.

Comparing the query efficiency of linear scan and metric tree, we illustrate the time-cost of queries in Figure 4. Figure 4(a) demonstrates the linear relation between the query time and the number of data objects in linear scan queries. When
using VP-tree, as shown in Figure 4(b), there are great improvements in query efficiency for all the similarity measures. However, only PmG, EMD and Netflow can guarantee query accuracies among them.

V. RELATED WORK

This section gives a survey and discussion of similarity measures for GMMs in previous work. Firstly we summarize approximation approaches for GMMs, then we discuss similarity measures that have closed-form expressions.

The Kullback-Leibler divergence [15] is a common way to measure the distance between two PDFs. It is given by

\[ d_{KL}(f_1 \parallel f_2) = \int f_1(x) \log \frac{f_1(x)}{f_2(x)} dx. \]

For the properties of metric, the KL divergence only satisfies the non-negativity property, although its symmetric version \( \frac{1}{2} d_{KL}(f_1 \parallel f_2) + \frac{1}{2} d_{KL}(f_2 \parallel f_1) \) also satisfies the symmetry property. Moreover, it has a closed-form expression for Gaussian distributions, but no such expression for GMMs exists.

To compute the distance between GMMs by the KL divergence, several approximation methods have been proposed. A commonly used approximation to \( d_{KL}(f_1 \parallel f_2) \), the Gaussian approximation, replaces \( f_1 \) and \( f_2 \) with two Gaussian distributions, whose means and covariance matrices depend on those of GMMs. Another popular way is to use the minimum KL divergence of Gaussian components that are included in two GMMs. Moreover, Hershey et al. [11] have proposed the product of Gaussian approximation and the variation approximation, but the former tends to greatly underestimate \( d_{KL}(f_1 \parallel f_2) \) while the latter does not satisfy the positivity property. Besides, Goldberger et al. [9] have proposed KLM and the unscented transformation based KL divergence (KLt). KLM works well when the Gaussian elements are far apart, but it cannot handle the overlapping situations, which are very common in real-world data sets. KLT solves the overlapping problem based on the non-linear transformation. Cui et al. [16] have compared the six approximation methods for KL divergence with Monte Carlo sampling, where the variation approximation achieves the best result quality, while KLM give a comparable result with a much faster speed.

Besides the approximation similarity methods for GMMs, several methods with closed-form expression have been proposed. Helén et al. [10] have described a squared Euclidean distance, which integrates the squared differences over the whole feature space. It has a closed-form expression for GMMs. Sfikas et al. [13] have presented a KL divergence based distance C2 and a Bhattacharyya-based distance for GMMs. Jensen et al. [12] used a normalized L2 distance to

Figure 3: Time cost of linear scan queries on synthetic data sets. In (a), the data dimensionality is fixed as two. The numbers of Gaussian components are set as ten in (b).

Figure 4: Time cost of queries when varying the number of data objects. Each GMM used here has ten Gaussian components in a two-dimensional space. The capacity of nodes in the VP-tree is set to 32.
measure the similarity of GMMs in mel-frequency cepstral coefficients from songs. Beecks et al. [22] have proposed SQFD for GMMs to model the similarities between images. However, none of these similarity measures with closed-form expression for GMMs obeys the triangle inequality.

VI. DISCUSSION AND CONCLUSIONS

In this paper, we have proposed PmG for GMMs. As a metric, PmG enables storing GMMs in any metric tree and applying analysis techniques that require the properties of triangle inequality. In our experimental evaluations on real-world data sets, we have demonstrated the effectiveness of the proposed similarity measure. PmG outperform the other measures on different types of data sets in both classification and clustering.

Due to the potentially different number of Gaussian components in GMMs, there is still not much specialized indexing structure for GMMs exist. Using matching probability as the similarity measure, B¨ohm et al. [23] and Zhou et al. [24] have decomposed each GMM into its components to support the indexing of GMMs. A specialized dynamic index for GMMs using a metric or pseudometric is a promising perspective.
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Abstract—Product bundling is a marketing strategy that has been widely studied in research literature and extensively used in practice. With the growing quantity of products and huge possible bundling combinations, it is necessary to develop algorithmic approaches to determine which products should be in a profitable bundle, and what the proper price is for a bundle. In this paper, we propose a new data mining framework for product bundle design and bundle pricing. This framework incorporates the time value of money in data mining tasks, and it is capable of determining the product combination and price of a bundle in order to maximize the profit. We also demonstrate the efficiency of this data mining framework through experiments and simulations.
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I. INTRODUCTION

To meet consumers’ needs and expectations is the basic principle for sellers to survive in the current fierce competitive business environment. Sellers often adopt various promotion strategies to attract more consumers/buyers to increase their revenues. Bundling is a promotion strategy in which sellers provide multiple products or events as a single package with a discounted price [21]. Bundling has become prevalent as it can benefit both buyers and sellers.

From the consumer/buyer’s perspective, bundling can provide benefits such as:
- 8% monetary savings on average [8].
- Saving search cost, which will increase the willingness to purchase [17].

From the seller’s perspective, selling bundles can benefit them from the following aspects:
- Increasing the number of buyers and thus increasing sales [8].
- Easier for newly released products to be noticed and accepted by consumers/buyers [17].
- Saving packaging and distribution cost [4].

In this paper, we propose a data mining framework for solving the bundle design problem. Our framework can help sellers obtain a good knowledge of their consumers by analyzing their purchase patterns and reservation price in different time periods, as well as design profitable bundles with proper price and strategies to increase sales. We demonstrate that the proposed framework is able to achieve significantly better performance on analyzing the price elasticity of demand (PED) and estimating the buyers’ reservation prices. The PED measures the change of quantity demanded of a product with respect to the changes of the price, with other things being equal [20]. The reservation price of a buyer is the highest price that the buyer is willing to pay for a particular product [22]. The main contributions of this paper are summarized as follows:

- Many previous proposed methods on bundle pricing either make strong assumptions on the reservation prices (e.g., the reservation prices are known), or estimate the reservation prices based on consumers’ survey data. Our proposed framework uses consumer/buyer’s previous purchase behaviors rather than a marketing survey as the data source for estimating buyers’ reservation prices. In contrast to the consumers’ survey data, which are usually of small size and subjective, and may be inconsistent and incomplete, historical purchasing transaction data are of large size, accurate and objective.
- Our proposed framework also incorporates the time value of money in data mining tasks, and analyzes the PED in order to obtain accurate estimation of buyers’ reservation prices. Considering time as a factor can help with understanding consumers’ purchase behaviors in different time periods and designing proper bundles to meet consumers’ varying requirements, which is missing in previous bundling studies. The estimated buyers’ reservation prices serve as the basis for bundle design and bundle pricing.
- Our proposed framework is generic and does not limit to specific data mining algorithms. For example, new association rule mining algorithms can be integrated into our proposed framework to improve the efficiency and effectiveness for determining the possible product combinations within a bundle.

The remainder of this paper is organized as follows. Section II formulates the bundle design problem and the bundle pricing problem. Section III describes our data mining framework for bundle design and pricing. Section IV shows the performance of the proposed approach through experiments and simulations. Section V remarks the conclusions and the future work.

II. RELATED WORK AND PROBLEM FORMULATION

Bundling has been extensively studied and applied in retailing [2][13][15][16], entertainment [6][22], e-commerce [1][3][16][19], travel planning [9][10], telecommunication [23] as well as the service sector [12][18].

Two main problems associated with bundling in the previous research literature are the bundle design problem and the bundle pricing problem. Suppose that there are \( N \) distinct products available for bundling, the \( 2^N - (N + 1) \) possible product combinations for bundling (excluding the bundles with a single product) make this problem extremely complex for sellers,
especially when \( N \) is large [9]. Bundle design is a process of selecting product combinations to be promoted and sold as a bundle, which should be rational, practical, and in accordance with consumers' preferences. The main objective for providing bundles is to attract more buyers and hence increase the sales for sellers.

Moreover, a more remarkable principle that needs to be considered in bundle design is to know exactly what consumers/buyers want. It is more beneficial for sellers to provide flexible bundles that consumers can choose along with their preferences and needs.

Bundle pricing is about deciding the optimal price for a bundle. Objective of the term “optimal” here can vary based on their different business goals, such as maximization of profit, revenue, attendance, or market share [7].

The consumer’s reservation price, defined as the highest price that a consumer is willing to pay for a product, is a key factor in bundle design [22]. The relationship between reservation price and the actual price of a product determines whether or not a consumer will make a purchase. Another factor in bundle design is bundling strategy. Three bundling strategies have been widely studied in previous research. Pure component, or unbundling, is the traditional way in which consumers/buyers can only purchase products or services separately with their original prices [20]. It allows consumers to see the sales process clearly and pick up exactly the product they want. On the contrary, in the pure bundling strategy, sellers provide several products together as a bundle, and buyers can purchase only the whole bundle rather than individual products [20]. Combining these two strategies, the mixed bundling strategy is a more flexible one that the seller offers both individual products and the whole bundle [20].

In this paper, we will focus on data mining techniques for solving (1) the bundle design problem, which is to determine what product combinations should be in a bundle, (2) the bundle pricing problem, which is to determine the “optimal” price for a bundle, given a specific bundling strategy (i.e., the pure component, pure bundling or mixed bundle strategy).

### III. THE PROPOSED DATA MINING FRAMEWORK

We propose a data mining framework for bundle design and pricing, which is illustrated in Figure 1. One of the important features of the proposed framework is to incorporate the time value of money for estimating consumers’ reservation prices. The notations used in our proposed framework are listed in Table I.

<table>
<thead>
<tr>
<th>Table I. NOTATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
</tr>
<tr>
<td>( M )</td>
</tr>
<tr>
<td>( T )</td>
</tr>
<tr>
<td>( S )</td>
</tr>
<tr>
<td>( p )</td>
</tr>
<tr>
<td>( v )</td>
</tr>
<tr>
<td>( RI )</td>
</tr>
</tbody>
</table>

---

**Features of the Framework**

1) **The PED analysis**

PED is used to measure the change of quantity demanded of a product or service in its price, with other things being equal. For elastic products, an increase in unit price will lead to fewer units sold, resulting in a downward-sloping curve in its graphic representation with quantity on the horizontal axis and price on the vertical axis.

The demand curve also expresses consumers’ willingness and abilities to pay for a product in a given period of time. That is, with consumers’ reservation prices and other determinants remaining the same, changes of unit price lead to movements along the same demand curve. However, a change in consumers’ reservations will cause a positive or negative shift in demand curves. Based on these economic concepts, we adopt Principle Component Analysis (PCA) and K-means algorithm to analyze the fluctuations of the consumer’s reservation price.

Given a set of transaction data, sales volume and price for an item in a month can be extracted easily. The average price is calculated if unit price changes within a month. As a result, we can get a list for each product, which contains the year, month, sales volume, and unit price. Next step is to calculate the average sales volume and price in the same month within \( S \) years (see (1)), assuming \( p_m \) and \( v_m \) are unit price and volume of an item in the month \( m \). The objective to use the mean instead of individual ones is to avoid bias due to some random factors including weather, holidays, or unexpected events. For example, if the weather in a year gets warm much earlier than other years, the sales of short sleeve shirts will start increasing and reach the peak in advance.

\[
\overline{p}_m = \frac{1}{S} \sum_{m=1}^{S} p_m \tag{1}
\]

\[
\overline{v}_m = \frac{1}{S} \sum_{m=1}^{S} v_m
\]
The \((\overline{y}_{m}, \overline{p}_{m})\) pairs for all 12 months may be distributed in more than one parallel demand curves in its graphic representation, if all other determinants stay equal. The following step is to find the months on the same or very close curves. PCA is a common-used method for dimensionality reduction, which is achieved by detecting the directions of the first several largest variances in the data, and transforming the original data into the data expressed in terms of new axes. We adopt PCA to find the principle component in downward-slopping direction, which represents the trend of demand curves for elastic goods, then build a new axis \(x'\) in this direction and another axis \(y'\) as orthogonal to the first one. By mapping data points to \(y'\) axis, points on the same curve are closer while points on different curves are far away from others.

Then, K-means is applied to discover month clusters using the transformed data points. Each one of them represents a month. The value of \(K\) depends on a heuristic learning method using Within Cluster Sum of Squared Error (WCSSE), defined as

\[
E = \sum_{i=1}^{K} \sum_{p \in G_i} |p - m_i|^2
\]

where \(p\) is an object in data collection, \(m_i\) is the mean value of all objects in cluster \(G_i[11]\). With \(K\) increasing, the first one that makes WCSSE smaller than a threshold will be set as the number of month clusters \(G = \{G_1, G_2, ..., G_K\}\). Each cluster contains an uncertain number of months and the cluster, which includes the month \(m\) is denoted as \(G_m\).

The process and result of PCA and K-means can be illustrated using Figure 2. Black points are original points representing the relationship between quantity and unit price in each month. Colored points are the mapping result using PCA. Points in an oval are the ones being grouped in a cluster using K-means algorithm.

2) Customer segmentation

Clustering techniques have been applied to solve customer segmentation problem due to its efficiency and ability to process large datasets. In our research, we adopt K-means algorithm to discover customer segments since it is efficient in modeling and capable of producing understandable results. Customers’ information including gender, age and income provided while registration, along with transaction records, are transformed into features in the clustering process. Similar to PED analysis, a WCSSE threshold is set to determine the optimal number of customer segments.

3) Valuation estimation

A consumer’s reservation price for the same product may be various in different periods depending on trackable factors like season and demand, and some unpredictable factors as well. Sales price is determined by market supply and demand, which will be affected by the cost of material, technology, and inflation. These two variables are uncertain, but the relationship between them can be represented by consumers’ purchase records. It is assumed consumers are rational. In other words, a consumer’s reservation price for an item is equal to or greater than the unit price if he made a purchase. Therefore, we use historical transaction data to estimate their valuations.

Due to inflation, the price levels of goods and services reveal a sustained increase over a period of time. It may lead to a loss of real value if we use unit price five years ago directly. Therefore, we map historical currency to present value to eliminate the effect of inflation. Assuming the average inflation rate is \(r\), \(n\) is the number of year gap between the original year and the target, the present value \(PV\) of historical price can be calculated using (3).

\[
PV = p \times (1 + r)^n
\]

If we are going to estimate consumers’ reservation price and generate profitable bundles in the month \(m\), only the months that belong to the same cluster \(G_m\) will be considered in following steps. For a consumer \(c \in C\) and an item \(i \in I\), we extract his purchase records \(T_{c,i}\) from the transaction set, pick up the records that happened in the month in \(G_m\) along with their timestamp and price mapped to present value. We assumed his valuation of a given product equals to its price when he made the first purchase. The relationship between the consumer’s reservation price \(R\) and the number of purchases \(np\) forms the following function \(R = (1 + \theta)^{np} \times PV\). Each successful transaction makes his valuation increased by \(\theta\) (\(\theta > 0\)). For example, if the unit price mapped to present value for an item is \(PV = $2\) and \(\theta = 0.1\), a consumer’s reservation price when he made the first purchase was $2, which increased to $2.2 at the second purchase and $2.42 at the third time. But for the month with no purchase, we assumed their valuation were less than the posted price, and dropped exponentially by \(\theta\). We order all records according to the year and month sequence and assign each year a weight. For the year \(y_j\), the weight is \(w_{y_j} = \beta^{j-1}\). If \(\beta > 1\), earlier months are assigned smaller weights and later months have larger ones, representing the latest purchases have more impact on their future behaviors. Whereas the former purchases influence their future decisions more if \(\beta < 1\). All months play the same role in estimation when \(\beta = 1\). Table II shows the purchase records for a consumer \(c \in C\) with an item \(i \in I\). A consumer’s approximate reservation is estimated using (4).

\[
R_{c,i} = \frac{\sum_{j=1}^{s} \sum_{m \in G_m} w_{y_j} m_k x_{y_j} m_k}{\sum_{j=1}^{s} \sum_{m \in G_m} w_{y_j} m_k x_{y_j} m_k}
\]

Considering that the reservation price is an extremely subjective factor, and some unpredictable factors may cause bias during estimation, we use an interval to represent a consumer’s reservation price instead of a single value.
Assuming the unit price for the item $i$ is $p_i$, we create several intervals with each covers $0.05 \times p_i$. Examples of intervals are $[0.9 \times p_i, 0.95 \times p_i]$ and $[0.9 \times p_i, p_i]$. The interval of estimated value of (4) is treated as the consumer’s reservation price interval. The results for all consumers and items form an $M \times N$ valuation matrix $R_I$, in which the value $R_{i,j}$ represents the reservation price interval of the consumer for the item. We set the value to 0 for a consumer with the item he has never purchased.

However, since the valuation matrix only contains reservation price for individual items, we still need to predict their willingness to pay for a bundle $b$, which consists of more than one product. A recognized function deriving a consumer’s valuation for a bundle $R_{cb}$ from its components $R_{ci}$ proposed by Venkatesh and Kamakura is shown in (5) [20].

$$R_{cb} = (1 + \lambda) \times \sum_{i\in b} R_{ci}$$

The $R_{ci}$ here is the median of the interval that a consumer’s reservation price belongs to. The coefficient $\lambda$ indicating the bundle’s type among complementary, substitutes, and independent. If the bundle is complementary, such as PC and printer, a consumer’s willingness to pay for this bundle is higher than the sum of each composition, then $\lambda > 0$. However, for substitutes like seasonal sports tickets, $\lambda < 0$ indicating buyers do not want to pay as much as the total price when purchasing separately. $\lambda$ equals to 0 when there is no relationship among the components in a bundle.

4) Bundle design

a) Association mining

Since the number of products available in a market is large, which creates numerous possible combinations, considering all potential bundles will cost too much computation. Some combinations may be profitable to business but meaningless to consumers. Through basket analysis, we can find the relationship between some merchandises really exists since they always appeared in a single transaction simultaneously, but they are independent seemingly. However, for the items that consumers never or seldom purchased together, this kind of bundles is pointless. Therefore, we only consider the items that are often being purchased together obtained through Apriori algorithm with the minimum support $\min_{\text{sup}}$.

b) Bundle design and pricing

Bundling configuration including determination of the bundling strategy and price is done based on the potential bundle set $B$ (frequent itemssets in the Apriori algorithm) and consumers’ valuation matrix $R_I$. Unlike previous researches, which set the bundling strategy and its constraints as prerequisites, we calculate the revenue under each of pure component, pure bundling and mixed bundling, and choose the one with the highest revenue gain instead of restricting a bundle to a specific strategy ahead. Price for a bundle under each promotion is set as the one that can maximize the seller’s revenue.

We made several assumptions, which were also used in the previous studies [7].

- **Single Unit**. Each consumer purchases up to one unit for each item or bundle.
- **Single price**. Each item or bundle has exact one sales price.
- **No budget constraint**. Consumers do not have budget constraint while shopping.
- **No supply constraint**. The market can provide as much as consumers need. The occasion of “Out of Stock” will not be considered in this paper.

In practice, the consumer’s rationality will make them purchase the products with price lower than their valuations. We use the variable $h_{ci}$ to denote the purchase behavior of the consumer $c$ with the item $i$. $h_{ci} = 1$ when $c$ takes $i$, and $h_{ci} = 0$ if the purchase does not happen. $h_{ci}$ achieves the similar purpose but shows the relationship between the consumer $c$ and the bundle $b$ instead of an individual item. Following the probabilistic variable used in [7], $P(h_{ci} | p_i, R_{ci})$ represents the probability of the occurrence of $c$ purchases $i$ ($h_{ci} = 1$) with the price $p_i$ and his reservation price $R_{ci}$. However, we develop it to $P_{pc} \times P_{pb}$ and $P_{mb}$ under different promotion strategies.

For each possible combination in $B$, we calculate the maximum revenue it can create under each bundling strategy.

**Pure Component.** This is an unbundling strategy, which is adopted in conventional market. Price for each commodity $p_i$ is provided by sellers. The corresponding revenue $r_{pc}$ is obtained by (6).

$$r_{pc} = \sum_{i\in b} \sum_{c\in C} p_i \times r_{pc}(h_{ci} | p_i, R_{ci})$$

where

$$P_{pc}(h_{ci} | p_i, R_{ci}) = \begin{cases} 1, & \text{if } p_i \leq R_{ci} \\ 0, & \text{otherwise} \end{cases}$$
Pure Bundling. Comparing with the pure component, this is a similar situation with bundles replacing individual items. The most significant difference is that the price for a bundle \( p_b \) is a variable, which need to be determined. Given all consumers’ reservation prices for a bundle, we set cut-points \( p_b \) to calculate the number of consumers who will make a purchase and the corresponding revenue using (7). The one that makes \( r_{pb} \) maximized is chosen as the unit price for the bundle \( b \).

\[
r_{pb} = \sum_{c \in C} p_b \times P_{pb}(h_{c,b}|p_b, R_{c,b})
\]

where

\[
P_{pb}(h_{c,b}|p_b, R_{c,b}) = \begin{cases} 1, & \text{if } p_b \leq R_{c,b} \\ 0, & \text{otherwise} \end{cases}
\]

Mixed Bundling. This is a more complicated situation since both individual items and bundles are offered. Prediction of a consumer’s choice among a bundle and its components is essential to estimating revenue. Taking the scenario containing two products X and Y as an example. A consumer’s valuation \( R_X = 10 \) and \( R_Y = 5 \). We set \( \lambda \) in (5) to -0.1 so that his reservation price for the bundle of X and Y is \( R_{XY} = 13.5 \). If both of them are sold as \( p_X = p_Y = 7 \) and \( p_{XY} = 13 \), we predict that he tends to choose X rather than the bundle since the posted prices imply \( p_{XY} - p_X = 6 \), which is beyond his valuation of Y. Therefore, we set selection conditions shown below.

\[
r_{mb} = \sum_{c \in C} p_b \times P_{mb}(h_{c,b}|p_b, R_{c,b}) + \sum_{c \in C} p_c \times P'_{mb}(h_{c,b}|p_c, R_{c,b}, P_{mb})
\]

where

\[
P_{mb}(h_{c,b}|p_b, R_{c,b}) = \begin{cases} 1, & \text{if } p_b \leq R_{c,b} \text{ and for } \forall s, \text{ if } p_b \text{ or } p_c \leq R_{c,b-s} \text{ and } s \text{ is a subset of } b \\ 0, & \text{otherwise} \end{cases}
\]

and

\[
P'_{mb}(h_{c,b}|p_c, R_{c,b}, P_{mb}) = \begin{cases} 1, & \text{if } p_c \leq R_{c,b} \text{ and } P_{mb}(h_{c,b}|p_b, R_{c,b}) = 0 \\ 0, & \text{otherwise} \end{cases}
\]

With all calculations finished, next step is the simple comparison of the results of (6) – (8) and choose the strategy with the highest one for promotion.

c) Bundle selection

Bundle selection is necessary for eliminating redundant bundles and ensuring maximum revenue to sellers. We adopt this step for the following objectives:

- Avoid confliction. Promotion strategy for each bundle is selected according to their potential gain in revenue. If a combination \( A \) is assigned to pure bundling but one of its subsets is assigned to the mixed bundling, confliction will exist since components of \( A \) are also provided individually.
- Revenue maximization. With the prerequisite \( U \cup B = 1 \), various configurations can be issued, but we aim to find the one with the highest revenue gain.

We use a greedy approach for bundle selection to find the eligible bundle configuration. We select bundles from all frequent itemsets based on their absolute revenue gain. The itemset that provides the highest absolute gain will be chosen for promotion, and then removed from the pickup pool along with the bundles that have items overlapped with it. Having the new set of candidate bundles, we still choose the one with the most absolute gain and repeat the process above until there is no bundle left. This method has no effect on bundling strategies so that all selected bundles are enrolled in the one where they are optimized. It can prevent confliction among bundling strategies since all bundles are non-overlapped.

Figure 3 summarizes the aforementioned features for bundle design and bundle pricing.

IV. EXPERIMENT AND EVALUATION

This section describes the simulation and experiments we did to test the effectiveness of our framework.

A. Simulating Transaction Data

Based on our proposed framework, a consumer’s reservation price is estimated based on the consumer’s historical purchasing behaviors. However, there is no publically available transaction datasets covering multiple years. We used simulation data set to demonstrate the efficiency of our framework.

1) Candidate transactions.

Given the number of consumers \( M \) and products \( N \), we first generate the consumer set \( C \) and product set \( I \), and randomly pick up a base price \( p_{base} \) for each product. Then, we generate 12 monthly candidate transaction datasets in a year with each one consists of the Cartesian product of \( C \) and \( I \), along with a price for each combination. Considering some dynamic factors like seasonality and holidays, the price for a product in a certain month is produced by multiplying its base price and a seasonal coefficient, which is randomly generated in the range of \( -\alpha \) to \( \alpha \). That is, the sale price for a product \( p_i \) is \( (1 - \alpha) \times p_{base}, (1 + \alpha) \times p_{base} \). Since the seasonal coefficient is randomly picked up for each product in each month, different seasonal patterns can be found in the candidate transaction dataset for different products. Candidate transaction dataset for the following years is obtained based on the one generated in the last step by taking the inflation rate into consideration.

Figure 3. The system architecture of the features of the proposed framework
1) Reservation prices

We also generate a consumer’s reservation price matrix with size $M \times N$. Each row represents a consumer and each column represents a product. For a product $i$, consumer’s reservation price is given by a normal distribution with mean of $p_{base}$ and standard deviation of $\sigma \times p_{base}$, or a uniform distribution between $(1 - 3\sigma) \times p_{base}$ and $(1 + 3\sigma) \times p_{base}$.

The reason for choosing $1 \pm 3\sigma$ as boundaries of uniform distribution is that we want to generate consumers’ reservation price with same range using different distributions. The reservation price matrices are used to filter candidate transactions and evaluate our algorithm as a benchmark.

We set the number of consumers and products as 100 in the simulation. Therefore, candidate transaction dataset has 10,000 records for each month and 120,000 records for each year. To achieve PED analysis, we generate transactions covering ten years so that the sales can reveal a relatively stable pattern. Seasonal coefficient is set to 0.2, representing 20 percent in different months. Standard deviation of normally distributed reservation price is set to $0.1 \times p_{base}$.

This setting can ensure most consumers have chances to make a purchase because 97.5% of consumers have a reservation price greater than the possible lowest unit price. Accordingly, uniformly distributed reservation price follows $U(0.7 \times p_{base}, 1.3 \times p_{base})$. The parameter settings in our simulation are listed in Table III.

2) Transaction filtering

According to the consumer rationality assumption, consumers will only purchase the products with price not exceeding their reservation prices. That makes some transactions in our candidate datasets unreasonable. Therefore, we remove the transactions in which the sales price is greater than the corresponding consumer’s reservation price. The remaining transactions, along with a transaction ID for each record, form our simulated transaction set. Table IV shows the number of transactions in each year filtered by normally and uniformly distributed reservation price matrix respectively.

B. Training and Evaluation

Several experiments were implemented to test each part of our framework. We used our model to estimate the consumer’s reservation price using simulated transaction data. The results were used for exploring the best bundling configuration.

1) Reservation price estimation

In order to evaluate the accuracy of the proposed model, we compare the estimated reservation price with the matrix we generated.

<table>
<thead>
<tr>
<th>Table III. Parameter Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameters</strong></td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>N</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>$\alpha$</td>
</tr>
<tr>
<td>$\sigma$</td>
</tr>
</tbody>
</table>

Our model is also compared with other two methods. The all-month estimation model does not consider the time dimension so that it uses historical transactions in all months for prediction. On contrary, the same-month estimation model uses only the transactions in the same month with the one being predicted. For example, if we are going to estimate consumer’s reservation price in January, the all-month estimation model uses the whole year transactions in each year, while the same-month estimation model uses only historical transactions generated in January for estimation. However, our model analyzes previous sales records, discovers the months that have similar situation with January, and uses them in prediction.

We use the estimation result for a single item instead of the whole dataset to reveal the comparison of different models more clearly. We pick up transactions of the product PRO028 under normally and uniformly distributed reservation price distributions in the first three years. Fluctuations in each year form a relatively stable pattern, which keeps repeating during the period. Usually, the sales will rise up with a lower price and drop down with a higher price when the consumer’s reservation price stay stable. However, by comparing the trend of unit price and sales, we find the relatively low price in January did not bring a high volume. Instead, its volume is lower than that in December, which has a higher unit price. A similar situation also occurs in April and September. These contradictions are caused by various reservation prices while making purchases in different months.

![Figure 4. Unit price and sales volume for product PRO028 under normally and uniformly distributed reservation price](image-url)
To show the improvement of our model over all products, we plot the average squared loss of 100 products obtained by six models (three for each reservation distribution) in each month in Figure 5. For the product with a high price, we allow a relatively wide range of bias, while the tolerance for cheap products is much smaller.

Therefore, we use Mean Absolute Percentage Error (MAPE) defined in Equation (9) as the measurement. For both normally and uniformly distributed reservation price, our model achieves the best performance with MAPE around 3.5%. The possible bias means if a consumer’s actual reservation for a single item is $50, our estimation falls within the range of $48 and $52. Performance of the all-month estimation model are much better than the same-month model, ranking in the middle in comparison. The major reason for a higher bias is the failure in distinguishing potential variance of reservation price in different months. Insufficient purchase records make the same-month estimation model the worst one. MAPEs are always greater than 7%, representing the bias can be up to $3.5 when a consumer’s actual reservation equals to $50.

\[
\text{MAPE} = \frac{1}{M+N} \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{|R_a - R_p|}{R_a} 
\]  

(9)

2) Moving validation

To validate the accuracy of model in prediction, we adopt the “moving” validation approach introduced in Chu and Zhang’s work [5]. That is, using the monthly sales and unit price in several continuous years (in-sample) to estimate the consumer’s reservation price and predict the yearly sales in the following year (out-of-sample). We adopt in-sample with both variable and fixed length to explore the effect of in-sample length on the accuracy of predicting future purchase behavior. For each in-sample, months are re-clustered using the corresponding sales and unit price so that the estimation can eliminate the effect of dynamic factors but catch the trend if it tends to stable.

Figure 6(a) shows the average MAPE for the annual sales of all products using different in-sample lengths. The annual sales in year2 is predicted using only transactions in the year1, and the sales in year3 is predicted using transactions in both year1 and year2, and so on. As shown in Figure 6(a), MAPE decreases with the length of in-sample growing until it reaches the lowest in year5, which means it is optimal to use transactions in previous four years to predict consumers’ behaviors in the next year. MAPE with in-sample length longer than four rises again. The increase is more obvious in normally distributed reservation. A longer in-sample period can eliminate the effect of dynamic factors like climate change and special events. However, regarding the product lifecycle, an overlong in-sample may result in higher bias causing by product replacement and upgrading. Considering these factors and average MAPE shown in Figure 6(a), we fixed the length of in-sample to 4 years and the out-of-sample covers year5 to year10. MAPEs of prediction for sales in these six years are plotted in Figure 6(b). Prediction error fluctuates in a small range, representing our model can produced a stable result with the moving in-sample. This “moving” validation schema can evaluate the stability and reliability of the proposed model.

3) Bundle design

Our bundle design algorithm is based on frequent itemsets obtained by association mining. The choice of three bundling strategies is made by comparing the absolute revenue gain created by each strategy. The one that creates the most revenue gain is selected as the bundling strategy for promotion. Table V shows the number of bundles before and after bundle selection with different min_sup values when the bundling coefficient is set to 0 by default. We only consider the itemsets with more than one item, because a bundle with only one item is equivalent to selling it individually. With min_sup increasing by 0.005 each round, the number of frequent itemsets decreases exponentially, as well as the number of bundles in each strategy.

In order to avoid overlapping and confliction among bundles, we adopt bundle selection based on the absolute revenue gain they provide. Only a small part of frequent itemsets are selected as eligible bundles. When the min_sup is relatively small, most frequent itemsets are more profitable in mixed bundling than in pure bundling. With the min_sup growing, the itemsets that create more revenue in pure bundling occupy a larger proportion.

To evaluation the effect of this algorithm regarding the revenue maximization objective, we use the following measurements.

![Figure 5. Average Mean Absolute Percentage Error (MAPE) of 100 products in each month using different models](image)

![Figure 6. Average Mean Absolute Percentage Error (MAPE) of annual sales prediction using different in-samples](image)
Revenue Gain. One is to measure how much the sellers can benefit from bundling. We compare the revenue created by bundling against the baseline, which is the revenue created by selling products individually. Revenue gain is the percentage of growth over the revenue of pure components.

Surplus Gain. Another is to evaluate how much consumers can benefit from bundling. A consumer’s surplus is the difference between his reservation price and the product’s posted price [7]. A higher surplus gain shows the improvement in consumer’s willingness to pay and satisfaction. Similar to revenue gain, surplus gain is represented by the percentage of growth in surplus of bundling over pure components.

Figure 7 shows the revenue and surplus gain with different min_sup values. We also calculate the bundling efficiency, which is the average gain generated by each bundle. Revenue can be increased by more than 10% by only four bundles with two products in each one when min_sup is set to 0.055. A higher surplus gain shows the improvement in consumer’s willingness to pay and satisfaction. Similar to revenue gain, surplus gain is represented by the percentage of growth in surplus of bundling over pure components.

Figure 7 shows the revenue and surplus gain with different min_sup values. We also calculate the bundling efficiency, which is the average gain generated by each bundle. Revenue can be increased by more than 10% by only four bundles with two products in each one when min_sup is set to 0.055. A higher surplus gain shows the improvement in consumer’s willingness to pay and satisfaction. Similar to revenue gain, surplus gain is represented by the percentage of growth in surplus of bundling over pure components.

Experiment result shows suitable itemsets can be sold as bundles. Revenue gain created by bundling is around 46.8% and surplus gain is around 71.7% comparing with selling products individually.

Bundling coefficient. The bundling coefficient λ in our research can reveal the type of effect of λ on revenue and surplus gain respectively. The line of hybrid bundling is the experiment result using our model. The other two lines show the revenue/surplus gain created by pure bundling and mixed bundling among qualified bundles.

A negative λ means the consumer’s reservation price for a bundle is lower than the sum of reservation for each component (subadditivity), which happens to substitutes. When λ is smaller than -0.15, mixed bundling is the only source of revenue gain. The advantage of mixed bundling becomes outstanding because it can offer bundles to the consumers with higher reservation price while offering components to others. However, the revenue gain may be at the expense of consumer surplus since there is no surplus gain revealed. Such bundles are not desired regarding consumer satisfaction for a long term. Revenue and surplus gain comes from pure bundling increase gradually, but they are still much lower than that provided by mixed bundling. Therefore, mixed bundling is more profitable for substitutes.

A positive λ applies when items in a bundle are complementary, where consumers have super additive reservations. Overall revenue and surplus gain augment with higher λ. From Figure 8, we can also find, pure bundling is very sensitive to the increase of λ. Revenue and surplus gain created by pure bundling climb dramatically until pure bundling becomes the most profitable strategy for all qualified bundles. Mixed bundling becomes less desirable since consumers tend to purchase bundles instead of components. Our result agrees with Do, Lauw and Wang’s research [7].

V. CONCLUSIONS

In this paper, we have proposed a data mining framework for bundle design and pricing. In this framework, we incorporate the time value of money for data mining tasks, and estimate the consumers’ reservation prices based on historical purchasing data. All previous studies either make strong assumptions on the consumers’ reservation prices or estimate the consumers’ reservation prices based on a small amount of marketing surveys. The main contribution of this research is to integrate various existing techniques into a single framework. Through simulations and experiments, we have demonstrated this framework is capable of solving the bundle design problem, as well as the bundle pricing problem. As this framework does not limit to specific data mining algorithms for its various sub-tasks, we plan to compare different algorithms within this framework in future. Furthermore, we will incorporate various objective and subjective measures to evaluate the effectiveness and performance of different algorithms.

![Figure 7. Experiments with different min_sup values](image)
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I. MOTIVATION

In recent years, several techniques have been developed to build user adaptive web sites and personalized web applications [1]. For example, e-commerce applications use link personalization to recommend items based on the customer’s buying behavior or some categorization of customers based on ratings and opinions. Research on preference handling systems makes use of quite a variety of different tools, cp. [2]. Some preference elicitation approaches have been proposed in a different manner, e.g., [3], which proposes algorithms for automatic contextual preference elicitation. However, current techniques of automatic personalization lack preference models with limited expressiveness. State-of-the-art approaches either use scores to describe preferences or just distinguish between liked and disliked values. Thus, complex “I like A more than B”-relationships, as well as preferences for numeric attributes cannot be expressed in a natural way. Furthermore, these approaches are not able to handle dependencies among preferences, e.g., two preferences are equally important or one preference is preferred to another.

In this demo paper, we present the Preference Miner, a database tool for mining user preferences. Preference Mining is a technology for the detection of preferences in the user’s previous shopping or browsing behavior recorded in his log data, e.g., click data, browsing data, or explicit feedback. Important applications for preference mining are Internet shops, financial e-services or personal recommender systems where individual customer care plays a significant role [4][5].

The rest of the paper is organized as follows: In Section II we introduce the preference background. Section III describes our demo architecture and Section IV contains our conclusion.

II. PREFERENCE BACKGROUND

A database preference \( P = (A, <_P) \) is a strict partial order, where \( A = \{A_1, \ldots, A_d\} \) denotes a set of attributes with corresponding domains \( \text{dom}(A_i) \). The domain of \( A \) is defined as Cartesian product of \( \text{dom}(A_i) \), \( <_P \subseteq \text{dom}(A) \times \text{dom}(A) \) and \( x <_P y \) is interpreted as “\( y \) is better than \( x \)”.

A set of intuitive preference constructors for base and complex preferences is defined in [6]. These definitions of preference constructors have been proven to be appropriate to describe user wishes. On categorical data there are \( \text{POS}(A, \text{POS-set}), \text{NEG}(A, \text{NEG-set}), \text{POS/POS}(A, \text{POS1-set}, \text{POS2-set}), \) and \( \text{POS/NEG}(A, \text{POS-set}, \text{NEG-set}) \). The \( \text{POS-set} \subseteq \text{dom}(A) \) of a POS preference defines a set of values that are better than all other values of \( \text{dom}(A) \). Analogously, the NEG set describes disliked values. In the \( \text{POS/POS} \) preference the POS1-set defines the most preferred values, whereas the POS2-set defines the second-preferred values when nothing better is available. The \( \text{POS/NEG} \) preference defines preferred and non-preferred values. In E-graph of an \( \text{EXPLICIT}(A, \text{E-graph}) \) preference, a user can specify any better-than relationships. Numerical preference constructors are \( \text{AROUND}(A, z), \text{BETWEEN}(A, [\text{low}, \text{up}]) \), \( \text{LOWEST}(A) \), and \( \text{HIGHEST}(A) \). In \( \text{AROUND} \) the desired value is \( z \), but if this is not feasible values with the nearest distance from \( z \) are best alternatives. \( \text{BETWEEN} \) prefers values within a \( [\text{low}, \text{up}] \) interval and \( \text{LOWEST} \) resp. \( \text{HIGHEST} \) prefer lower and higher values. A Pareto preference \( P := P_1 \otimes \ldots \otimes P_m \) treats the underlying preferences as equally important whereas a Prioritization \( P := P_1 \& \ldots \& P_m \) treats \( P_i \) more important than \( P_j \), and so on. A more detailed description of the preference model is given in [7].

Example 1. Assume a dataset called “Notebooks”, which contains information about notebooks bought by customers. The data contains different attributes like the size of the hard disk (HDD), the make (Acer, Lenovo, …), or the amount of RAM. The wish for a notebook having a HDD around 1TB and made by Acer (equally important preferences) can be expressed as

\[
\text{AROUND}(\text{HDD}, 1TB) \otimes \text{POS}(\text{Make}, \{\text{Acer}\})
\]

We developed a miner for preferences which detects all kinds of base preferences as well as complex preferences like Pareto and Prioritization within log data. For the detection of preferences, our algorithms apply well-established data mining techniques like clustering and density estimation [8]. The preference mining algorithms together with proofs of correctness can be found in [9].
III. PREFERENCE MINER IMPLEMENTATION

Figure 1 represents the overall architecture of our Preference Miner implemented in Java 1.8. As input the user or an application program tells the Preference Miner which log relation to analyze and on which attributes preferences should be detected. Thereby, the log-relations come from a database or any text based file (.txt, .csv, .tsv, etc.).

The Preference Miner implements preference mining algorithms ("Preference Miner Core Components"), where all data intensive operations, such as clustering or density estimation are executed on the database layer for high performance. The core components contain algorithms for mining preferences on categorical and numerical data as well as a miner for complex preferences. To be independent from a specific database system, all database independent operations are implemented as part of the Preference Miner, whereas database specific operations are only specified ("Preference Miner Interfaces").

The graphical user interface (Figure 2) of the Preference Miner allows the comfortable invocation of the preference mining algorithms on the specified attributes and afterwards presents the results. Here, the Preference Miner detected three preferences on the log-relation “Notebooks” mentioned in Example 1. All detected preferences are managed intelligently in an appropriate preference database, the Preference Repository, cp. Figure 1. We developed such a Preference Repository [10], which is a storage structure for preferences. A set of access functions allows easy inserts, updates, deletions and selects on the repository. With it the application server can perform dynamic query personalization [1] for preference-based product search, individualized product presentation, or personalized recommendations.

Since our implementation executes all data-intensive operations on the database layer we can achieve a very good performance behavior. Our tests on a commercial database server has shown that mining numerical preferences is the fastest task. Mining Pareto preferences or Prioritization needs less than a second in the average for 50,000 tuples on a standard computer. Detailed performance measurements for each algorithm can be found in [9]. The good efficiency of our preference mining algorithms allows their usage for online preference mining: while interacting with a customer the e-application can check online his preferences and therefore can react flexibly to his wishes during the sales process.

The tool is available at https://github.com/endresma/PreferenceMiner.git

V. CONCLUSION

The goal of this work is to provide a tool for mining user preferences from log data. Such preference knowledge can be very useful for personalized applications. Sales advice can be adapted to the customer’s individual preferences, e.g., if he likes low prices or a special make. Furthermore, preferences gained with Preference Mining are useful for personalized product recommendations and for the composition of individual product bundles.
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Abstract—Whenever column-oriented main-memory databases require both, a space efficient storage of strings and an efficient evaluation of operations on these strings, a compressed indexed sequence of strings might be a good choice to fulfill these requirements. A data structure that compresses the string sequence and at the same time supports efficient evaluation of basic read and write operations is the Wavelet Trie. In this paper, we extend the Wavelet Trie by different set-oriented read operations relevant for column-oriented databases like union, intersection and range-queries, and describe how they can be implemented on top of the Wavelet Trie. Furthermore, in our evaluations, we show that performing typical operations on string sequences like searching for exact matches or prefixes, range queries, insert, or delete operations, and operations on two string sequences like merge or intersection, can be performed faster directly on the Wavelet Trie than simulating these operations on bzip2- or gzip-compressed data.
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I. INTRODUCTION

Column-oriented DataBase Management Systems (DBMS) organize their data tables within column stores, each containing an ordered sequence of entries. This data organization technique is preferable especially when used for read-intensive applications like data warehouses, where in order to analyze the data, queries and aggregates have to be evaluated on sequences of similar data contained in a single column [1]. A second advantage of column-oriented data stores is that they can be compressed stronger than row oriented data stores, as each column and therefore each contiguous sequence of data contains data from the same domain and thus contains less entropy.

As long as main-memory availability is a run-time bottleneck, data compression is beneficial to virtually “enhance” the capacity of the main-memory, i.e., column-oriented data stores can benefit from storing their string columns in form of compressed indexed sequences of strings. A major challenge when using a compressed data structure for a string column is to support typical database operations in efficient time without full decompression of the compressed data structure.

Column stores like, for instance, C-STORE [1], Vertica [2] or SAP HANA [3] typically rely on combinations of compression techniques like Run-Length Encoding, Delta Encoding, or dictionary-based approaches. These compression techniques do not contain a self-index, but have to occupy additional space to store an index that allows for efficient operations like, for instance the evaluation of range queries. When main-memory availability is the major run-time bottleneck, we consider this to be a disadvantage.

In contrast, the Wavelet Tree is a self-index data structure and can be regarded as an enhancement of variable length encodings (e.g. Huffman [4], Hu-Tucker [5]) that rearranges the encoded string $S$ in form of a tree and thereby allows for random access to $S$. Variations of the Wavelet Tree use the tree topology to enhance Fibonacci encoded data [6] or Elias and Rice variable length encoded data [7]. In [8] an $n$-ary Wavelet Tree is used instead of a binary Wavelet Tree (e.g., a 128-ary Wavelet Tree by using bytes instead of bits in each node of the Wavelet Tree). A pruned form of the Wavelet Tree is the Skeleton Huffman tree [9] leading to a more compressed representation. Although avoiding the need for an additional index, Wavelet Trees have the disadvantage that common prefixes in multiple strings are stored multiple times.

This disadvantage is avoided by the Wavelet Trie [10][11], which is a self-index, i.e., avoids the storage of extra index structures, and can be regarded as a generalization of the Wavelet Tree [12] for string sequences $S$ and the Patricia Trie [13]. That is why in this paper, we use a Wavelet Trie to store compressed indexed sequences of strings.

Wavelet Tries support the following basic operations that are used within column-oriented DBMS: the operations \textit{access(n)} that returns the $n$-th string of this column and that is used for example when finding values of the same database tuples contained in other columns, or \textit{search(s)/searchPrefix(s)} that searches for all positions within the current column that contains the value $s$ (or that have the prefix $s$). Beside these elementary search operations, Wavelet Tries support elementary data manipulation operations on the compressed data format as, e.g., to insert a string at a given position, to append a string, or to delete a string from the sequence.

[10] and [11] introduce the concept of the Wavelet Trie and discuss the complexity of the following operations:

- \textit{Access(pos)} returns the pos-th string of the sequence
• Rank(s, pos)/RankPrefix(s, pos) return the number of occurrences of string s (or strings starting with prefix s) up to position pos
• Select(s, i)/SelectPrefix(s, i) returns the position of the i-th string s (or string starting with prefix s) of the sequence
• Insert(s, pos) inserts the string s before position pos
• Append(s) appends s to the end of the sequence
• Delete(pos) deletes the string at position pos

which is sufficient to support the most elementary database operations in column stores.

However, in order to support more enhanced data analysis, efficient query processing should go beyond these elementary operations. Here, the main remaining challenge is to support efficient complex read operations like range queries, union, and intersection on column stores without decompression of large parts of the compressed data.

Our goal is that these operations on compressed data are executed not only with a smaller main-memory footprint, but also faster on compressed data compared to a decompress-read approach that first decompresses the data before a read operation (or write operation) is done.

Our first contribution is to extend the Wavelet Trie [10][11] published in 2012 by Grossi and Gupta by concepts and efficient implementations of enhanced database operations (intersection, union, and range queries).

Our second contribution is an evaluation, comparing the performance of the Wavelet Trie with bzip2 and gzip. We show that performing typical operations on string sequences like searching for exact matches or prefixes, range queries, or update operations like insertion or deletion, or operations on two string sequences like merge or intersection, directly on the Wavelet Trie is faster than simulating these operations on bzip2- and gzip-compressed data.

In Section 2, we introduce the basic concepts used in the following sections. In Section 3, we explain different operations on the Wavelet Trie and discuss how to implement them. In Section 4, we show an extensive performance evaluation in which we compare the performance of these operations on the Wavelet Trie with the performance of the gzip and bzip2 compression.

II. BASIC CONCEPTS

Similarly to [10][11], we define the Wavelet Trie as follows:

**Definition (Wavelet Trie):** Let S be a non-empty, prefix free sequence of binary strings, \( S = (s_0, ..., s_n) \), \( s_i \in \{0,1\}^* \), whose underlying string set \( S_{\text{new}} = (s_0, ..., s_n) \) is prefix-free. The Wavelet Trie of S, denoted \( \text{WT}(S) \), is built recursively as follows:

(i) If the sequence consists of a single element only, i.e., \( s_0 = ... = s_n \), the Wavelet Trie is a node labeled with \( \alpha = s_0 = ... = s_n \).

(ii) Otherwise, let \( \alpha \) be the longest common prefix of S. For any \( 0 \leq i < n \), we can write \( s_i = \alpha \beta_i \), where \( \beta_i \) is a single bit. For \( b \in \{0,1\} \), we can then define two sequences \( S_{\beta_0} = (\gamma_i \mid b=0) \) and \( S_{\beta_1} = (\gamma_i \mid b=1) \), depending on whether the string \( s_i \) begins with \( \alpha \beta_0 \) or \( \alpha \beta_1 \), and the bitvector \( \beta = (b_i) \). The bitvector \( \beta \) discriminates whether the suffix \( \gamma_i \) is in \( S_{\beta_0} \) or \( S_{\beta_1} \). Then, the Wavelet Trie of S is the tree whose root is labeled with \( \alpha \) and \( \beta \), and whose children (respectively labeled with 0 and 1) are the Wavelet Tries of the sequences \( S_{\beta_0} \) and \( S_{\beta_1} \).

Remarks:

The requirement that S has to be a prefix free sequence, i.e., no string \( s_i \) is allowed to be a prefix of a string \( s_j \), is not a critical restriction, as a prefix free set of strings can be easily constructed for any set S, by adding a terminal symbol not occurring in S to each string \( s \in S \).

If the sequence consists of a single element only, we know by the number of corresponding bits within the \( \beta \) of the parent node the size \( n \) of the sequence. If the node does not have a parent node, we cannot derive the size of the sequence. In that case, we could either store the size externally or add a binary string \( s_{\text{new}}, s_{\text{new}} \neq s_i, i \in \{0, ..., n\} \) to the end of the sequence S.

In order to apply the Wavelet Trie to a sequence of words \( W = (w_0, ..., w_n) \), we compute the sequence of binary strings \( SW = (\text{ht}(w_0), ..., \text{ht}(w_n)) \), where \( \text{ht}(w) \) applies the Hu-Tucker algorithm [5] to the word w, yielding a lexicographic Huffman code for w, i.e., \( \text{ht}(w) \leq_{\text{lexi}} \text{ht}(w) \Leftrightarrow w_i \leq_{\text{lexi}} w_j \), where \( \leq_{\text{lexi}} \) denotes “less than in lexicographical order”.

Whenever we describe operations that work on two Wavelet Tries, we assume that both Wavelet Tries are based on the same Hu-Tucker-Encoding.

III. DATABASE OPERATIONS ON TOP OF THE WAVELET TRIE

In the following sections, we denote the left child of a Wavelet Trie node as its 0-child, and the right child of a Wavelet Trie node as its 1-child.

A. Search/Query Operations

\[
\begin{array}{c}
\alpha : \alpha_0 \\
\beta : \beta_0
\end{array} \text{ - search} \alpha 0 \gamma
\]

\[
\begin{array}{c}
\alpha : \alpha_1 \\
\beta : \beta_1
\end{array} \text{ - search} \gamma
\]

Figure 1. Search operation, if \( \alpha \) is a prefix of search string \( s \).

This operation searches for the positions of all binary string s equal to or starting with the given binary string s.

As an auxiliary method, we use the generalization of the select operation to a list of positions: \( B.\text{select}(b, (p_1, ..., p_n)) = (B.\text{select}(b, p_1), ..., B.\text{select}(b, p_n)) \), where \( B.\text{select}(b, p_n) \) denotes the position of the \( p_n \text{th} \) bit b in a binary string B.
In order to search for all positions of the string s in the Wavelet Trie’s root node, we go down the tree representing the Wavelet Trie recursively, until we have found all bits of the binary string s. If we require an exact match, we have found all bits, and we have reached the end of the α of a leaf node, we “translate” the positions of the leaf node into the corresponding positions of the root node with the help of the select operation. That is, if \( r=(p_1, \ldots, p_k) \) is the result computed for the n’s b-child, then \( n.β.\text{select}(b, (p_1, \ldots, p_k)) \) is the result for node n. Similarly, if we search for all positions of binary strings starting with the given prefix s, and have found all bits of s on the current path in the Wavelet Trie, we do not care, whether or not we have reached a leaf node, and translate the current positions into positions of the Wavelet Trie’s root node.

In more detail, the search works as follows: Let the current node n with label \( α \) (and \( β \), if n is no leaf node) have a parent node \( pa \), such that n is the b-child of \( pa \) and \( β \) of \( pa \) contains k b-bits and assume that we search for binary strings starting with a prefix s.

If \( s=α \), or s is a prefix of \( α \), we return the list of positions \( (1, \ldots, k) \).

Furthermore, if \( s≠α \), \( α \) is a prefix of s and n is no leaf node, s is of the form \( s=αβγ \) (with a potentially empty \( γ \); c.f. Figure 1). In this case, we perform the search operation for binary string \( γ \) on n’s b-child, resulting in a list of positions \( (p_1, \ldots, p_k) \). In this case, we return the list of positions \( n.β.\text{select}(b, (p_1, \ldots, p_k)) \).

If none of the above cases matches, the Wavelet Trie does not contain a binary string matching the search criteria, and we return an empty list of positions.

**B. Between/Range Queries (less than, greater than)**

![Figure 2. greaterThanIf α is a prefix of search string s.](image)

The operation between \( (s_1, s_2) \) returns a set of positions of strings r, such that \( s_1 ≤ r ≤ s_2 \). Similarly, the operation lessThan(s) returns a set of positions of strings r, such that \( r ≤ s \), and the operation greaterThan(s) returns a set of positions of strings r, such that \( r ≥ s \). In this section, we explain how to implement the operation greaterThan(s). To adapt this operation in order to implement between \( (s_1, s_2) \) or lessThan(s) is quite straightforward.

Again, we use as auxiliary operations the generalization, \( B.\text{select}(b, (p_1, \ldots, p_k)) := (B.\text{select}(b, p_1), \ldots, B.\text{select}(b, p_k)) \), of the select operation to a list of positions. Furthermore, we use the operation \( B.\text{selectAll}(b) := B.\text{select}(b, 1, \ldots, \text{rank}(b, B)) \) which returns the positions of all bits b within the sequence B.

Let the current node n be a node with labels \( α \) and \( β \).

If \( α=s \) or s is a prefix of \( α \), i.e., \( α=sbδ \) (with a potentially empty \( δ \)), we know that all strings represented by the Wavelet Trie rooted in n are greater than or equal to s, i.e., we return the set of positions \( \{1, \ldots, |β|\} \).

In the other case, if \( α \) is a prefix of s, i.e., \( s=αβ \), we have to consider the value of b. If \( b=1 \), all strings represented by the Wavelet Trie rooted in n’s 0-child are less than s. Therefore, we have to apply the operation \( r'=\text{greaterThan}(\lambda) \) to n’s 1-child \( n_1 \), and return \( r=β.\text{select}(1, r') \). If \( b=0 \), the result set r consists of two sub-sets \( r_1 \) and \( r_2 \) with \( r=r_1∪r_2 \) which are computed as follows. As all strings represented by the Wavelet Trie rooted in n’s 1-child are greater than s, \( r_1=β.\text{selectAll}(1) \). Afterwards, we have to apply the operation \( r'=\text{greaterThan}(\lambda) \) to n’s 0-child, to get \( r_2=β.\text{select}(0, r') \) (c.f. Figure ). Finally, we return \( r=r_1∪r_2 \).

Note that we can similarly create a Wavelet Trie that consists of strings greater than or equal to s, if we do not only return the list of results, but delete all strings not belonging to a result positions.

**C. Intersection**

![Figure 3. Intersection if α₁ is a prefix of α₂.](image)

This operation computes the set-intersection of two Wavelet Tries \( t_1 \) and \( t_2 \), i.e., it computes a Wavelet Trie that represents a lexicographically ordered list of all strings \( s \) that occur in both, \( t_1 \) and \( t_2 \).

Let \( n_1 \) be the current node of \( t_1 \) and \( n_2 \) be the current node of \( t_2 \), where \( n_1 \) has the labels \( α_1 \) and \( β_1 \) and \( n_2 \) has the labels \( α_2 \) and \( β_2 \).

If \( α_1=α_2 \) and \( n_1 \) and \( n_2 \) are leaf nodes, return \( n_1 \) as resulting Wavelet Trie.

If \( α_1=α_2 \) and \( n_1 \) and \( n_2 \) are inner nodes, compute the result node \( r_0 \) of the intersection of the 0-child of \( n_1 \) and of the 0-child of \( n_2 \) and the result node \( r_1 \) of the intersection of the 1-child of \( n_1 \) and of the 1-child of \( n_2 \). Then return a new node \( n_0 \) with \( α=α_1 \), \( β \) consists of \( l_{r_1} \) 0 bits followed by \( l_{r_1} \) 1 bits, and \( n_0 \) has \( r_0 \) as 0-child and has \( r_1 \) as 1-child.

Let now either \( α_1 \) be a prefix of \( α_2 \) or vice versa. Let us assume w.l.o.g. that \( α_2 \) is a prefix of \( α_1 \), i.e., \( α_1=α_2βy \) (c.f. Figure ). In this case, we change \( α_1 \) into \( α_1=α_2γ \) and intersect this new node with the b-child of \( n_2 \). If after the intersection, the \( β \) of the result node contains only 1 bits or only 0 bits, we collapse it with its single child node b-child \( n_0 \) and thereby delete its (1-b)-child.

Let \( n_0 \) be the 0-child of \( n_0 \) and \( n_1 \) be the 1-child of \( n_0 \). Let furthermore \( α_0 \) and \( β_0 \) be the labels of node \( n_0 \). Then the new labels of node \( n \) are \( α=α_0β_0 \) and \( β=β_1β_2 \). Furthermore, \( n_0 \) becomes the new 0-child of \( n \) and \( n_1 \) becomes the new 1-
child of n. Figure  shows the state before and after collapsing the node for b=0.

![Figure 4. Before and after collapsing the node.](image)

In all other cases, the intersection is empty. This includes the case that neither \( \alpha_1 \) is a prefix of \( \alpha_2 \) nor \( \alpha_2 \) is a prefix of \( \alpha_1 \) or \( \alpha_1=\alpha_2 \) and the case that \( \alpha_1=\alpha_2 \) and exactly one node of \( n_1, n_2 \) is a leaf node and the other is an inner node.

**D. Merge/Append + Union**

Let \( n \) be the current node of \( t_1 \) and \( n_1, n_2 \) be the current node of \( t_2 \), where \( n_1 \) has the labels \( \alpha_1 \) and \( \beta_1 \) and \( n_2 \) has the labels \( \alpha_2 \) and \( \beta_2 \).

If \( \alpha_1=\gamma \) and \( \alpha_2=\delta \), and \( n_1, n_2 \) are leaf nodes, nothing has to be done, and the operation is finished. If \( \alpha_1=\alpha_2 \) and both nodes are inner nodes, we insert \( b \) at position pos into \( \beta_1 \), merge the 0-child of \( n_2 \) at position \( \beta_1 \text{rank}(0, \text{pos}) \) into the 0-child of \( n_1 \) and merge the 1-child of \( n_2 \) at position \( \beta_1 \text{rank}(1, \text{pos}) \) into the 1-child of \( n_1 \). Note that the cases that \( n_1 \) is a leaf node, but \( n_2 \) is not a leaf node, and vice versa, cannot occur, as \( s_1 \cup s_2 \) is prefix free.

If \( \alpha_1 \) is a prefix of \( \alpha_2 \), i.e., \( \alpha_1=\alpha_2 \beta \), we insert \( b \) times at position pos into \( \beta_1 \). We change \( \alpha_2 \) into \( \delta \) and merge \( n_2 \) into the b-child of \( n_1 \) at position \( \beta_1 \text{rank}(b, \text{pos}) \).

If \( \alpha_2 \) is a prefix of \( \alpha_1 \), i.e., \( \alpha_1=\alpha_2 \beta \), we insert \( b \) times at position pos into \( \beta_1 \). We change \( \alpha_2 \) into \( \gamma \) and merge \( n_2 \) into the b-child of \( n_1 \) at position \( \beta_1 \text{rank}(b, \text{pos}) \).

Otherwise, \( \alpha_1 \) and \( \alpha_2 \) share a common prefix. Let \( \gamma \) be the common prefix of \( \alpha_1 \) and \( \alpha_2 \), and let us assume w.l.o.g. that \( \alpha_1=\gamma \beta_1 \) and \( \alpha_2=\gamma \beta_2 \) (c.f. Figure ). Then, we create a new node \( n \) with labels \( \alpha=\gamma \) and \( \beta=\beta_1 \beta_2 \) having the children of \( n \) as child nodes, and the 1-child of node \( n \) is a node with \( \alpha=\delta \) and \( \beta=\beta_2 \) having the children of \( n \) as child nodes.

**E. Insert/Append**

The operation inserts a binary string \( s \) into the Wavelet Trie at position pos (or appends it to the end, if pos refers to a position after the number \( i \) of entries in the Wavelet Trie).

This operation inserts a binary string \( s \) into the Wavelet Trie at position pos (or appends it to the end, if pos refers to a position after the number \( i \) of entries in the Wavelet Trie).

We consider the current node \( n \) of the Wavelet Trie (initially the root node) having the labels \( \alpha_n \) and \( \beta_n \), and the binary string \( s \) to be inserted at position pos. As we require the Wavelet Trie before and after the insertion to be prefix free, we know that \( s \) must not be a prefix of \( \alpha_n \).

If \( \alpha_n \) is a prefix of \( s \), i.e., \( s=\alpha_n \beta \), where \( \beta \) is a bit, we insert bit \( b \) at position pos into \( \beta_n \), and insert the binary string \( \delta \) into the b-child of \( n \) at position rank(b, pos).

If \( n \) is a leaf node of the Wavelet Trie, and \( \alpha_n=\alpha_2 \), we are completed and do not need to do anything else.

Let \( \gamma \) be the common prefix of \( \alpha_n \) and \( s \) and let us assume w.l.o.g. that \( \alpha_n=\gamma \beta \) and \( s=\gamma \delta \). Note that \( \gamma \) might even be an empty binary string. Let \( n_0 \) be the 0-child of \( n \), and let \( n_1 \) be the 1-child of the current node. In this case, we change \( n \) into a node with \( \alpha=\gamma \beta \), and \( \beta=\beta_1 \beta_2 \) consisting of | \( | \) 1-bits and one 0-bit at position pos. The new 0-child of \( n \) is a node \( n' \) with \( \alpha=\delta \). The new 1-child of \( n \) is a node \( n'' \) with \( \alpha=\delta \) and \( \beta=\beta_2 \). \( n'' \) gets \( n_0 \) as 0-child and \( n_1 \) as 1-child. Figure shows this case after having inserted \( s \) into \( \alpha_n \).

**F. Delete**

This operation deletes the binary string \( s_{\text{pos}} \) at position pos from the Wavelet Trie.

In order to delete the binary string \( s_{\text{pos}} \) from the current node \( n \) (initially the root node), we delete the bit \( b \) at position pos from \( \beta \). If \( \beta \) afterwards still contains 0-bits and 1-bits and \( n \)’s b-child is not a leaf node, we continue to delete the bit at position rank(b, pos) from \( n \)’s b-child.

If \( \beta \) contains either only 0-bits or only 1-bits (i.e., \( \beta=0^* \) or \( \beta=1^* \), in general \( \beta=b^* \)), we have to collapse the current node with its b-child \( n_b \) and thereby delete its (1-b)-child as described in Section 2.
IV. EVALUATION

We compared our implementation of the Wavelet Trie with the common compressors gzip and bzip2. We did not compare our implementation with delta-encoding as delta-encoding has the following disadvantage. Delta-encoding cannot support any of the range queries, i.e., our prefix search (II.A), Between, LessThan, and GreaterThan (II.B), because equal strings are encoded different, depending on the previous string. Even intersection (II.C) is not supported. Therefore, delta-encoding does not meet our requirements.

The dictionary-based approach, assigning a segregated Huffman code to each entry results in a bit sequence that supports alphabetical comparisons. Run-length encoding compressing longer bit sequences also supports alphabetical comparisons. Both approaches are orthogonal and compatible to our approach, i.e. can be combined with it. As therefore, a performance comparison with dictionary-based approaches or with RLE is not useful, we have compared our approach with the powerful and widely use compressors gzip and bzip2.

We ran our tests on Mac OS X 10.5.5, 2.9 GHz Intel Core i7 with 8 GB 1600 MHz DDR3 running Java 1.8.0_45.

To evaluate rather text-centric operations, we used 114 texts of the project Gutenberg [14] with file sizes from 78 kB up to 7.3 MB to build a heterogeneous corpus. In order to simulate database operations of a column-oriented database, we used author information extracted from DBLP [15]. Out of these informations, we generated lists consisting of 2500 up to 100000 authors.

In all time measurements, we performed 10 redundant runs and computed the average CPU time for all these runs.

A. Compression and Decompression

When evaluating the pure compression and decompression of Wavelet Trie, gzip and bzip2, we get the result that bzip compresses strongest while Wavelet Trie compresses worst (c.f. Figure ), and that gzip compresses and decompresses fastest while Wavelet Trie compresses and decompresses slowest (c.f. Figure ).

The main difference between the Wavelet Trie and the generic compressors is that the Wavelet Trie supports many operations on the compressed data, while gzip and bzip2 require to at least decompress the compressed data first, and for some operations to recompress the modified data afterwards. This means, there are a lot of applications that do not require the Wavelet Trie to decompress, as the concerning operations can be evaluated on the compressed data directly. We show the benefit of using the Wavelet Trie in the following subsections, in which we evaluate the performance of the different operations.

B. Insert and Delete

As a first operation, we compared the insert and the delete operation directly on the Wavelet Trie with the pure decompression time of bzip2 and of gzip. We performed these operations on the documents of our Gutenberg corpus. Figure 9 shows the results. The insertion of the word ‘database’, which does not occur in any of the documents, as 50th word is faster than the pure decompression of bzip2 and as fast as the pure decompression of gzip. The same holds for the deletion of the 50th word. Please consider that the compression or decompression times for bzip2 and gzip neither contain the time needed to insert (or to delete respectively) a string nor the time needed to recompress the modified results.

C. Search and searchPrefix

Figure 10 shows the search times for (a) a single word and (b) all words starting with a given prefix directly in the Wavelet Trie compared to the time needed for the pure decompression of bzip2 and gzip. We searched within our Gutenberg corpus for all positions of the word ‘file’, which is contained in each file, and for all positions of words starting with the prefix ‘e’. Although the times for bzip2 and gzip comprise the pure decompression, i.e., no search operation is performed on the decompressed bzip2 or the decompressed gzip file, the search directly on the Wavelet
Trie is faster than the pure decompression time of bzip2 and gzip.

Figure 10. Search times for words in the Wavelet Trie compared to pure decompression time of bzip2 and gzip.

D. Range queries

Figure 11 shows the results of comparing the search times (a) for words greater than ‘e’ but less than ‘f’ and (b) for words greater than ‘identification’ and less than ‘identifier’ directly on the Wavelet Trie with the pure decompression time of bzip2 and gzip. These operations were again evaluated on the Gutenberg corpus. Although the times for bzip2 and gzip comprise the pure decompression, i.e., no search operation is performed, the search directly on the Wavelet Trie is faster than the pure decompression time of bzip2 and gzip. The more specific the search query is, and thus the smaller the search result, the better is the performance benefit of the Wavelet Trie compared to bzip2 and gzip.

E. Intersection

The following tests were performed on our dblp author corpus. Figure 12 shows the results of comparing the intersection operation on two author lists with the sequence of decompression, concatenating the two lists (as we did not want to measure a maybe inefficient string intersection method), and recompressing the result list of the intersection using bzip2 and gzip. We computed the result list of the intersection prior to the test runs, i.e., the time needed to compute the intersection was not measured. We used two different sets of lists: the first is duplicate-free, whereas, in the second set, 50% of the list entries of the second list occur also in the first list. If the lists are completely disjoint, the intersection computed directly on the Wavelet Trie is faster than the simulated operation for bzip2 and as fast as this operation for gzip. If there is a large overlapping of the lists, gzip is faster than the Wavelet Trie, which still is faster than bzip2.

Figure 12. Computing the intersection directly on the Wavelet Trie compared to decompression, list concatenation and recompression time of bzip2 and gzip.

F. Merge/Union

Finally, we evaluated the time to append one list to another list (c.f. Figure 13) and the time to insert a list at position 50 into a second one (c.f. Figure 14).

Figure 13. Comparison of the time to append two lists for Wavelet Trie, bzip2 and gzip.

We performed both tests for disjoint lists as well as for lists that overlap in 50% of the entries. Again, we compared the time with the sequence of decompression, concatenating the two lists, and recompressing the concatenated list by using either bzip2 or gzip. In both cases and for both operations, this operation on the Wavelet Trie is faster than the simulation of this operation for bzip2 and for gzip. The benefit of the Wavelet Trie in comparison to bzip2 and gzip is bigger for append operations than for the merge operation that inserts one list at a given position into the second one.
V. CONCLUSION

In this paper, we presented and evaluated an extension of the Wavelet Trie [10][11] that allows to represent compressed indexed sequences of strings. As our evaluations have shown, operations like insertion, deletion, search queries, range queries, intersection and union can be performed on the compressed data as fast as or even faster than the simulation of these operations with the help of generic compressors like bzip2 or gzip. We therefore believe that the Wavelet Trie is a good approach to be used, e.g., in column-oriented main-memory databases to enhance the storage or memory capacity at the same time as the search performance.
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Abstract—Social networks, available open data and massive online APIs provide huge amounts of data about our surrounding location, especially for cities and urban areas. Unfortunately, most previous applications and research usually focused on one kind of data over the other, thus presenting a biased and partial view of each location in question, hence partially negating the benefits of such approaches. To remedy this, this work presents the CitySense framework that simultaneously combines data from administrative sources (e.g., public agencies), massive Point of Interest APIs (Google Places, Foursquare) and social microblogs (Twitter) to provide a unified view of all available information about an urban area, in an intuitive and easy to use web-application platform. This work describes the engineering and design challenges of such an effort and how these different and divergent sources of information may be combined to provide an accurate and diverse visualization for our use-case, the urban area of Chicago, USA.
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I. INTRODUCTION AND MOTIVATION

The emergence of social networks, microblogging platforms, check-in applications and smartphone / Global Positioning System (GPS) devices in recent years has generated vast amounts of data regarding the location of users. To exploit this vastly growing data, recent research has focused on utilizing the geographic aspect of this information for event detection, sentiment analysis of users, place-name disambiguation [1][2], identification of popular hotspots and their temporal variation, identifying and visualizing the typical movement pattern of users throughout the day [3][4], as well as improving existing city maps [5][6]. However, volunteered geographic information (VGI) contributed by online users is imprecise and inaccurate by design and it should, thus, be used with extra caution for critical applications.

Likewise, the increasing necessity for efficient location-based services and effective online advertising drove leading web providers (e.g., Google, Here, Bing, Foursquare) to store and offer Point of Interest (PoI) information to their users, usually through the use of online Application Programming Interfaces (APIs). Such an approach has several benefits, since the users not only have access to information about their nearby PoIs but they may also provide (or view) reviews or notify their friends of their current whereabouts. The same web services also allow shop-owners and enterprises to advertise their stores and the services they offer. However, as any commercial offering there are limitations on the use of those APIs, thus providing users with a very locally-limited view of the existing city infrastructure that cannot be directly used to extract additional information for city-scale areas.

On a separate front, the open data movement argued that citizens should have access to the data collected by government agencies, since they are the ones funding data collection through their taxes. A second strong supporting argument is that public access to government data helps individuals and enterprises to create apps that boost the economy and provide better services to the citizens, at no additional cost. Some countries and cities have openly released such data, which provide another alternative view of urban areas. Although this open data is official, curated, of excellent quality and impossible to collect by individuals, it has the obvious disadvantage that it cannot be real-time, it is usually not available through APIs and most importantly it may be updated at very infrequent intervals (e.g., census data), therefore at risk of being rather outdated.

Overall, the aforementioned three sources of information, i.e., volunteered geographic information, online PoI data and official open data each have their own strengths and weaknesses, regarding accuracy, update-rate, ease of use and availability. Likewise, applications or research that utilize and rely on only one of those types of data offer a biased and imprecise view of reality that could potentially be misleading. To remedy this, this work proposes the CitySense framework that utilizes open data from administrative sources, online PoI APIs and social microblogs (tweets) to provide a unified view of our use-case, the urban area of Chicago. The main innovation and focus of the paper is to show how disparate datasets of various origins can be combined to provide a more complete picture of a geographical area. The corresponding web application [47] may be viewed with any modern web browser (Chrome, Firefox). Our emphasis is on how to efficiently spatially aggregate, visualize and present the end-user with an aesthetically pleasing and intuitive view of available raw data for any of these three sources, with minimum intervention, so that the end-user could freely interpret this information at his own will. As such, the CitySense application could be easily extended with additional features with minimal effort. The paper does not attempt to give a detailed description of all the algorithms used and explain in depth all the technical decisions taken; the focus is rather in providing a high-level view of the problems in order to motivate the approach, and in introducing the main elements of the solution. Overall, CitySense is a dynamic urban area viewer that integrates...
various datasets related to an urban area, providing a rich visualization of a city’s life.

As a motivating example, consider a newcomer to the city, who has to search for a house in an unfamiliar area. She has to answer some questions in order to narrow down and locate the neighborhoods to search. These questions may involve criteria like education facilities (‘‘Where are the most popular residential neighborhoods having high level educational facilities?’’) and security (‘‘Where is the downtown area with the lowest criminality measures?’’). As another example, consider a tour operator that needs to track the tourist activity in a city, in order to offer improved tour packages and services. However, monitoring massive tourist activity using traditional methods would require lots of efforts, examination of many updating sources, hence huge costs and time involving off-line on-the-spot observation.

The outline of this work is as follows. Section II presents related work. Section III describes the objectives, the architecture and the web-based application of CitySense. Section IV describes the CitySense technical challenges. Finally, Section V gives conclusions and directions for future work.

II. RELATED WORK

In recent years, as data from location sharing systems are constantly increasing, researchers have proposed a wide variety of “urban sensing” methods, based on location data derived from all kinds of sources: social media posts and check-ins, cellphone activity, taxicab records, demographic data, etc. Scientists combined social sciences, computer science and data mining tools, in order to derive useful knowledge regarding the life of cities. Cranshaw et al. [7] tried to reveal the dynamics of a city based on social media activity, while in [8][9], authors characterized sub-regions of cities by mining significant patterns extracted from geo-tagged tweets. Frias-Martinez et al. [10] focused on deriving land uses and points of interest in a specific urban area based on tweeting patterns and Noulas et al. [11] analyzed user check-in dynamics, to mine meaningful spatio-temporal patterns for urban spaces analysis. Much work has been done in the field of using social media textual and semantic content for urban analysis purposes. For example, Pozdnoukhov et al. [12] conducted real-time spatial analysis of the topical content of streaming tweets. Moreover, Noulas et al. [13] proposed the comparison of urban neighborhoods by using semantic information attached to places that people check in, while Kling et al. [14] applied a probabilistic topic model to obtain a decomposition of the stream of digital traces into a set of urban topics related to various activities of the citizens using Foursquare and Twitter data. Grabovitch-Zuyev et al. [15] studied the correlation between textual content and geospatial locations in tweets and Kamath et al. [16] used the spatio-temporal propagation of hashtags to characterize locations. Prediction methodologies have widely used geo-tagged social content. For example, Kinsella et al. [17] created language models of locations extracted from geotagged Twitter data, in order to predict the location of an individual tweet, in [18]-[21], the authors aimed to model friendship between users by analyzing their location trails and Cheng et al. [22] estimated a Twitter user’s city-level location based purely on the content of the user’s tweets. Moreover, researchers have focused on trend and event detection by detecting correlations between topics and locations [23][24]. Lately, many works have been published focusing on urban mobility patterns. For example, Veloso et al. [25] analyzed the taxicab trajectory records in Lisbon to explore the distribution relationship between pick-up locations and drop-off locations. In [26], the authors explored real-time analytical methodologies for spatio-temporal data of citizens’ daily travel patterns in urban environment. The authors of [27]-[31] used the moving trajectory data of mobile phone users to study city dynamics and human mobility, while the authors of [32]-[35] analyzed the human mobility using social media data. Another field connected to urban analysis is the geodemographic classifications, which represent small area classifications that provide summary indicators of the social, economic and demographic characteristics of neighborhoods [36]. In the area of location demographics and socio-economic prediction and correlation, researchers have proposed a variety of methods based on geo-tagged social media data [37]-[39].

A wide variety of applications that describe the life of urban areas have been developed so far. For example, EvenTweet [40] is a framework to detect localized events in real-time from a Twitter stream and to track the evolution of such events over time. Moreover, the “One million Tweet Map” [41] is a web app that displays the last million tweets over the world map in real-time. Every second the map is updated, dropping twenty of the earliest tweets and plotting out the latest twenty keeping the number of tweets hovering at 1,000,000, showing clustered tweets in regions around the world, while users are able to zoom in or out on the map, and cause the re-aggregation of the clusters. Furthermore, the “tweepsmap” [42] application provides users with efficient geo-targeted twitter analytics and management and “trendsmap” [43] and “tweetmap” [44] shows the geo located latest trends from Twitter on a map. In Urban Census Demographics visualization field, the “Mapping America: Every City, Every Block” [45] enables users to browse local data from the Census Bureau’s American Community Survey, based on samples from 2005 to 2009. Finally, “Social Explorer” [46] provides map based tools for visual exploration of demographic information, including the U.S. Census, American Community Survey, United Kingdom Census, Canadian Census, Eurostat, FBI Uniformed Crime Report, American election results, Religious Congregation Membership Study, World Development Indicators.

Although those works provide thorough insights in some aspects of life in an urban area, they fail to provide an integrated and global view of the city and to enable the user...
Figure 1. CitySense web-based user interface

to interactively answer questions by combining datasets. CitySense aims to fill these gaps by integrating multiple data sources and providing an interactive user interface supporting filters, multiple view options and drill down abilities.

III. BROWSING INTEGRATED CITY DATA

In this section, we present an overview of CitySense. We also discuss the objectives and present the features of the application.

A. Objectives and Architecture

CitySense is a dynamic urban area viewer, that integrates various datasets related to an urban area and provides a rich visualization of a city’s life. The application can answer questions at many levels by exploiting the variety of datasets referring to a city and joining disparate data sources in an easy way. Users can view several aspects of city life statically or over time, for the whole city or for each part, mixing data sources to uncover patterns and information that would not be obvious from just observing the datasets.

The system architecture is presented in Figure 2 and includes the front-end Web-based Application of CitySense, the Data Infrastructure and Refresher units, the GeoServer that is discussed in Section IV-C and the CityProfiler subsystem (the dotted box in Figure 2) that was developed to collect the data related to the city from the data sources and is presented in detail in Section III-B.

Figure 2. CitySense architecture

A screenshot of the CitySense web-based user interface is shown in Figure 1. The city of Chicago was selected for...
the pilot application, due to the amount and quality of official census data that are available. An additional reason is that Chicago’s residents are exhibiting strong social media activity; moreover, a sufficient number of Points of Interest (PoIs) is available as well.

B. Harvesting Data with CityProfiler

CityProfiler (included in the dotted box in Figure 2) is a subsystem of CitySense, responsible for collecting data related to an urban area from diverse sources. Its basic functionality is to collect all available PoIs and tweets that come from the city and to store them in a repository together with relevant metadata.

CityProfiler provides an API and a GUI through which applications and users, respectively, can define and perform new collection campaigns. Each campaign, which is defined by certain parameters, results in an independent collection. These parameters control the individual crawlers that gather data through available APIs, and are the following:

- **Crawling Duration**: defines the duration of the campaign.
- **Crawler Selection**: selects which of the available crawlers (corresponding to distinct data sources like Foursquare, Google Maps, Facebook, Twitter, etc.) will participate in the campaign.
- **Crawling Location**: defines a crawling location by setting a point on the map and a range around it.
- **Category Selection**: selects target PoI categories and optionally keywords for the crawling to be based on. Keywords are used to narrow crawling, when the PoI category employed is deemed too broad (e.g., keyword “high school” is used when crawling Google Places for high schools, since “school” is the only applicable category). Category Selection can also collect all PoIs in a location, regardless of their category.
- **Crawling Frequency Selection**: some of the collected data need a systematic update, because of the changes that might occur to PoIs (e.g., a coffee shop might become a bar or new PoIs might show up). CityProfiler can perform repetitive campaigns with long duration in which multiple collections can be performed using the same parameters. Frequency Selection defines, therefore, how often the campaign should automatically restart.

CityProfiler is able to perform multiple campaigns in parallel, therefore there is a need of a Coordinator (see Figure 2) to control the crawlers and manage the campaigns. Moreover, CityProfiler manages resources in an intelligent way ensuring that all the restrictions imposed by the sources are met (e.g., maximum number of requests per time period), and that overlapping requests are avoided. Retrieved data are cleaned to exclude duplicates, and are temporarily stored in a repository.

C. Data Preprocessing and Integration

CitySense aims to shed light on the life of a city by exploiting three types of data: Points of Interest, Social Media and Open Census Data. PoI and Social Media Data are generated constantly by users and services. Therefore, we collect and update them in a regular and automatic way using CityProfiler, as discussed in Section III-B. Unlike these types of data, Open Census Data are generated by diverse sources (local authorities) at unpredictable time intervals. Moreover, they are published in various data formats (CSV, tab delimited, etc.). Therefore, Open Census Data require a case-dependent preprocessing and integration procedure keeping pace with their publication and taking into account the variety of data sources and formats. Finally, the diverse nature of these datasets requires a special integration regarding the aspect of time as well.

An example of the preprocessing and integration transformation regarding Crime data is presented in Figure 3. On the left side of the figure, we observe a single row of crime data that was downloaded in CSV format. This row represents a crime incident and contains its time and location. On the right side of the figure, we observe how this crime is represented in our database. Specifically, it is assigned to a tract (a specific geographical partition of the city) based on its location. The specific crime instance is represented by increasing the counter (total_crimes) in four tables, each representing a different time granularity: per year, month, day of week and hour of day.

D. CitySense Features and Design

Figure 1 shows CitySense web-based user interface. The central element of the visualization is the map of Chicago, which is divided in smaller sections, called tracts. Tracts are existing administrative divisions already used by the Chicago city government departments. Chicago contains 801 tracts and each of them describes a small area that is considered to be relatively uniform and corresponds ideally to about 1200 households (2000–4000 residents). Tract boundaries are always visible (blue line) on the map and when an individual tract is chosen its boundaries are highlighted with a red border line.

On the two sides of the map, CitySense provides two complementary views of Chicago. The first view appears on the right side and provides functions regarding the city as a whole. Hence, users can define visualization and filter options and observe the results both on the coloring of the city map and on distribution charts. The second view, is on the left side, and provides charts concerning only the selected tract, dark-highlighted on the map. This view, which appears when a tract is selected, helps users drill down to observe the
special characteristics of each tract and to compare it with the city’s overview. These views can be active concurrently, enabling users to observe different datasets in a general level and in tract level at the same time.

Both views provide visualizations and charts tailored to the corresponding dataset. For example, as shown in Figure 1, map coloring and charts visualize the Unemployment dataset. To select a dataset, the user has to select a data drawer. Data drawers (dark rectangles) can be accessed concurrently in both views and represent the available datasets, e.g., “Points of Interest”, “Health - Birth rate”, “Social – Tweets”, etc. According to the type of the particular dataset (see Section IV-A) each data drawer can contain different UI elements like pie charts, histograms, color range sliders and implement suitable functionality like value-based map coloring, temporal and combined filtering and superimposed PoI information.

The map coloring is based on user adjustable color range sliders that are available in each data drawer. Such a slider is presented in Figure 4 (top). After the color ranges are adjusted, users can define one or more colors as filtering parameters for combining various datasets. In other words, CitySense combines datasets (data drawers) by filtering the tracts based on their color. A color filtering slider, where only the violet color (leftmost) is defined as filtering condition, is shown in Figure 4 (bottom).

The tracts that satisfy the conditions set in all data drawers are colored grey on the map. Figure 5 shows the filter output for Social-Tweets and Socioeconomic-Crime datasets.

Certain datasets are visualized based on temporal aspects (per month/day/hour). The temporal functions described here are shown in Figure 6. Thus, users can select the time granularity, e.g., month of year, day of week, hour of day to adjust the charts and map coloring accordingly. Additionally, users can color the map or view the tract charts based on a specific month, day, or two-hour interval.

Finally, the CitySense application enables the user to see superimposed PoI information on the map at any moment. The user can select one or more categories (Food, Residence, Outdoors & Recreation, etc.) and the corresponding PoIs appear on the map as shown in Figure 7.

IV. TECHNICAL CHALLENGES

In this section, we present in detail the technical challenges of the CitySense application.

A. Organizing Disparate Datasets

In order to convey the sense of a city CitySense must integrate and visualize a variety of datasets. The data sources that are integrated consist of demographic, social media and PoI data. The diverse nature of these datasets requires a different integration manipulation regarding the aspect of time. As we show in Table 1:

- Open Census Data can be visualized both in a static (overtime) or in a temporal way (per month/day/hour). For instance, Health and Unemployment
data are visualized statically and Crime data temporally.

- Social Media Data can be visualized in a static, temporal or dynamic way, although they are produced and gathered dynamically (real time). The feature of real time dynamic visualization of social media data is currently being developed.

- Point of Interest Data are visualized in a static way.

### TABLE I. DIVERSITY OF DATASET VISUALIZATION REGARDING TIME

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Static</th>
<th>Temporal</th>
<th>Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open Census Data</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Social Media Data</td>
<td>✔</td>
<td>✔</td>
<td>✔ ongoing development</td>
</tr>
<tr>
<td>Point of Interest Data</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The above organization of data helped to overcome their diversity and provide coherent visualization and treatment within the application.

A related problem is that of the initialization of the user-adjustable color range sliders. Our goal was to provide a reasonable use of map coloring to help users draw conclusions about the city. Therefore, we provided two options for initialization. The first, the value-based initialization option, breaks the slider based on equidistant values. However, this approach is sensitive to data with extreme outlier values or extreme concentration in certain ranges. The second option provides a percentage-based initialization, hence breaks the slider based on equal distribution percentages. However, this approach is sensitive to having many tracts with almost equal values. As an example, Figure 8 shows the value-based initialization for crime data.

![Figure 8. Value-based initialization](image)

As we can observe in the histogram shown in Figure 8 (right), the crime data mainly occupy a small value range, between 0 and 1468, resulting in the almost two-colored map (violet and indigo – colors may not be visible on printed document) of Figure 8 (left). To address this issue we use the percentage-based initialization, which is presented in Figure 9.

![Figure 9. Percentage-based initialization](image)

The resulting map coloring shown in Figure 9 (left) is obviously improved. However, as we can observe in the tract percentages shown in Figure 9 (right), the crime data distributions are not equally divided, because some tracts have almost equal values with respect to the range step, and therefore, cannot be equally classified.

### B. Acquiring Data of an Area

CityProfiler gathers PoI data from an urban area by performing calls to API services like Google Places and Foursquare, which set restrictions and constraints. A naïve crawling of PoIs, in terms of a whole city, would not be able to collect the entire amount of PoIs, but only a small portion of it as dictated by the rules imposed by the source. CitySense deals with this issue by breaking the area to smaller parts in advance. Specifically, the city is divided in squares of longitude and latitude of 0.03 degrees before the PoI crawling. In case this method doesn’t gather all the PoIs, then recursion is used.

Additionally, CityProfiler collects real-time social data from the city. In order to achieve this, CityProfiler performs a real-time crawling of tweets with Twitter Streaming API, using a location box which encompasses the city as filter parameter. Only the geo-located tweets (that are posted along with their latitude and longitude) are collected. In order to collect social check-ins and the PoIs that they were posted at, CityProfiler performs a call to Foursquare API every time a tweet contains a Swarm (mobile app that allows users to share their location within their social network) link. This way, the application collects temporal information concerning geo-located tweets, including their hashtags and check-ins posted at city PoIs.

### C. Implementation and Efficiency Issues

Several implementation decisions had to be made, so that the application would run efficiently. The application needed to be lightweight with respect to memory and processing power consumption, as well as responsive with respect to the end-user experience.
At certain parts of the application a large number of geometries, namely tens of thousands of PoIs, needs to appear on the screen simultaneously. The option of handling each geometry as a separate entity and drawing it on the map separately would require much memory and processing power especially when zooming in and out the map. The approach employed is based on drawing relevant geometries as one image layer containing all geometries. GeoServer (shown in Figure 2) is leveraged for generating and serving image layers. For additional efficiency, the built-in caching functionality of image layers by GeoServer is utilized. This way subsequent requests may use already generated image layers.

The application's requirements involve aggregate queries on data, spanning the geospatial and temporal dimensions. Such queries take much time, if performed on raw data, resulting in degradation of responsiveness for the end-user. In order to avoid costly operations during runtime, a preprocessing stage is employed. The database design for preprocessed data was driven by the critical use cases available to the end-user via the UI. As an example, the user is able to query for check-in data, aggregated per tract, pertaining to a specific PoI category and a specific day of week. Raw check-in data contain the geographic coordinates of the PoI, the category of the PoI, as well as the date and time of the check-in, across two tables. Tract geometries are stored in a separate table as well. Such a query cannot be executed instantaneously. During the preprocessing stage, the coordinates of the PoI are mapped to the intersecting tracts, the days of week are extracted from date and time, and aggregation per tract and day of week is performed. The preprocessing results are stored in database tables. This way efficient querying for check-ins, in a specific PoI category, on a specific day of week, is achieved. Separate tables are employed to deal with different time granularity aspects of the temporal dimension, i.e., there exist separate tables for years, months, days of week, hours of day. Another optimization measure in the same direction is the delegation of heavy computations to the initialization stage of application services. This has an effect on the start-up time of the application, but speeds up requests during runtime.

The application currently encompasses a relatively small number of datasets, so data handling is manageable using PostgreSQL database system. If the datasets grow in number, a data warehouse can be used to facilitate data management and efficient processing of aggregate queries.

D. Adapting to Other Cities

One of our primary concerns during the development of the CitySense framework was adaptability of the framework to other cities. Adaptation of CitySense to another city is comprised of three major tasks, partitioning of the city area, integration of Open Census Data and implementation of the relevant access methods, and specialization of the front-end according to the available city data.

1) City Area Partitioning

CitySense is essentially parametric with respect to the attributes that define the city of interest, namely a bounding rectangle that encloses the city and a partitioning scheme for the city. The partitioning scheme may in theory consist of an arbitrary set of polygons that collectively cover the whole city. Choosing a partitioning scheme is, nevertheless, not that straightforward. In order to effectively choose a partitioning scheme, official administrative partitioning schemes should be looked into (e.g., community areas, ZIP codes, census tracts), focusing on partitioning schemes used in Open Census Data of interest. Disregarding such partitioning schemes and employing an arbitrary one could result in Open Census Data of interest rendered either useless or hard to map to the employed partitioning scheme. Should the official partitioning scheme be considered too fine-grained, grouping could be applied to the small partitions, in order to acquire a more coarse-grained partitioning scheme to use. Should the official partitioning scheme be too coarse-grained, segmentation of the large partitions into smaller ones would result in a more fine-grained partitioning scheme to use.

2) Open Census Data Integration and Access

Open Census Data is the most cumbersome type of data to integrate into CitySense. While CityProfiler data are the same, irrespective of the city of interest, Open Census Data could be vastly different, even among different types of Open Census Data for the same city. Open Census Data could be stored in database tables or files. As long as data transfer from the back-end to the front-end is of the same form, regardless of the type of data, all underlying implementation details have no other constraints. Open Census Data will often make use of a specific partitioning scheme that will generally diverge from the partitioning scheme applied to the city. Such data will need to be mapped to the employed partitioning scheme. There is no recipe for universally handling this issue, hence the aforementioned suggestion to let Open Census Data drive the choice of a partitioning scheme for the city. Open Census Data with temporal and/or categorical dimensions should be stored in a way that will facilitate efficient data retrieval based on corresponding parameters. The methods that implement data access should also support temporal and/or categorical parameters, if such dimensions exist for a specific type of Open Census Data. While parameters are specific to each type of Open Census Data, the response from the back-end should always be of the same form, so that all response data can be treated uniformly by the front-end.

3) Front-end Specialization

Specialization of the front-end in order to support the city data available by the back-end is the final task in the process of CitySense adaptation. Each dataset is represented by a data drawer both in the left and the right sidebar. All datasets follow the same protocol with respect to the data
sent by the back-end. The only thing that needs to be specialized per dataset is the data picker, in case that one exists for a specific dataset. The data picker is used to navigate categorically and/or temporally within the dataset. The data picker parameters will be transformed to request parameters that are received by the back-end. The back-end response will follow the data transfer protocol. The data drawer, therefore, needs no other specialization before it can display the received data.

E. Linear Prediction Model

Very often the datasets are not independent of each other. For example, infant mortality is very likely to be income-related, and is increased in areas with low income. One way to predict values of a variable (response) based on the corresponding values of other variables (predictors) is to find a suitable linear model based on the method of least squares. There are two reasons for constructing such models:

- They can provide an "exploratory analysis" of data. Through comparing the predicted values with the actual it is possible that correlations between variables can be explored, e.g., crimes are associated with income and unemployment.
- They can provide an estimation of a missing value for a tract, since this value can be inferred based on the values of predictors for this tract.

The CitySense application supports the construction of linear models for any of the available datasets. As an example, we consider crime data. From the application menu, we can create linear models (select "New model fit"), regarding crime as response and any combination of predictors. As an example, consider Crime as response, with predictors the Income, the Unemployment, the Checkins and the Points of Interest. The result of the model (the prediction for the crime values), which are shown in Figure 10, when compared with the actual data for crime, confirms the association of crime with the specific predictors.

Moreover, before the model construction, there was no crime value for the upper left tract in the dataset. As we observe in Figure 10, the same tract has a value and appears in red color. Since this tract is selected (red outline), the data for that tract as derived from the linear model are shown in the left tray.

V. CONCLUSION AND FUTURE WORK

In this work we presented CitySense, a dynamic urban area viewer that provides a rich visualization of city’s life, by integrating disparate datasets. The application helps answer questions and reveals several aspects of city life that would not be obvious from just observing the datasets. In order to accomplish that, we developed special data collection and managing tools, rich visualization and filtering functions and dealt with several technical challenges. Currently, we are developing the feature of dynamic visualization of social media data (tweet posts, check-ins and hashtags). The support for dynamic datasets could be used to cover city power consumption and traffic data in the future. Another future target concerns the incorporation of road network information into our system. Users could calculate the actual distance between PoIs, by exploiting special road network based functions provided by CitySense. Finally, as more and more data is integrated through CitySense, the problem of scalability will arise. Therefore, a cloud data infrastructure is considered to fit CitySense’s future data storing and managing needs.
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Abstract—According to Scopus, only in the year 2016, there were 15747 scientific papers about data mining and KDD. These have been and remain useful technologies. In this paper, we determine the approximation level of SIA to KDD and Data Mining. To this end, we have created an approximation framework based on definition and step process proposed by Fayyad. We use mapping review and systematic review from literature published in the last 5 years in bibliographic databases ACM, EBSCO, Google Scholar, IEEE, ProQuest, Scopus and WOS. We started with 200 papers and finally, 35 had all quality criteria. This paper also describes the SIA papers and identifies a series of future research in SIA, KDD and Data Mining.
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I. INTRODUCTION

In recent years, our capacity to generate, transform, store, analyze and visualize data has increased, basically due to the high processing power and the low cost of the machines. However, within these huge and different types of data there is a lot of unknown information. The discovery of this information is possible thanks to Data Mining (DM), which among other sophisticated techniques applies artificial intelligence to find patterns and relationships within the data allowing the creation of models, that are abstract representations of reality. Common tasks in Knowledge Discovery in Databases (KDD) are rule induction, classification and clustering problems, recognition pattern, predictive modeling, dependency detection, and so on [1].

A. The KDD process for extracting knowledge

The first KDD workshop was in August 20, 1989, Detroit MI, USA, enabling researchers and practitioners to gather around KDD. We define the KDD process as [2]: “The non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data”.

Data mining (DM) is a step in the general process to constituting the KDD process (see Figure 1). Data mining allows us to use specific algorithms for extracting patterns (including classification rules or trees, regression, clustering, sequence modeling, dependency, and line analysis) from data. Table I shows steps and subprocess in the KDD process [3]:

<table>
<thead>
<tr>
<th>Step</th>
<th>Subprocess</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>Selection</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Creating a target dataset</td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>Preprocessing</td>
</tr>
<tr>
<td>4</td>
<td>D</td>
<td>Data cleaning and preprocessing</td>
</tr>
<tr>
<td>5</td>
<td>E</td>
<td>Transformation</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>Data reduction and projection</td>
</tr>
<tr>
<td>7</td>
<td>G</td>
<td>Data Mining</td>
</tr>
<tr>
<td>8</td>
<td>H</td>
<td>Choosing the function of data mining</td>
</tr>
<tr>
<td>9</td>
<td>I</td>
<td>Choosing the data mining algorithm(s)</td>
</tr>
<tr>
<td>10</td>
<td>J</td>
<td>Using discovered knowledge</td>
</tr>
</tbody>
</table>

B. Statistical Implicative Analysis and the Knowledge discovery

Statistical Implicative Analysis (SIA) was created by Regis Gras [4], thirty eight years ago and has a set of data analysis tools that that allows us to approach knowledge on the basis of the information contained in the database (individuals and variables). The approach is performed starting from the generation of asymmetric rules [5] between variables and variables classes, represented by tables (clusters non-hierarchical) [6], graphs (association rules) [7] and dendrograms (hierarchical clusters, hierarchical oriented clusters) [8]. The statistical theory [9] and application of SIA are in continuous expansion and development. The SIA software tool is called CHIC [10] [11], the last Windows version is 7.0 and the CHIC free multipatform version is called RCHIC [12]. SIA has an international group of active researchers since 2000 [13]. Usual CHIC functions are: Similarity Tree, Implicative Graph, Cohesion Tree and Reduction. Some of the complementary options implemented in CHIC are: the entropy is used when analyzing a large data sample; the supplementary variables are qualitative variables such as gender, education level or economic category; the contribution is used to know what are the subjects or classes of subjects more responsible for computed implications and the typicality indicates the typical subjects of the population for computed implications.
The aim of this paper is to describe SIA papers in the last 5 years, to determine the position of SIA in KDD and DM, and identify a series of future research.

C. Paper framework

The approximation framework of Statistical Implicative Analysis to Knowledge Discovery and Data Mining are the KDD definition and the KDD steps proposed by Usama Fayyad [3]. This approximation allowed us to propose a new definition of SIA and to determine the steps that constitute the SIA process. We emphasize that this paper is a first approximation of SIA to Data Mining.

Section II describes the systematic and mapping review of literature and the steps in the research realized. Section III describes the results and their discussion. Finally, Section IV describes the conclusions.

II. METHOD

In this section we show in detail the steps of the methodology used.

A. Systematic and mapping review of literature

In the planning of systematic and mapping review the objectives were identified and the protocol was defined [14] [15]. The Protocol shows the method used in the systematic review and mapping to minimize the bias of researchers and that the methodology can be reproduced. Below we summarize the protocol used:

B. Research questions

The systematic mapping aims to answer these questions:
MQ1: What are the SIA papers by countries?
MQ2: Which are the SIA papers types?
MQ3: Which are the SIA papers Areas?
MQ4: What are the SIA papers tendency?

The systematic review aims to answer the question below:
RQ1: Which KDD step is the closest to SIA papers?
RQ2: Which KDD step is the furthest from SIA papers?
RQ3: How close are the SIA papers to KDD steps?
RQ4: How close are the SIA papers to KDD subprocess?
RQ5: How close are the SIA papers to Data Mining steps?
RQ6: Can you define the SIA based KDD definition?
RQ7: Can you define the process for SIA based KDD?

C. PICOC method

The paper of Petticrew and Roberts [16], proposed the PICOC method to define our scope:

- Population (P): Statistical implicative analysis papers in last five years (2012-2016).
- Intervention (I): SIA papers with explicit analysis process, in last five years (2012-2016).
- Comparison (C): No comparison intervention.
- Outcomes (O): SIA approximation percentages to KDD stages
- Context(C): SIA computational solutions.

D. Time period

The last 5 years (2012 to 2016)

E. Sources

The search was done in the following bibliographic databases [17]:
- EBSCO [18],
- Google Scholar [19],
- IEEEExplore [20],
- ProQuest [21],
- Scopus [22],
- WOS [23],
- Web of Science [24],
- ACM [25].

To answer the research questions raised, the inclusion and exclusion criteria were defined. They also allowed us to select the source SIA papers.
F. Inclusion and exclusion criteria

The inclusion criteria (IC) [26] are presented below:

IC1: The papers used a SIA methods real application
IC2: The proposed solution is applied on specialized software (Chic, Rchic, etc.)
IC3: The SIA process application is possible to make explicit
IC4: The papers are written in English language
IC5: The papers are reported in peer reviewed Workshop or Conference or Journal or Technical Reports

The exclusion criteria are presented below:

EC1: The paper is essentially theoretical, historical or a literature review
EC2: The SIA process application is not possible to make explicit
EC3: The SIA papers analysis methods do not use computer programs
EC4: The papers are written in Spanish, Italian, Portuguese or French language.

G. Search string

The group of primary studies were defined [27]. The final search string was described as follows: (“statistical implicative analysis” OR SIA) AND (LIMIT-TO (PUBYEAR, 2016) OR (LIMIT-TO (PUBYEAR, 2015) OR (LIMIT-TO (PUBYEAR, 2014) OR (LIMIT-TO (PUBYEAR, 2013) OR (LIMIT-TO (PUBYEAR, 2012)) [28, 29] showed studies on control, if the search chain found relevant studies.

H. Review and mapping steps

The review and mapping were carried out and the details for this step are presented in the following subsection.

Figure 2 shows the steps of systematic and mapping review with SIA papers.

According to Kitchenham [30] and literature mapping [31], quality checklists should be made. These checklists support the selection process. In this way, we produced the following checklist of quality.

I. Quality assessment

The quality assessment questions are presented below in Table II:

<table>
<thead>
<tr>
<th>Questions</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Are the SIA research goals clearly specified?</td>
<td></td>
</tr>
<tr>
<td>2. Are the research aims achieved?</td>
<td></td>
</tr>
<tr>
<td>3. Are the used data clearly described and their selection justified?</td>
<td></td>
</tr>
<tr>
<td>4. Are the pre-processed data in SIA papers clearly described?</td>
<td></td>
</tr>
<tr>
<td>5. Are the transformed data in SIA papers clearly described?</td>
<td></td>
</tr>
<tr>
<td>6. Are the SIA’s papers algorithms clearly described and their selection justified?</td>
<td></td>
</tr>
<tr>
<td>7. Are the SIA’s papers methods clearly described and their selection justified?</td>
<td></td>
</tr>
<tr>
<td>8. Is the data analysis process done by the computer?</td>
<td></td>
</tr>
<tr>
<td>9. How clear are the links between data, transformed data, analysis, interpretation and conclusions?</td>
<td></td>
</tr>
</tbody>
</table>

III. RESULT AND DISCUSSION

In this section we show the results obtained in the mapping and systematic review process.

A. Mapping literature review

In this section we describe the results and their discussion about mapping and systematic literature review.

1) What are the SIA papers by countries?

Figure 3 shows that the most frequent countries in the selected literature are from France (40.0%) and Poland (16.7%). France is the most frequent country because SIA
theory was originated with Regis Gras born in France.

2) Which are the SIA papers types?

Figure 4. Percentage of SIA papers by type [22]

Figure 4 illustrates that studies from the chosen literature are 73% Articles, 20% Conference Papers, and 7% Book Chapter Books. This is because SIA international congress is producing new papers every two years.

3) Which are the SIA papers areas?

Figure 5. Percentage of SIA papers by Area [22]

Figure 5 illustrates that most of the studies have targeted Computer Science (32.0%), Social Sciences (24.0%), Mathematics (23.6%) and Decision Sciences (6%). The four areas added are approximately 80%, this is because SIA theory was originated on didactic, mathematics and his methods are used in computer science.

4) What are the SIA papers tendency?

Figure 6 shows the tendency of SIA papers in general (in red) and SIA real applications papers (in blue), in the last five years. SIA real applications papers tend to increase because there are fewer the theoretical, historical or a literature review papers than real applications papers.

B. Systematic literature review

In this section we describe the results and their discussion about systematic review.

1) Which KDD step is the closest to SIA papers.

Steps 1 (Learning the application domain) and steps 2 (Creating a target dataset) with 100 % both, are the steps closest to KDD steps. This is because, all SIA real applications papers need a goal and a target dataset.

2) Which KDD step is the furthest from SIA papers?

Step 7 (Data mining) with 31 %, is the step furthest to KDD steps. This is because, most papers showed not a Data Mining pattern clearly, had descriptive analysis, histograms, bar diagrams, box plots and SIA graphics like a similarity tree, cohesion tree, implicative graph or reduction.

3) How close are the SIA papers to KDD steps?

Table III shows the reference of 35 SIA papers, the compliance or not of KDD steps process 1 to 9 (see introduction, quality assessment and [18]). Also, Table III shows in the last two columns the numbers of positive compliance and the respective percentage. The final percentage is the 74,6 %, which is medium high close to KDD steps process. This means that KDD steps process and SIA steps process are the same in a 74,6 %.
4) **How close are the SIA papers to KDD subprocess?**

Table III shows the reference of 35 SIA papers, the compliance or not of KDD subprocess A to E (see introduction, quality assessment and [18]). Table IV shows in the last two columns the numbers of positive compliance and the respective percentage. The final percentage 94.2%, means that KDD and SIA subprocess are very similar.

5) **How close are the SIA papers to the Data Mining steps?**

Observing step 5 (Choosing the function of data mining, 94%), step 6 (Choosing the data mining algorithm, 54%), step 7 (Data mining, 31%) and subprocess (Data mining, 86%) we have 66.4% of approach to Data Mining process. It is a medium high percentage. This is because the SIA methods can be similar to the Data Mining methods.

6) **Can you define the SIA process based in KDD process?**

The SIA definition based on the KDD process could be:

Statistical Implicative Analysis is the process of identifying valid, useful, and understandable, 2-rules in data.

In the previous SIA definition, the words valid, useful, and understandable depend on the researcher interpretation of the SIA methods used and the results obtained. The novel word is not in a SIA definition because the use of SIA methods is novel in Data Mining.

7) **Can you define the process for SIA based KDD?**

Figure 7 shows the steps graphic constituting the SIA process (based in KDD).
IV. CONCLUSIONS

The aim of this paper is to describe SIA papers in last 5 years (2012-2016), to determine the approximation of SIA to KDD and DM, and identify a series of future research. To describe SIA papers, we use the mapping and systematic literature review methods. The most frequent country in the selected literature is France (40%); also 73% of the chosen literature are Articles. The studies were targeted in Computer Science (32.0%), Social Sciences (24.0%), Mathematics (23.6%), and Decision Sciences (6%). The four areas are approximately 80% of SIA papers total areas.

It is important to note that the results obtained depend closely on the approximation framework used, in this case the steps of the Faday process. It was determined that SIA and KDD are strongly related, with a contention relationship of SIA to KDD. In the first approximation, considering all steps without subprocesses, a contention of 74.6% corresponding to medium high approximation was obtained. In the second approach, considering all the subprocesses a contention of SIA to KDD of 94.2% was obtained that is high approximation to KDD process. This is summarized by indicating that the overall approximation rate considering the complete Faday process is 84.4% which is medium high approximation. The approximation achieved allowed to propose the steps that constitute the SIA process analysis, besides a new definition. The process D and steps 5 and 6 allowed us to give a first approximation of the SIA to data mining, obtaining 66.4% of contention between SIA and Data Mining corresponding to medium high percentage.

The future research in SIA, KDD and Data Mining can be to answer the following questions: Do SIA methods work with big data? Can we use similarity tree and cohesion tree like a data mining hierarchical cluster method? Can we use implicative graph like a data mining rule induction method? and Can we use reduction like a data mining cluster method?. For example we have the questions: Do SIA methods work with big data? Can we use similarity tree and cohesion tree like a data mining hierarchical cluster method? Can we use reduction SIA method like a data mining cluster method? and Can we use implicative graph like a data mining rule induction method?.. The answer to the abode questions is future research in SIA, KDD and Data Mining.
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Abstract—The paper presents a knowledge based system for travel mode recommendation and critiquing. The system recommends the best travel mode for travelling between locations, based on user recommendations. The system’s knowledge is stored in a graph database where the nodes represent locations and the edges the travel modes available for travelling between locations. Weights attached to each edge represent the degree of popularity of different modes for travelling on that route. The system is capable of recommending itineraries containing the highest recommended travel modes. The system also can critique a user proposed itinerary based on the travel modes it contains. We have evaluated the approach comparing system generated recommendations with user recommendations in online travel forums.
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I. INTRODUCTION

Research from the World Travel and Tourism Council (WTTC) indicates that the contribution of travel and tourism to world GDP grew for the sixth consecutive year in 2015, rising to a total of 9.8% of world GDP (US$7.2 trillion). According to WTTC, the tourism sector employs 284 million people, which globally represents 1 in 11 jobs. Stimulating demand and improving the traveler experience has been the endeavour of travel related commercial enterprises who are employing IT for that purpose. IT systems in various shapes (i.e., as static online information and advice, or through intelligent travel assistants) have been used to assist the travellers through the different stages of their trip, i.e., in planning, consuming, and also for post-travel feedback and ratings.

A particular class of intelligent information assistants known as recommender systems [1] has been used in the travel domain, to provide travellers with relevant recommendations regarding their trips. Some of the travel recommenders draw their knowledge from sources that describe travel and tourist locations, travel modes and other related aspects (called the content based recommendation approach), while others employ the experience of fellow travelers in order to provide relevant recommendations (an approach known as collaborative filtering). It has been suggested however, that most of the existing recommender systems only provide location-centric recommendations to travellers about ‘things to do’, once they get to their destination.

Some advanced recommenders, like SAMAP [2] and PaTac [3], are even capable of analysing the connection possibilities between the activities using different means of transport i.e., on foot, by bike, by car, or by public transport. This category of recommenders has similarities to automated travel planners. However, travel planners mainly rely on domain knowledge about routes and their properties, such as available travel modes, online timetables, knowledge of the average travel times and so on. Such knowledge is hard to acquire, integrate and maintain. On the other hand, travel knowledge elicited directly from the travel users themselves, maybe easier to acquire, due to the proliferation of travel related web sites such as forums. This knowledge may be less accurate and more subjective than the knowledge employed by travel planners, but that is compensated by the large volumes of available data.

Finally, another feature that travel planners are lacking is critiquing user proposed routes. Often users have a particular route in mind that they want to follow, but they want other user’s opinion as to whether their route represents a good choice. A recommender system augmented with critiquing capabilities can comment on user proposals by comparing the users’ routes (or the routes’ legs, modes of transport etc), with what other users have recommended.

The paper therefore presents a travel route recommender and critique that does not rely on objective travel knowledge such as travel timetables, travel times and distances but on user recommendations. The system is capable of recommending the most popular means of transport between two locations. This differs from the typical travel planner’s ability to find the best route between two places based on criteria such as travel time or cost. As argued above the route that optimises one or more of such parameters is not always the most popular with the users.

The structure of the paper is as follows. Section II surveys research approaches for travel and route recommendation. Section III presents the core of the approach including the architecture of the system, the organization of the knowledge base, the knowledge elicitation method and the implementation approach. Section IV describes the recommendation and critiquing algorithms, while Section V presents the testing and evaluation approach followed.
Finally, Section VI provides an appraisal of the significance of the work and its findings, as well as areas for future research.

II. INTELLIGENT SYSTEMS FOR TRAVEL AND ROUTE PLANNING AND RECOMMENDATION

Current literature shows that recommendation is a common service in the tourism subdomains of travel and travel services such as accommodation (i.e., hotel recommendations), used to make the site more appealing to users. Such recommender systems try to mimic the interactivity that occurs in traditional interactions with travel agents, for example when a user seeks advice on a possible holiday destination [4].

Some recommender systems recommend not only lists of places that match the user’s preferences but also help to create a route through several attractions [5]. For example, CT-Planner [6] and [7] offers tour plans that can be refined gradually as the users express their preferences and characteristics (e.g., willingness to walk, walking speed, etc.). The recommender system described in [8] integrates automated selection of locations with finding the shortest path. Other recommender system takes into account factors such as the expected duration of the visit, the opening and closing times of the attractions and the distance between them. Examples of such systems include City Trip Planner [9], CRUZAR [10], Smart City [11], Otium [12] and e-Tourism [13]. Some advanced recommenders, are capable of analysing the connection possibilities between locations by different means of transport (walking, bike, car, public transport, etc.).

A related category of intelligent systems are Computer Aided Critiquing systems. The concept of a critique has been applied in diverse domains, including: medical, programming/software engineering and architectural design [14]. Critiquing systems have been used by designers to improve their design artifacts by providing feedback. [15] analyse existing critiquing systems in terms of critiquing process, critiquing rules, and intervention techniques.

Travel planning however is a complex and dynamic process because there are multiple factors that influence the destination choice. Destination choice is determined by the availability of travel facilities and by the user’s preferences such as length of travel, mode of transportation, accommodation type, and activity theme. Our approach exploits the benefits of itinerary planning using established graph search techniques to reduce the planning effort and the cost of information search for travellers.

III. SYSTEM ARCHITECTURE

Because planning is an inherently hard problem where optimal solutions often can only be approximated. Some planning systems for tourists reported are therefore not based on recommendations but instead use classic planning approaches like Operations Research techniques [8]. Our approach uses recommendations as heuristic planning rules that enable users to travel between the locations they want to visit in the most recommended way. Such recommendations act as shortcuts that reduce the space search effort in finding suitable routes between locations. Our approach therefore, combines the benefits of collaborative filtering with those of knowledge based approaches.

As shown in Figure 1, the knowledge of the travel mode recommender is captured in a knowledge graph linking locations with the most recommended modes of travel. The following section discusses the structure and content of the travel knowledge graph, while section IV presents the recommendation and critiquing processes.

The KB contains knowledge about tourist locations as well as of the recommended ways for travelling between locations, weighted by the degree of their recommendation. The knowledge is represented as a directed cyclic graph; we call the travel knowledge graph. Thus locations are represented as graph nodes and travel modes as graph vertices (edges). For example, for travelling between locations (nodes) A and B there can be n possible travel modes m1, m2, ..., mn where each mode mi has a weight wi (a real number greater than zero) that represents the degree of recommendation of that travel mode.

When it is not possible to travel directly between two nodes A and B, a path P (called an itinerary in our approach) consists of intermediate nodes I1, I2, ..., Ik connected by edges that form a path between A and B. Itineraries do not have to be acyclic graphs, i.e., a node can appear multiple times in an itinerary. Itineraries have to be finite however.

An optimal itinerary for travelling from A to B consists of a path I1, I2, ..., Ik where every edge connecting two nodes In-1 and In corresponds to the highest recommended travel mode between the two locations.

In our knowledge graph model nodes represent cities, towns and other geographical areas of visiting interest or acting as hubs, i.e., facilitating the travel to other locations. Every node is connected to at least one other node via at least one edge that corresponds to a particular travel mode (road, rail, car, ferry, etc). Two nodes can be connected by multiple edges, representing the fact that locations are usually
connected with multiple modes of transport. This approach represents an abstraction of a physical transportation network. For example, in a physical transportation network there may be a road linking A to B. In our approach however the links represent modes of transport, not physical connections, thus there will be two or more separate edges connecting A and B, representing private/hired car and (public) bus, running over the same (physical) road.

If a particular transport mode is not available between two locations, then it is simply not represented in the graph, while if it is available but there are no recommendations for it, (or against it) is assigned a recommendation weight of zero. In our approach, the direction of the travel is important, therefore all links are directed. For example, when travelling from A to B, bus might be the recommended travel mode, while in the reverse order it may not be recommended, due for example to the overcrowding of the returning bus. The directionality of the links is taken into account by the travel planner module in our approach.

The recommendation weight of each transport mode (edge) between two locations has a weight that represents its degree of recommendation. Recommendations are calculated according to the frequency with which a particular mode of transport is commented (in a positive or negative manner) in the travel forums. All recommendations are normalised within a scale 1 to 5 (i.e., from ‘not recommended’ to ‘highly recommended’).

For experimentation purposes we decided to populate the knowledge base will cover the geographical region of Italy known as Amalfi coast. This is a very popular touristic area of Italy attracting millions of tourists each year and attracts large online discussions on forums such as TripAdvisor. For example, the Italy forum of TripAdvisor contained more than 362,000 topics and 2million posts, as of 2016. Nodes for the transport network were selected by identifying the most frequently mentioned locations around Amalfi coast and by consulting constructed using online GIS sources such as OpenStreet Map and Google Maps. Recommendation weights for travel modes between Amalfi cost locations were elicited from general and specific travel advice of expert users who have travelled the route more than two times, as per the example below.

Recommendation Advice:

High speed trains between major cities run faster than any car: Venice, Bologna, Florence, Rome, Naples and Salerno are all linked by bullet trains. …. The big sights of Italy (Rome, Florence, Venice, Sorrento/Naples/Capri/Amalfi, and Cinque Terre) are inconvenient by car and easy by public transportation.

The recommendation weights are calculated as follows:

Assume as set of locations $L = \{ l_i \}$ where $i=1,..,n$ indicate locations, i.e. nodes on the travel graph that customers could potentially visit. Expert users’ reviews are collected regarding the travel modes and their quality. Consider the set of travel modes $M = \{ m_k \}$, where $k=1,..,m$ the various available travel modes, such as private car, hired car, bus, train, plane, etc., for travelling between two locations. Let $E = \{ E^q_{m_k,i,j} \}$ be the set of expert users’ comments regarding the quality of $m_k$ travel mode, of between two locations. Text mining tools such as the Knime can be used for analysing reviews and calculating the frequencies of terms related to travel modes and commented levels of travel quality. The $E$ assumes five levels of travel quality ($q$) and uses linguistic variables and their corresponding fuzzy sets are shown below:

$$ E = \{ \begin{array}{l}
\text{very low}(0.0,10.0,25) \\
\text{low}(0.15,0.30,0.45) \\
\text{medium}(0.35,0.50,0.65) \\
\text{high}(0.55,0.70,0.85) \\
\text{very high}(0.75,0.90,1) 
\end{array} \}
$$

Expert users comment on the suitability of a travel mode by using one of the above linguistic variables. Assume that $f^q_{m_k,i,j}$ indicates the frequency of using a linguistic variable $e^q_{m_k}$ to show the quality of travel by $m_k$ travel mode, between two locations. By using the modal values of $e^q_{m_k}$ linguistic variables, the frequency of using a quality level is used to calculate the suitability of each travel mode as follows:

$$ s^q_{i,j} = \sum_{k,q} ( f^q_{m_k,i,j} * e^q_{m_k} ) , \forall (i,j) \text{ location}.
$$

$s^q_{i,j}$ shows the recommendation degree for travelling between locations by (ij) by each $m_k$ travel mode, i.e $s^q_{i,j,1}$, $s^q_{i,j,2}$, $s^q_{i,j,3}$, etc. The recommendation weight $r^q_{i,j}$ then for travelling between locations (ij) is

$$ r^q_{i,j} = \max\{ s^q_{i,j} \} , \text{ with } m_k \text{ indicating the most suitable thus, most recommended travel mode.}
$$

For an itinerary (I), all possible paths (P) on the travel graph that connect the departing (S) location and the destination (D) of a trip are considered. Thus, drawing on the cognitive maps theory, the recommendation weight for travelling between S and D is:

$$ R_{S,D} = \max\{ \prod_{i,j} ( r^q_{i,j} ) \} , \text{ where } S \text{ and } D \text{ indicate the departing and destination locations respectively, the } r^q_{i,j} \text{ the recommendation degrees of each edge (ij) along all possible paths, and the } m_k \text{ shows the recommended travel mode.}
$$

Figure 2 shows a visual representation of the travel recommendation graph as implemented in the Neo4J graph database [16]. For visual clarity nodes of different type (e.g., city, town, village, see-sight area) are represented with different colour codes. Upon clicking on a node or edge the user can obtain information about the node attributes and their values. Neo4J has its own graph query language called
Cypher that was used to construct and run queries against the knowledge base.

Query formulation in Cypher: This essentially involves formulating a query for finding all paths from Rome to Amalfi (that include Pompeii) and back, that use the highest recommended travel modes. The code snippet below shows the relevant query for finding all paths using Neo4j Cypher query language.

Cypher query: MATCH p=(a)-[*]->(b) WHERE (a.name = 'Rome') AND (b.name='Amalfi')RETURN DISTINCT nodes(p);

The above query returned 306 unique plans in the current version of the KB. Some of the itineraries are shown in figure 4. Heuristics can be used to prune the number of results by retaining paths that do not include too many revisits to the same locations and can fit within the time constraints set by the user (2 day).

Query analysis and constraint setting: Travel itinerary must include Pompeii. Paths between Rome and Amalfi will need to be produced. The query assumes returning back to Rome.

IV. THE RECOMMENDATION AND CRITIQUING ALGORITHMS

The recommendation algorithm can be formalised as follows: Given a user proposed tour consisting of locations \( l_1, l_2, \ldots, l_k \) to be visited, recommend an itinerary that visits the required locations using the most recommended travel. The recommendation will consist of an itinerary \( l'_1 - m'_1 \rightarrow l'_2 - m'_2 \rightarrow \ldots \) where \( l'_1, l'_2, \ldots \) are locations from the user proposal with possible additional locations (hubs) added by the recommender system and each \( m'_k \) is the recommender way of travelling between locations \( l_k \) and \( l_{k+1} \).

The following is a real user request from the TripAdvisor Italy Forum:

“What’s the best itinerary for a 2 days trip to see Pompeii and the Amalfi coast from Rome...”

Producing a recommendation for the above requires the following steps:

The critiquing algorithm can be formulated as follows. Given a user proposed route \( l_1 \rightarrow m_1 \rightarrow l_2 \rightarrow m_2 \rightarrow \ldots \) compare the mode of each route leg with that which is highest recommended in the KB. Calculate an overall ‘recommendability score’ for the itinerary, for both cases, i.e. the one proposed by the user and the ones recommended by the system, by using algorithm and the formulas discussed in section III. The difference between critiquing and recommendation is that in critiquing the user itinerary is more detailed. The system does not propose a new itinerary but compares against the highest recommended one. This process can be iterative, i.e., the user can adopt her original plan, based on the received critique.
V. SYSTEM EVALUATION

Shani et al. [17] propose three different approaches for recommender system validation: offline validation, user studies and online experiments. In our approach because of resource constraints we opted for an offline experiment which however used real data both in terms of requests for recommendations and of actual recommendations taken from an online travel forum. While this approach is not as insightful as an online experiment, it can provide evidence of the performance of the recommender compared to actual users, without incurring the cost of user studies or online experiments. The objective of the evaluation was to test whether the recommender is exhibiting a behaviour that is close to that of the human recommender. Thus we had to find user recommendations for the same itinerary and compare the system produced recommendations to that of the average or typical user. We first however had to find a way to measure the similarity of recommendations. In our approach we opted for the overlap coefficient [18] (or, Szymkiewicz-Simpson coefficient) which is a similarity metric that measures the overlap between two sets, and is defined as the size of the intersection divided by the smaller of the size of the two sets, as shown in the following formula.

\[
\text{overlap}(X,Y) = \frac{|X \cap Y|}{\min(|X|,|Y|)}
\]

We employ the overlap coefficient to two requests for recommendation cases described below. For each request we elicited user recommendations from the TripAdvisor Italy forum. These recommendations were not taken into account when populating the travel knowledge graph, hence they do not constitute ‘training data’ for the recommender. We construct the system recommendation using the approach described in Section IV and we compare it to each user recommendation to calculate an average overlap score between the system and the user recommendations. We also calculate the mean, variance and standard deviation of user recommendations overlappings to determine how much user recommendations overlap with each other.

<table>
<thead>
<tr>
<th>Rec id</th>
<th>User recom. avg. overlap</th>
<th>User recommendation</th>
<th>User-system Overlap score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>Rome -high speed train -&gt; Salerno- ferry -&gt; Positano</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>Rome -high speed train -&gt; Salerno- ferry -&gt; Positano</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>Rome -high speed train -&gt; Naples -car -&gt;</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Table I shows what users actually recommended as itineraries for the Rome to Positano trip, how these recommendations overlap with each other on average and with the system recommendation. For this query, the system created the recommendation (Rome -high speed train -> Salerno- ferry->Positano) thus totally agreeing with the first two recommendations of Table I. Assuming a normal distribution in the overlapping values of user recommendations, we can observe that the system recommendation overlappings falls within two standard deviations of the mean, i.e., it has a typical overlapping (or similarity) to the user recommendations.

VI. CONCLUSIONS

Our approach integrates the formal/GIS view of travel planning (e.g., by following the shortest or the fastest route) with heuristic knowledge such as fellow user itinerary heuristics and recommendations that serve as shortcuts and help to reduce the cost of information search for the traveller. The attributes attached to nodes and edges can be extended with different features, reflecting other important travel considerations such as cost daily and seasonal variations. For example, roads that are very busy during the Summer period and thus get low recommendation might be more quiet in other seasons. Also, some modes along routes might be seasonal, for example some ferry lines might operate only in the Summer period.

The system could be extended with further reasoning capabilities, for example case based reasoning. Case based reasoning (CBR) has been already utilised in several recommender systems [19]. Previous travel experiences can be stored as cases in the knowledge base and new
recommendations would entail recalling similar experiences from the knowledge base and reuse them partially, completely or modified.

Profiling could also be introduced to support more personalised recommendations. It has been argued however, [4] that in the case of travel this is very hard because each traveller’s decision making profile is unique.

User proposed itineraries could be compared to existing recommended itineraries stored in the graph knowledge base. There is a lot of mathematical background in measuring graph similarity, for example by using distance measures like the Hamming distance, the simple matching coefficient, the Euclidean distance, and other metrics, and these could be utilised. However, such measures consider only little domain knowledge during the similarity assessment, while more sophisticated methods consider the different importance of individual attributes [20]. For example, two trips might visit the same locations [21] in the same order but the time spent on each location and the activities of the traveller could be very different.
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Abstract— Fog represent high impact atmospheric phenomena especially for aviation. In particular, in 2001 the Linate Airport in Milan was interested by a disaster, the deadliest air disaster to ever occur in Italian aviation history, due to un-forecasted thick fog. For this reason, improvement of fog monitoring and forecast tool is a challenge topic for the aviation community. Moreover, forecasting fog is an important issue for air traffic safety because adverse visibility conditions represent one of the major causes of traffic delay and of the economic loss associated with such phenomena. In such context, the present work illustrates a Data Mining application for the fog forecast on a short time range (1 hour) on Linate airport. Indeed two predictive models have been trained using an historical dataset of 18 years of fog observations and other relevant meteorological parameters collected in the Synop message by applying BayesNet and Neural Network algorithms. The performances evaluation shows the complete model for fog events forecasting presents 90% of instances correctly predicted. The work has been carried on according to the standard process (CRISP-DM) for Knowledge Discovery in Database Process.

Keywords—Data Mining; Forecast Fog; Bayesian Networks, Artificial Neural Networks; Knowledge Discovery in Meteorological Database Process; Weka; CRISP-DM.

I. INTRODUCTION

Forecasting of adverse weather condition, having high impact on the different phases of the flight (e.g., taxiing, landing, take off), is an important issue for air traffic safety. For this reason, many efforts are spent by aviation research for improving the capability to forecast them on different time range. For example, adverse visibility conditions severely affect air traffic operations especially during the landing and take-off phases and thereby reduce the capacity of an airport. This leads to the built-up of a wave of delayed flights in case demand exceeds the reduced capacity, which is especially critical at major hubs, such as, for Italy, Linate during peak times. Since these hubs are central nodes in the air traffic network, the effect also spreads causing the event to be of much more than just local importance. Indeed the occurrence of low ceilings and/or poor visibility conditions restricting the flow of air traffic into major airport terminals is one of the major causes of traffic delay and of the economic loss associated with such phenomena [1]. For these reasons, a fast forecasting is crucial to manage the occurrence of these events and to mitigate their impact over the whole airport system. Consequently, it is important to deeply understand the process leading to the formation of fog and justifies the efforts made by meteorologists to forecast such events.

In this paper, we introduce a method for fog nowcasting (short-range forecasting of 1 hour) on Linate Airport in Milan using Data Mining techniques. Indeed Data Mining (DM) [2] – also called “Knowledge Discovery in Databases” – refers to the process of extraction or “mining” useful knowledge from large amounts of data. DM draws upon ideas, such as sampling, estimation, and hypothesis testing from statistics and search algorithms, modeling techniques, and learning theories from artificial intelligence, pattern recognition, and machine learning.

DM can represent a useful analysis method for this complex meteorological phenomenon because it has the ability to work with many data described by a high number of variables.

In order to obtain DM models for fog prediction, we used an historical dataset consisting of 164,352 meteorological SYNOP observations collected at Milan’s Linate airport station from January 1996 until September 2014.

Knowledge Discovery in Database Process, that we carried on in order to predict fog events, has been conducted according to the standard process conceived from the Cross-Industry Standard Process for DM (CRISP-DM) [3]. Every step of the process has been supported by the validation of domain experts. In this work we used the Weka tool (Version 3.6.14) (Waikato Environment for Knowledge Analysis) [4] to carry on DM analysis. In particular, we used the Weka Explorer interface to mine data by applying Bayesian and Artificial Neural Networks algorithms.

A. Structure of the paper

The paper is organized by describing all the CRISP phases one by one. In Section II, the Business Understanding is carried on in order to understand the fog phenomenon and its development, to explore the state of the art from meteorological and DM points of view, and to fix DM goals. In Section III, we illustrate the data collection, the data sources, the variables and statistics of the attributes. In Section IV, we explain all the activities of the Data Preparation phase aimed at constructing the final datasets to be mined; in particular, the preprocessing phase and the hold-out method. In Section V, we provide details about the Modeling phase: from the identification of target functions to
model testing. Finally, in Section VI, we present the Evaluation phase and, in Section VII, we show our considerations.

II. BUSINESS UNDERSTANDING

This first step of the CRISP-DM process includes fixing of the business objectives, Data Mining goals and assess situation.

A. Fog Formation and State of the Art of Fog Nowcasting

Fog is basically a cloud of small water droplets near ground level and sufficiently dense to reduce horizontal visibility to less than 1 km (3281 feet). The word fog also may refer to clouds of smoke particles, ice particles, or mixtures of these components. Under similar conditions, but with visibility greater than 1000 m, the phenomenon is termed a mist or haze, depending on whether the obscurity is caused by water drops or solid particles. The formation of fog is due to the condensation of water vapor on condensation nuclei (non-gaseous solid particles) to form water droplets, near the ground. Fog usually develops when relative humidity is near 100% and when the air temperature and dew point temperature are close to each other or less than 4°F (2.5°C). When air reaches 100% of relative humidity, its dew point is said to be saturated and can thus hold no more water vapor. As a result, the water vapor condenses to form water droplets and fog. The formation of fog is a complex process involving highly non-linear interactions between surface and sub-surface processes, atmospheric radiation, turbulence and flows. Such interactions are not adequately described by the current operational Numerical Weather Prediction (NWP) [5], because the vertical and horizontal resolutions are larger than the corresponding fog scales [6] that are of the order of 1 km on the horizontal scale and up to few ten meters on the vertical scale. For these reasons these models [1] [7] [8] are unable to treat complex three-dimensional flows due to their poor representation of horizontal heterogeneities [6].

In order to overcome such limitations, dedicated NWP models have been implemented [9] in order to predict the formation of fog in regions of complex terrain and reach horizontal grid resolution of 1 km or better. The disadvantage of such models lies on the computational costs required to run them [5]. For this reason, they can be applied only on small domains and on high speed computer [5].

Finally, the statistical methods [10] can overcome the above-mentioned problems but they require long time series of homogeneous data and they can be used only for specific locations for which the fog events can be correlated to the local conditions. In fact fog events can be triggered by different physical causes and their characteristic strongly depends on the specific geographical location [11].

Traditional data analysis techniques (including statistical and physical driven techniques) have been often faced with practical difficulties in meeting the challenges posed by new datasets including meteorological datasets (with a high number of records, variables, sources, etc.). DM techniques can represent useful analysis methods because they are able to investigate different meteorological variables coming from numerous datasets. DM techniques provide a high level of prediction in terms of consistency and frequency of correct predictions.

Prediction is the most used DM task in meteorology domain. DM has been applied successfully to predict different weather elements like wind speed [12] [13], rainfall [14] [15], cloud [16] and temperature [17] [18].

DM description task is carried on in [19] and [20] by using Decision Trees and Bayesian Networks in order to create some fog local indices, based on the post-processing of meteorological variables. The same methods were used in [21] for creation of some basic neural network structures that were further adapted to local prediction models. This approach was implemented and tested in various conditions of major Australian airports. The fog formation and its important parameters were identified based on collected historical dataset from the International Airport of Rio de Janeiro [22]. In [23] the authors describe short-range fog-forecasting models by applying Bayesian Networks in order to predict fog events between 0-3 hours on Paris Charles De Gaulle airport.

The availability of a long time series data set (SYNOP data) together with the necessity to describe such phenomenon in a specific site (Milan’s Linate airport), make the DM approach one of the best solutions in describing and short range forecasting fog phenomena.

B. Business Objectives and Data Mining Goals

The Business objective is to develop an algorithm, which is able to describe, and nowcast fog phenomenon over Milan’s Linate Airport, using DM techniques and Synop data. In particular, the objective is to forecast a fog event on the time range of 1 hour, associating a prediction probability. Classification models will be trained in order to forecast fog events. Of course, probabilities can be transferred into crisp event forecasts, but since developments in air traffic management systems point towards more and more automation and decision support, direct use of probabilities will be favored because it enables detailed cost benefit analysis for triggering decisions.

III. DATA UNDERSTANDING

This step of the CRISP-DM includes the initial data collection, data description, data exploration, and the verification of data quality.

A. Data Collection

In order to build a predictive model using DM techniques for fog forecast, a historical dataset made up of fog observations and relevant meteorological parameters needs to be built. Data have been collected from ECMWF MARS Archive [24] containing the surface Synoptic observations (SYNOP) provided by Linate meteorological station.

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Date</td>
<td>Date of the observation</td>
<td>Date</td>
</tr>
<tr>
<td>2</td>
<td>Pressure</td>
<td>Force per unit area exerted against a surface by the weight of the air above that surface</td>
<td>Pa</td>
</tr>
</tbody>
</table>
three hour pressure change | Change of the pressure with respect to three hours ago | Pa
---|---|---
4 char pressure tendency | Coded values indicating how the pressure has changed during one hour | -
5 wind direction | Wind direction at 10 m | Deg
6 wind speed | Wind speed at 10 m | kn
7 Visibility | It represents the greatest distance at which a black object of suitable dimensions can be seen. Visibility values below 1 km indicate the presence of fog | m
8 present weather | Coded values describing the weather phenomena present at the time of the observation. Values between 40-49 indicate the presence of fog | -
9 past weather1 | Coded values describing weather phenomena occurring during the preceding hour | -
10 past weather2 | Coded values describing weather phenomena occurring during the two preceding hours | -
11 cloud cover | Values between 0 and 8 indicating the fraction of the ceiling dome covered by all clouds visible. It is estimated in eighths (okta) of sky covered by clouds. Clear sky is indicated with 0 okta, overcast with 8 | okta
12 height of base of cloud | Height of bases of clouds above ground level | m
13 cloud type | Coded values reporting the type of cloud and the state of sky | -
14 Dewpoint | Temperature at which moist air saturated with respect to water at a given pressure has a saturation mixing ratio equal to the given mixing ratio (ratio between the mass of water vapour and the mass of dry air) | °C
15 Drybulb | Temperature of the air measured with a thermometer shielded to radiation and humidity | °C

SYNOP observations are recorded every hour. A list of the meteorological variables used for DM and selected from the SYNOP message is reported in the TABLE I.

### B. Fog Event Description

Each fog event can be defined as a sequence of SYNOP records with a visibility attribute value less or equal than 1000 meters. Each record describes the weather conditions observed. Fog events are characterized by a sequence of recordings. Fog events are identified according to the domain expert indications. Indeed results. After the conversion, the target attribute has been converted from numeric to nominal type in order to report them in a format usable by DM algorithm. Such conversion is also required for a clearer reading of data and results. After the conversion, the target attribute has been identified according to the domain expert indications. Indeed the presence of fog is detected if visibility is less than or equal to 1 km.

The histogram of the target class of Figure 3 shows how fog occurs about once every 53 events. Target class is unbalanced.

### IV. DATA PREPARATION

In order to obtain the final dataset that can be used in the modeling phase, data have been preprocessed to report them in a format usable by DM algorithms. In the original dataset there are 10676 missing records corresponding to the same number of missing hours. For these recordings, we have only date and time variables. The other attributes are all null. These missing records are removed from the original dataset, obtaining a new dataset with 153.676 instances.

### A. Variables Transformation and Target Class Creation

The meteorological parameters coded according to the World Meteorological Organization (WMO) code tables have been converted from numeric to nominal type in order to report them in a format usable by DM algorithm. Such conversion is also required for a clearer reading of data and results. After the conversion, the target attribute has been identified according to the domain expert indications. Indeed the presence of fog is detected if visibility is less than or equal to 1 km.

The histogram of target class of Figure 3 shows how fog is a quite rare meteorological event on Linate airport: fog occurs about once every 53 events. Target class is unbalanced.
In order to visualize the distribution of FOG according to the variation of variables, the graph of Figure 4 shows that fog events, which are represented in blue color, occur mostly from October to March. In addition, from the histogram of instances by Hour attribute (not reported), fog events occur in the early hours of the morning and in the late evening.

B. Model Design

The one-hour prediction model has to be able to recognize both the beginning and the end of a fog event. Therefore, two models have been trained, A-model and B-model:

1. A-model is used in order to predict the persistence of NO and the discontinuities from NO to YES (heads of new fog events).
2. B-model is used in order to predict the persistence of YES and the discontinuities from YES to NO (endings of fog events that are heads of NO-fog events), instead.

As a consequence, A-model is used when the occurring visibility (visibility at time t0) is greater than 1000 m and B-model in the other cases. A summary of this criterion is reported in TABLE III.

TABLE III. RULE FOR MODELS APPLICATION

| if visibility at time t0 > 1000m then A-model | else B-model |

C. Hold-Out Method and Forecast Sets Preparation

For DM goal, we adopted the working strategy named hold-out method [27]. In this method, the original data with labeled examples is partitioned into two disjoint sets, called the training and test sets, respectively. A classification model is induced from the training set and its performances are evaluated on the test set. The accuracy of the classifier can be estimated based on the accuracy of the induced model on the test set.

As test set we choose the records belonging to the last 13 months of meteorological observations, from 1st September 2013 until 30th September 2014. This test set is called 1YEAR, it has 9314 full weather observations and it has roughly the same target class distribution of whole dataset.

The DM models should be able to predict fog after one hour from the recording of the last available SYNOP data. So, in order to easily forecast fog events, a new dataset is released starting from the dataset available after Data Preparation step. Shifting upwards of a position the time series of FOG variable, we obtain a new target attribute (FOG+1) describing the condition of fog at time t0+1 hour=t1, while the meteorological attributes remains at time t0. Such elaboration allows getting a new training set, called FOG+1, and a new test set, called 1YEAR+1.

In order to obtain two predicting models (A-model and B-model), each one of two datasets (FOG+1 and 1YEAR+1) has been splitted in two subsets.

A_1YEAR+1 and B_1YEAR+1 aim to train A-model and B-model, respectively. A_1YEAR+1 is useful to evaluate the performances of A-model, while B_1YEAR+1 is useful to evaluate the performances of B-model.

The next schema summarizes all of the steps of the Data Preparation phase.

| TABLE IV. RULE FOR A_FOG+1 AND A_1YEAR+1 SETS |
|----------------|----------------|
| FOG            | FOG+1          |
| NO             | NO             | ← Persistence of NO |
| NO             | YES            | ← Head of fog event |

| TABLE V. RULE FOR B_FOG+1 AND B_1YEAR+1 SETS |
|----------------|----------------|
| FOG            | FOG+1          |
| YES            | YES            | ← Persistence of YES |
| YES            | NO             | ← Ending of fog event |

In addition, in order to overcome the class imbalance problem (Figure 3), the class labels of training sets have been under sampled, obtaining the same numbers of records with FOG+1="NO" and FOG+1="YES". However, the two test sets retain the original class target distributions.
Finally, the Data Preparation produces the four datasets presented in TABLE VI, including their sizes.

TABLE VI. DATASETS ROLES AND DIMENSIONS

<table>
<thead>
<tr>
<th></th>
<th>A-model</th>
<th>B-model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>A_FOG+1</td>
<td>B_FOG+1</td>
</tr>
<tr>
<td></td>
<td>1380</td>
<td>1392</td>
</tr>
<tr>
<td>Test</td>
<td>A_YEAR+1</td>
<td>B_YEAR+1</td>
</tr>
<tr>
<td></td>
<td>9046 records</td>
<td>135 records</td>
</tr>
</tbody>
</table>

V. MODELING

After the Data Preparation follows the Modeling phase, in which the two forecast models are trained and tested.

DM models are simple predictors for time series, where the prediction of outputs for time \( t_1 \) is based on the sequence of historical data observed at time \( t_0 \).

All obtained prediction models of fog events have been compared and the achieved results have been evaluated by means of adequate performance metrics able to highlight the classifying ability with respect to the fog events and the no-fog events separately (e.g., confusion matrix, AUC). The testing of the two 1-hour classification models show good performances, as in next Sections reported.

Starting from the two new datasets A_FOG+1 and B_FOG+1, we are able to train forecast models by using DM techniques. Indeed a forecast model is a function that takes into account the meteorological variables measured at time \( t_0 \) and computes a binary variable FOG+1 that indicates the presence or absence of fog at time \( t_1 \) and the respective probabilities.

In the next Sections, the best obtained models are described but, for the sake of clarity, in our project many predictive models have been trained and only the performances of a Bayesian Net and an Artificial Neural Network are highly satisfactory for one-hour fog predictions on Linate airport database.

A. The A-model

The A-model is a Bayesian Network classifier. It has been trained on the A_FOG+1 dataset (obtained from FOG+1 set using the instances tagged by FOG="NO"). For the sake of clarity, the training set A_FOG+1 is obtained by balancing the target class FOG+1, using the WEKA filter SpreadSubsample that under samples the dataset in order to obtain the same number of FOG+1="YES" and FOG+1="NO" instances. This balancing technique is used in order to overcome the class imbalance problem.

In this way, A-set presents 690 records tagged by FOG+1=""NO"" and 696 records tagged by FOG+1=""YES"". The A-model is trained by using BayesNet WEKA algorithm, fixing \( P=3 \) and \( A=0.25 \) by applying cross-validation method with \( k = folds = 10 \). A-model performs on 10-fold cross-validation and it shows the performances included in TABLE VII, TABLE VIII, and TABLE IX:

TABLE VII. A-MODEL EVALUATION

| Total Number of Instances | 1380 |
| Correctly Classified Instances | 1214 (87.971%) |
| Incorrectly Classified Instances | 166 (12.029%) |

A-model shows the performances on A_YEAR+1 Test Set included in TABLE X, TABLE XI, and TABLE XII.

B. The B-model

The B-classifier is an Artificial Neural Network (ANN) trained on the balanced B_FOG+1 dataset (obtained from FOG+1 set using the instances tagged by FOG=""YES"" and balancing the target class FOG+1 by using the WEKA filter SpreadSubsample). In this way, B_FOG+1 presents 696 records tagged by FOG+1=""NO"" and 696 records tagged by FOG+1=""YES"".

The B-model is trained by using the MultilayerPerceptron algorithm of WEKA, with 10 hidden layers (H=10) and N=1000 that is the number of epochs to train through. It performs on 10-fold cross-validation and it shows the performances included in TABLE XIII, TABLE XIV, and in TABLE XV:

TABLE XIII. THE B-MODEL EVALUATION

| Total Number of Instances | 1392 |
| Correctly Classified Instances | 1207 (86.71%) |
| Incorrectly Classified Instances | 185 (13.29%) |

TABLE XIV. THE B-MODEL DETAILED ACCURACY BY CLASS

<table>
<thead>
<tr>
<th>Class</th>
<th>TP Rate</th>
<th>FP Rate</th>
<th>Precision</th>
<th>ROC Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>YES</td>
<td>0.888</td>
<td>0.154</td>
<td>0.852</td>
<td>0.891</td>
</tr>
<tr>
<td>NO</td>
<td>0.846</td>
<td>0.112</td>
<td>0.883</td>
<td>0.891</td>
</tr>
</tbody>
</table>
In this test we analyze the capability of the B-model, when the instances FOG="YES" is present, to predict in the following hour the persistence of the condition FOG="YES" or the presence of the end of the fog events.

VI. MODEL EVALUATION

Evaluation of the performance of a classification model is based on the number of test records correctly and incorrectly predicted by the model. Good results correspond to large numbers along the main diagonal of the confusion matrix and small, ideally zero, off-diagonal elements.

The confusion matrix of the A-model on A_1YEAR+1 Test Set shows 555 records incorrectly classified as “YES” (TABLE XII), corresponding to 555 false positives instances (555 recordings without fog incorrectly predicted as heads of fog events). The TABLE XIX shows the distribution of such False Positives by Month attribute. 74% of False Positive instances occur in [September, January].

TABLE XIX. DISTRIBUTION OF FALSE POSITIVES BY MONTH

<table>
<thead>
<tr>
<th># of records</th>
<th>Month</th>
<th>Total number of hours in the month</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>September 2013</td>
<td>720</td>
</tr>
<tr>
<td>49</td>
<td>October 2013</td>
<td>744</td>
</tr>
<tr>
<td>102</td>
<td>November 2013</td>
<td>720</td>
</tr>
<tr>
<td>99</td>
<td>December 2013</td>
<td>744</td>
</tr>
<tr>
<td>62</td>
<td>January 2014</td>
<td>744</td>
</tr>
<tr>
<td>12</td>
<td>February 2014</td>
<td>672</td>
</tr>
<tr>
<td>73</td>
<td>March 2014</td>
<td>744</td>
</tr>
<tr>
<td>18</td>
<td>April 2014</td>
<td>720</td>
</tr>
<tr>
<td>15</td>
<td>May 2014</td>
<td>744</td>
</tr>
<tr>
<td>5</td>
<td>June 2014</td>
<td>720</td>
</tr>
<tr>
<td>15</td>
<td>July 2014</td>
<td>744</td>
</tr>
<tr>
<td>5</td>
<td>August 2014</td>
<td>744</td>
</tr>
<tr>
<td>Tot=555</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Figure 6 shows the histogram of False Positives by Hour attribute. About 80% of False Positive instances occur in [00:00, 09:00] (range of Hour attribute).

In addition, about 75% of False Positive instances occur when visibility ranges from [1200m, 4500m] (range of Visibility attribute). About 70% of False Positives occur when the ‘Height of base of cloud’ attribute is in [30m, 1000m] range and about 81% in [0kn, 7.77kn] range of ‘Wind speed’. Therefore, False Positives have higher occurrence when these favorable meteorological conditions for fog presence are recorded, as low wind speed intensity and low cloud. The TABLE XX shows the distribution of False Positives by ‘Present Weather’ attribute.

TABLE XX. FALSE POSITIVES DISTRIBUTION BY ‘PRESENT WEATHER’

<table>
<thead>
<tr>
<th># of records</th>
<th>Present weather</th>
</tr>
</thead>
<tbody>
<tr>
<td>56</td>
<td>Drizzle</td>
</tr>
<tr>
<td>17</td>
<td>Rain</td>
</tr>
<tr>
<td>9</td>
<td>Fog</td>
</tr>
<tr>
<td>305</td>
<td>Mist</td>
</tr>
<tr>
<td>136</td>
<td>No Meteors</td>
</tr>
<tr>
<td>25</td>
<td>Fog or Ice Fog</td>
</tr>
<tr>
<td>7</td>
<td>Patches</td>
</tr>
<tr>
<td>Tot=555</td>
<td></td>
</tr>
</tbody>
</table>

The histograms and the statistic distributions prove that most of predicted false positives occur when the observed visibility conditions are below 5 km due to the presence of meteorological conditions that can reduce visibility (mist, drizzle, rain or fog). It has been considered that the present model considers only prediction of low visibility due to fog presence, while there are also other physical sources causing the reduction of the visibility. Therefore, even if these events are classified as false positives for fog event presence (because the observed visibility is greater than 1000 m), they correctly classify the events being physically characterized by low visibility conditions.

Furthermore, most of the incorrectly predictions occur during months and hours often interested by fog events (autumn and winter seasons, night and early hours of the day), and during which a reduction of visibility conditions occur.

Finally, the B-model performs worse than the A-model. However, this evaluation does not worry us considering the significant increase of flight safety.

Anyway, considering the difficulty of the prediction of this atmospheric phenomenon results can be considered very promising for further investigation.

VII. CONCLUSIONS

This paper reports the description of a statistical tool to forecast in a very rapid time the occurrence of low visibility conditions, which is a useful tool for pilots and air traffic management.
events over the airport area. This method is essentially based on the use of an historical time series of SYNOP data available over Linate airport and on the DM techniques. SYNOP are a meteorological data message available in many airport, therefore the method can potentially be extended easily to different other airports. Two different classifiers have been trained in order to obtain two models that together are able to predict fog events on 1 hour time range. In order to reach this aim, the Data Understanding, Data Preparation, Modeling and Evaluation phases of CRISP-DM have been carried out.

Data Understanding phase included the collection, description and exploration of data used for DM. Data Preparation phase allowed to elaborate data in order to obtain the dataset to be used for Modeling phase. In the Modeling phase, two different forecasting models (A-model, B-model) have been produced by applying BayesNet and Neural Network algorithms. Preliminary results show that the two models encourage the forecast of fog events on 1-hour time range. A-model presents a percentage of correct classified instances of 93.74% and a percentage of true positive rate of about 73.2% corresponding to heads of fog events correctly predicted. Additionally B-model presents a percentage of correct classified instances of 80.74% and a percentage of true positive rate of 75% corresponding to ends of fog events correctly predicted. Furthermore, both models have a very high percentage of correct classification of persistences of FOG=”NO” and FOG=”YES”.

In addition, future investigations could quantify the performances for detecting sharp transients, i.e., change of status from no-fog to fog and vice versa.
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Abstract—In this paper, we propose an OWL encoded ontology (OntoEDIFACT) to ontologize the United Nations/Electronic Data Interchange For Administration, Commerce and Transport (UN/EDIFACT) standard. Our ontology provides a lightweight representation that captures general concepts about basic components of the standard, and also provides extensibility for adding complex components in a hierarchical manner. Our approach separates the conceptualization from knowledge base (KB) integration. So, we start by the conception of the knowledge model and we finish by building the KB through instantiating the knowledge model from the last version of the standard. The knowledge base consists of a triple stores, publicly available through a SPARQL endpoint. We have developed some services for exploiting the KB and discussed some future applications.
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I. INTRODUCTION

Generally, E-commerce is associated with buying and selling operations that are carried out via the Internet. This is a very biased view because E-commerce includes any transaction in which the parties interact electronically. Electronic Data Interchange (EDI) [1][2][3] enables the exchange of structured business documents (purchase orders, invoices, etc.) between IT systems of trading partners. The use of a structured and readable format allows transferring of documents from one application to another located in a different locations, without any human interpretation and/or intervention. The EDI was designed to replace the transmission of information through paper and to overcome inefficient manual document exchange. Basically, EDI is designed with respect to the principle that the data should be entered once into the system, then it can be transmitted electronically among interested parties. In the most common scenario, the cycle starts when a buyer sends an EDI purchase order to a seller. The latter, first sends an acknowledgement to the buyer, then at the time of shipment, he sends a shipping notice followed by an invoice. All these documents are transmitted through EDI. Finally, the buyer sends his bank account information for the payment of the invoice, and funds are electronically transferred to the seller’s bank account.

The design of EDI seems to be simple, but its implementation requires a thorough consensus on data elements, codes, rules of syntax and format. The exchange of electronic information is built on a common, universal, multi-sector language allowing an open and easy communication between all economic stakeholders. In other words, we can transfer data between heterogeneous systems to the extent that we use a common format. There are various standards that constitute the basis for a specific-area data exchange. A few examples are NIEM, AINSI X12, EDIFACT and XBRL. Each standard is characterized by its scope of use (North of America for AINSI X12 and NIEM, EDIFACT for the international).

UN/EDIFACT is the international EDI standard developed by the United Nations. This standard specifies a set of international standards, directories and guidelines for the electronic interchange of structured data. UN/EDIFACT provides a set of data structures (called MESSAGES) each of which, serves to transmit a particular message (Purchase order, Invoice, etc.). Each of these structures is an aggregate of content items (SEGMENTS and ELEMENTS). UN/EDIFACT does not define the medium by which the message is sent, or the protocols used in any particular form of communication. The standard is completely neutral in this aspect. It focuses only on the content of messages.

The UN/EDIFACT is a standard for EDI trading widely recognized by both commercial and non-commercial sectors. Recently, organizations have a tendency to adopt UN/EDIFACT to the long term for a structured governance with an international visibility. An example (taken from Wikipedia [4]) of an EDIFACT message used to answer to a flight ticket (FRA-JFK-MIA) availability request is presented below:

UNA:+.?
UNB+IATB:1+6XPPC+LHPBC+940101:0950+1’
UNH+1+PAORES:93:1:IA’
MSG+1:45’
IPT+3+XYZCOMPANY AVAILABILITY’
ERC+A7V:1:AMD’
IPT+3+NO MORE FLIGHTS’
ODI’
TVL+240493:1000:1220+FRA+JFK+DL+400+C’
PDI++C:+3:+Y:+3+F:+1’
APD+74C:0::6+++++++6X’
TVL+240493:1740:2030+JFK+MIA+DL+081+C’
PDI++C:4’
APD+EM2:0:1630::6+++++++DA’
UNT+13+1’
UNZ+1+1’

Beside the widespread adoption of the UN/EDIFACT, the standard suffers from its poor design, confusing or a lack of semantics and its complicated formatted text which is non-understandable for a non-specialist. Those difficulties pushed us to propose an ontology to unambiguously specify the meaning of components of the UN/EDIFACT standard and relationships among them.

This paper is organized as follows. Section 2 provides a detailed description of the OntoEDIFACT ontology. Section 3 presents the software architecture of our prototype, freely...
accessibility via the Web. Section 4 briefly discusses some related works. Finally, we give our conclusions and outline future works in Section 5.

II. DESIGNING THE ONTOEDIFACT ONTOLOGY

This section describes the approach used to design the OntoEDIFACT ontology, as well as the four main components of OntoEDIFACT, namely simple elements, composite elements, segments and messages. We have defined several requirements to which our ontology must answer. First, we want to develop a general ontology in order to (i) be apprehended by the EDI community without the need to be an expert of UN/EDIFACT standard, (ii) be independent of the version of the UN/EDIFACT standard and (iii) the structure of our ontology must also facilitate its settlement and its evolution by using possibilities of expression offered by the description languages (in terms of knowledge representation and reasoning). During the design of our ontology, we have endeavored to apply the commonly recommended techniques of the community [5][6]. Finally, since the OntoEDIFACT is described in OWL2 [7], we have taken advantage of possibilities offered by this language in terms of expressiveness.

A. The structure of EDIFACT Messages

A message in EDIFACT format is structured as depicted in Figure 1. A message is composed of an ordered set of segments. Segments can be grouped in groups which comprises an ordered set of segments. Furthermore, the message structure defines whether data segments and segment groups are mandatory or optional, and indicates how many times a particular segment or a group can be repeated. A segment comprises an ordered list of stand-alone data elements and/or composite data elements. The segment definition indicates the data elements to be included in the segment, the sequence of the data elements and whether each data element is mandatory or optional. A composite data element comprises an ordered list of two or more component data elements. The composite data element definition specifies the component data elements to be included in the composite data element, the sequence of the component data elements and whether each component data element is mandatory or optional.

B. Modeling of Simple Data Elements

Simple Data Elements are the primary unit which correspond to the lowest level of data in EDIFACT standard. They represent data types and contain single data element value. A simple data element is defined by:

- Its EDIFACT identification code number.
- Its name and its description.
- Its structure that defines its type and length.
- Eventually a predefined code list that it can take.

Figure 2 shows the OWL serialization of simple data elements. The model is structured around a set of abstract entities, each describing a conceptual object (Code, Representation, etc.). Each entity is associated with its attributes (represented by owl:DatatypeProperty) and relations with other entities (represented by owl:ObjectProperty). A simple data element is modeled by an OWL class SimpleDataElement. A set of data properties have been introduced to express the relationship between objects and their data values, such as numerical values (i.e., hasIdentifier to represent the identification) and textual values (i.e., hasDescription for the description and name for the name of the simple data element). We have also introduced two data object properties (hasRepresentation and hasCodeList) to express respectively, the relationship between a simple data element and its representation or its code list. There are two kinds of simple data elements:

1) Simple data elements with free values (e.g., the simple data element account name1): in order to model valid formats of data elements values, an OWL class Representation and two data properties

---

1 http://www.unece.org/fileadmin/DAM/trade/unitdtd/d16b/tred/tred1146.htm
are introduced. The first one (type), is used to define whether the characters used for representing the simple data element are numeric, alphabetic or alphanumeric. The second one (length) is used to represent the maximum number of characters allowed to represent the simple data element.

2) Simple data elements with predefined values (e.g., the simple data element geographic area code\(^2\)): the particularity of this kind is that, values have to be taken from an agreed list of code values. To model the list of predefined codes, we used an OWL class CodeList and an object property (containsCode) to specify codes belonging to the codes list. Furthermore, an OWL class Code and two data properties (value and interpretation) are used to specify respectively the value that can take and the interpretation of each value.

C. Modeling of Composite Data Elements

Composite data elements are concatenations of two or more simple data elements. A composite data element is defined by:

- Its EDIFACT identification code.
- Its name and its description.
- Its composition.

Figure 3 shows the OWL serialization of composite data elements. A composite data element is modeled by an OWL class CompositeDataElement. We reused data properties which have been introduced previously (i.e., hasIdentifier, hasDescription and name), and we have introduced one object property (isComposedOf) to express the relationship between a composite data element and its components (simple data elements). An OWL class Component is introduced to specify the component data elements to be included in the composite data element. Furthermore, some properties are also introduced:

1) containsComponent: an object property that specifies the simple data element to be included into the composite data element.
2) hasStatus: a data property to specify whether the simple data element is mandatory or optional.
3) hasPosition: a data property to specify the sequence of components (simple data elements) in the composite data element.
4) hasRepeatability: a data property specifying the repeatability of the component (the maximum number of occurrence).
5) hasPrevious and hasNext: object properties that specifies respectively, the previous and the next component.

D. Modeling of Segments

A segment is an ordered list of related data components (simple and/or composite) usually associated in a functional way and thus manipulated as such by the partners of the exchange (the sender and the receiver). For instance, consider the segment address\(^3\) which contains, information about the road, postal code, town, country, etc. Each segment is standardized and is reproduced identically in all messages which use it. A segment is defined by:

- Its EDIFACT code (a three capital letters abbreviation of its name).
- Its name and its function.
- Its composition.

Figure 4 shows the OWL serialization of a segment. A segment is modeled by an OWL class Segment. We reused data properties which have been introduced previously (i.e., hasIdentifier and name), and we have introduced a data property (hasFunction) to express the function for which it was defined. We also reused concepts (Component), object and data properties defined in the previous subsection to indicate the data element (simple and/or composite) to be included in the segment, the sequence of the components, to indicate whether they are mandatory or optional, and to indicate how many times a particular simple or composite element can be repeated.

E. Modeling of Messages

Messages are the main structure of the EDIFACT exchange standard. They correspond to specific business messages and cover the needs of different sectors of economic activity (order, invoice, payment order, etc.). A message is defined by:

- Its EDIFACT code (a six capital letters abbreviation of its name).
- Its name and its composition.

Figure 5 shows the OWL serialization of a message. A message is modeled by an OWL class Message. We reused

\(^2\)http://www.unece.org/fileadmin/DAM/trade/untdid/d16b/tred/tred3279.htm

\(^3\)http://www.unece.org/fileadmin/DAM/trade/untdid/d16b/trsd/trsdadr.htm
data properties which have been introduced previously (i.e., hasIdentifier and name), and we also introduced an OWL class SegmentGroup to represent a group of segments. The possibility of grouping segments comes from the need to gather logical sets of information, or to repeat these logics of sets (simple or grouped). Thus, we can constitute groups of hierarchically dependent segments with the possibility that a segment group may contain other groups. We also reused concepts (Component), object and data properties defined previously to indicate the segments and/or groups of segments to be included into the message or into the group of segments, the sequence of the components, whether they are mandatory or optional, and to indicate how many times a particular segment or a group can or have to be repeated.

Figure 4. Segment Modeling.

Figure 5. Message Modeling.

III. IMPLEMENTATION AND APPLICATION

Figure 6 shows the high-level architecture of our prototype. Two main steps have oriented our software development process: the conversion of UN/EDIFACT Messages into RDF triplets format and the development of tools to interrogate and visualize the results. The results are represented as a knowledge base (an RDF dataset) which can then be queried using SPARQL queries.

A. Populating the Ontology

Ontology population is the task of creating individuals (instances) in each class in the OntoEDIFACT ontology, adding data properties between the instances and their literal values, as well as establishing object properties between instances in different classes. The objective of this step is to convert the entire content, syntax and data structures of the EDIFACT standard in order to produce RDF triplets format. To carry out this step, we have developed parsers that apply the strategy defined below and we have used the following frameworks:

- The Jena API [8], which is a free and open source Java framework for building Semantic web applications.
- The Jena TDB triples store [9], which provides several methods for large scale storage and queries of RDF datasets.
- The JSoup [10] parser, which provides a very convenient Java library for extracting and manipulating data from HTML documents.

All the specifications of the UN/EDIFACT standard are available on the official website [11] of the UNECE. From this website our parsers have extracted the necessary information to populate our ontology. Each year, the UN/EDIFACT standard is reviewed and updated twice. In our prototype, we used the last version (D.16B), which is the second update of the year 2016. Each version of UN/EDIFACT is grouped in four directories:

1) The directory of simple data element[^4]: This directory contains 646 HTML pages. Our program starts by populating the ontology with simple data elements. For each HTML page specifying a simple data element, an individual 'SE' of class SimpleDataElement is created. Afterward, the HTML content is parsed to extract the identifier, the name and the description. These values are associated to the individual 'SE' through data properties (hasIdentifier, name and hasDescription).

If the simple data element has a list of predefined codes, an individual 'CL' of class CodeList is also created and linked to the individual 'SE' through the object property hasCodeList. For each code that the simple element can take, an individual 'C' of class Code is created and linked to the individual 'CL' through the object property containsCode. Finally, the value and the interpretation of the corresponding code are extracted and associated to the individual 'C' through the data properties (value and interpretation).

For simple data elements with free values, an individual 'R' of class Representation is created.

and linked to the individual 'SE' through the object property hasRepresentation. The type and the maximum length are then extracted and associated to the individual 'R' through data properties (type and length).

2) The directory of composite data element: This directory contains 198 HTML pages. For each HTML page specifying a composite data element, an individual 'CE' of class CompositeDataElement is created. Then, the HTML content is parsed to extract the identifier, the name and the description. These values are associated to the individual 'CE' through data type properties (hasIdentifier, name and hasDescription). For each component of the composite elements, an individual 'C' of class Component is also created and linked to the individual 'CE' through object type property (isComposedOf). The repeatability, the position and the status are extracted and associated to the individual 'C' through data properties (hasStatus, hasPosition and hasRepeatability). At last, an object property (containsComponent) is used to link the individual 'C' to the simple data element composing the individual 'CE'.

3) The directory of segments: This directory contains 156 HTML pages. For each HTML page specifying a segment, an individual 'S' of class Segment is created. Then, the HTML content is parsed to extract the identifier, the name and the function. These values are associated to the individual 'S' through data type properties (hasIdentifier, name and hasFunction). For each component of the segment, an individual 'C' of class Component is also created and linked to the individual 'S' through object type property (isComposedOf). The repeatability, the position and the status are extracted and associated to the individual 'C' through data properties (hasStatus, hasPosition and hasRepeatability). At last, an object property (containsComponent) is used to link the individual 'C' to the simple data element composing the individual 'S'.

4) The directory of messages: This directory contains 195 HTML pages. For each HTML page specifying a message, an individual 'M' of class Message is created. Then, the HTML content is parsed to extract the name and the identifier. These values are associated to the individual 'M' through data type properties (hasIdentifier and name). For each component of the message, an individual 'C' of class Component is also created and linked to the individual 'M' through object property (isComposedOf). The repeatability, the position and the status are extracted and associated to the individual 'C' through data properties (hasStatus, hasPosition and hasRepeatability). At last, an object property (containsComponent) is used to link the individual 'C' to the segment or the group of segments composing the individual 'M'. We notice that an individual of class SegmentGroup is created for each new group segment encountered, and handled as a component of the message as the same way of segments.

B. Querying and visualization of the data-set

Once the data set is populated automatically, we have exposed it through three intuitive ways. The first one is simple Java Web-based application deployed on a WildFly application server (a set of Servlets and JSP pages). It provides a user-friendly interface that helps users to view all the necessary information for designing and creating EDIFACT components by selecting the suitable classes, objects and properties.

The second one is through the Fuseki web user interface. It offers an easy-to-use querying interface that incorporates a lot of functionality. A user can specify SPARQL SELECT queries to directly manipulate the designated components and to view or to download sets of results in several formats (JSON, XML, CSV, etc.).

Finally, for external users applications using traditional framework for querying and analyzing RDF data(Jena [8], Mulgara [12] and Sesame [13]) for Java developers or CubicWeb [13] for Python developers).

IV. RELATED WORK

Despite the exhaustive list of tools proposed by several companies to create XML schema and to convert between EDI standards or formats ([12][13][14]), very few works deal with the issues of ontologization of EDI standard, as illustrated by the research works in [15][16][17]. The authors of [16] propose an ontology for specifying ANSI X12 format. Using this ontology, they encoded the entire version of January 2005 (Data Elements, Composite Data Elements, Segments, and most used Transaction). In order to build this ontology, authors start by specifying the format of X12 components as a classes (Transactions, Segment Groups, etc.), data and

---

4http://www.unece.org/fileadmin/DAM/trade/undid/d16b/trsd/trsdi2.htm
5http://www.unece.org/fileadmin/DAM/trade/undid/d16b/trcdi2.htm
object properties. The process of creation of individuals for each class from HTML files of the X12 specification, is done semi-automatically. In [15], authors propose an ontology codified in OWL to conceptualize the EDIFACT standard. First, authors start by creating classes for each of EDIFACT standard component. Then, they introduce data and object properties to link objects belonging to classes with their values. To populate the ontology, authors developed custom parsers for the (D.97A) version. Comparing with the work of [15], our approach has several advantages. Particularly, that our ontology is generic and can be used to populate the knowledge base with any version of the standard. Parsers for the last version (D.16B) are developed and can be customized for any anterior or future version. Also, in [15] all individual are grouped in one OWL file and this fact can weigh down applications that use this ontology. In our approach, users can choose (through SPARQL requests) only EDIFACT messages that they need in their applications.

V. CONCLUSION AND FUTURE WORKS

In this paper, we have presented an ontology OntoEDIFACT (publicly available online [18]) which, has given a semantic representation to the UN/EDIFACT standard. This Ontology has been designed following best practices in ontology engineering. Then, we briefly discuss the functionalities of tools that automatically populate the ontology with instances from the last version of the standard (D.16B). These tools are able to parse HTML web pages containing specifications of UN/EDIFACT components to RDF triples. Finally, a SPARQL endpoint has been implemented and some services have been designed to consume these triples. Of course some improvements can be made to our ontology. For instance, an enrichment phase with external ontologies is underway development. So far, we are aware of the following practical applications that can make use of OntoEDIFACT:

- Indexing UN/EDIFACT documents [19][20] to search efficiently for specific contents inside a large document base.
- Interoperability between the several EDI standards using techniques of ontologies alignment [21]. An investigation work to interoperate the ANSI X12 ontology [16] with the OntoEDIFACT is ongoing.
- Generating XML schema for UN/EDIFACT messages from the OWL representation of each message using straightforward transformation techniques [22].
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Abstract—The study of time series forecasting has progressed significantly in recent decades. The progress is partially driven by growing demand from different industry branches. Despite recent advancements, there still exist several issues that need to be addressed in order to improve the accuracy of the forecasts. One of them is how to improve forecasts by utilizing potentially extra information carried by other observed time series. This is a known problem, where we have to deal with high dimensional data and we do not necessarily know the relationship between variables. To deal with this situation, the challenge is to extract the most relevant predictors that will contribute to forecast each target time series. In this paper, we propose a feature selection algorithm specific to forecasting multivariate time series, based on (i) the notion of the Granger causality, and on (ii) a clustering strategy. Lastly, we carry out experiments on several real data sets and compare our proposed method to some of the most widely used dimension reduction and feature selection methods. Experiments illustrate that our method results in improved accuracy of forecasts compared to the evaluated methods.
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I. INTRODUCTION

Time series analysis incorporates a set of tools, methods, and models in order to describe the evolution of data over time. It has been developed primarily for the purposes of forecasting and business analysis. Time series analysis is an important component of any business intelligence system insofar as it generates new, valuable data by combining trends, forecasts, correlations, causalities etc. in intelligent ways. Consequently, time series analysis produces original, exploitable information that can then be used as a critical input to the decision-making process and, ergo, can contribute to more intelligent and effective decisions.

The first time series forecast models were introduced in the 1920s. These were followed shortly by the first application of the univariate Auto-Regressive model [1]. Advanced versions of these models are still in use today. Based on the Auto-Regressive principle, those models take into account data history in order to make forecasts. Nevertheless, despite their innovativeness, these first models only consider a single time series in their predictions and, thus, fail to utilize a significant amount of potentially-exploitable data. With this in mind, in the latter half of the last century, researchers began to lend greater attention to refining forecast models that exploit multiple time series [2]. Most of the algorithms used today for multivariate time series forecasting, which includes the algorithms most commonly used for economic forecasting, are based on concepts developed during this period.

Multivariate analysis is increasingly preferred by data scientists over univariate analysis. The latter is simpler than the former as it only takes into account the previous values of a respective time series. Multivariate models, on the other hand, seek to understand the behavior and characteristics of the time series in question by explaining each series based (i) on its previously observed values, in addition to (ii) the previously observed values of other series in the data set. This approach is particularly important when handling financial data because, indeed, the value of one variable often does not only depend on its previous values, but also on the past values of other variables in the same dataset. As such, in order to obtain the most accurate outputs, it is necessary to factor in as inputs all the relevant information from other variables when making forecasts [3]. Unfortunately, utilizing all the existing variables in a multivariate model in a way that achieves optimal results has yet to be perfected: (i) in some cases, existing models are simply not able to incorporate all variables; (ii) in other cases, models may not, for reasons that we will discuss, produce more accurate forecasts. For instance, the authors of [4], working with real data from Australia and the United States, were not able to improve accuracy of their forecasts when using more than 30% – 60% of the existing predictors.

In this paper, we propose a feature selection method specific to time series forecasting. We argue that our approach handle relatively the problem of dependencies between variables, which is a major drawback of many existing methods. Specifically, we are able to do so by explaining causalities between variables (i) using the Granger causality graph [5], and (ii) then clustering them. The proposed approach is currently being used in two industrial prototypes, which are to be used for different purposes: (i) the first one is designed to provide a tool for buyers, informing them when to purchase a product for their company; (ii) and the second prototype is used for detecting fraud in public markets. The objective of our work on both prototypes is the same: to forecast prices based on raw materials and/or finished products.

This paper is organized as follows: the first three sections are dedicated to related work: Section II is dedicated to prediction models, Section III is related to feature selection and dimension reduction methods and Section IV is devoted to the Granger causality. In Section V, we detail our approach. In Sections VI and VII, we perform experiments and comparison study on real data sets. And in Section VIII, we summarize our contributions and put forth possible future research.

II. PREDICTION MODELS

Many prediction models which are currently being developed are based on the idea of Auto-Regressive model AR(p) [6]. This model expresses a univariate time series as a linear function of its p precedent values:

\[ y_t = \alpha_0 + \alpha_1 y_{t-1} + \cdots + \alpha_p y_{t-p} + \varepsilon_t \]
Where p is the order of the model, $\alpha_0, \ldots, \alpha_p$ are the parameters of the model, and $\epsilon_t$ is a white noise error term. The Moving Average model (MA) has the same expression, but for the error terms. The ARMA($p, q$) model [6] combines these two models by considering both past error terms and values. For non-stationary time series, the ARMA($p, d, q$) model [6] is more preferable, it applies the ARMA($p, q$) model after a differencing step, in order to obtain stationary time series, where d is the order of differencing (computing $d$ times the differences between consecutive observations). In [7], the Vector Auto-Regressive VAR model is introduced as an extension of the AR model. Consider a k-dimensional time series $Y_t$, the VAR($p$) system expresses each univariate variable of the multivariate time series $Y_t$ as a linear function of the p previous values of itself and the p previous values of the other variables:

$$Y_t = \alpha_0 + \sum_{i=1}^{p} A_i Y_{t-i} + \epsilon_t,$$

where $\epsilon_t$ is a white noise with a mean of zero, and $A_1, \ldots, A_p$ are $(k \times k)$ matrix parameters of the model. In [8], the Vector Error Correction (VECM) is introduced. This model transforms the VAR model by taking into account non-stationarity of the time series and by including cointegration equations. To simplify matters, let us consider two univariate time series $(x_t, y_t)$ integrated of order one, which means non stationary, but the first difference ($\Delta x_t = x_t - x_{t-1}$) is stationary. The VECM Model can be written as follows:

$$\Delta y_t = \alpha_0 y_t - \gamma_y (\beta_0 y_{t-1} - \beta_1 x_{t-1}) + \sum_{i=1}^{p} v_{iy} \Delta y_{t-i} + \sum_{i=1}^{p} w_{iy} \Delta x_{t-1} + \epsilon_t$$

$$\Delta x_t = \alpha_0 x_t - \gamma_x (\beta_0 y_{t-1} - \beta_1 x_{t-1}) + \sum_{i=1}^{p} v_{ix} \Delta y_{t-i} + \sum_{i=1}^{p} w_{ix} \Delta x_{t-1} + \epsilon_t$$

Where $\beta_0 y_{t-1} - \beta_1 x_{t-1}$ is stationary, the coefficients ($\beta_0, \beta_1$) are the cointegrating parameters, and ($\gamma_y, \gamma_x$) are the error correction parameters. If there exist no coefficients ($\beta_0, \beta_1$) such that $\beta_0 y_{t-1} - \beta_1 x_{t-1}$ is stationary, then $x_t$ and $y_t$ are not cointegrated and the VECM model is reduced to the VAR form.

III. FEATURE SELECTION AND DIMENSION REDUCTION METHODS

Feature selection refers to the act of extracting subset of the most relevant variables (features) of size $k$ from a set of variables of size $n >> k$. While, dimension reduction methods consist in generating an artificial features with smallest dimension from the originals by combining them. Therefore, from a descriptive analysis point of view, feature selection is more interesting. However, both of them can be used to optimise the inputs of prediction models. Using all the existing variables in a multivariate model has two principal drawbacks. First, it can affect the rightness of the predictions computations. For example, in Auto-Regressive based models, if the number of regressors is proportional to the sample size, the ordinary least squares (OLS) forecasts are not efficient, and the challenge with these situations is to reduce dimensionality of predictors [9]. Second, it prevents from detecting the most relevant variables, which can degrade forecasts accuracy [4].

The Principal Component Analysis (PCA) is one of the most common dimension reduction methods used [10]. Based on a set of variables, this method takes advantage of the inter-correlation between them. The idea is to generate the principal variables that describe as much as possible the original variables using a linear transformation. The Kernel PCA method is a non-linear principal component analysis proposed as an extension of PCA, by considering non-linear correlation between variables [11]. The Recursive Feature Elimination (RFE) technique works by recursively removing variables and building a model on those variables that remain [12]. These methods are widely used in forecasting time series, for example PCA and Kernel PCA have been adopted in two-step approach which reduces first the number of predictors, and then a applies a forecasting model [13]-[15]. Univariate approaches are based on the principle of selecting variables by ranking them according to a statistical test or a similarity measure. For instance, in [16], a method based on causality is proposed. The algorithm selects variables that cause the target, and it shows good results compared with some dimension reduction methods.

IV. GRANGER CAUSALITY

The purpose of this section is to redefine the Granger causality [5], and to detail the statistical test used to estimate the bivariate causality between two time series. Let us consider two univariate time series $x_t$, $y_t$. The Granger definition of causality acknowledges the fact that $x_t$ causes $y_t$ if it contains information helpful to predict $y_t$. In other words, if by removing $x_t$ from the available information used to predict $y_t$ at the current time, the prediction results for $y$ will be affected.

We detail here the standard Granger causality test [17], which uses the VAR model with a trend term. The test compares two models, (i) the first one only takes into account the precedents values of $y_t$ and (ii) the second uses both $x_t$ and $y_t$ in order to predict $y_t$. If there is a significant difference between the two models, then it can be ascertained that the added variable, i.e., $x_t$ causes $y_t$:

Model1: $y_t = \alpha_0 + \alpha t + \sum_{i=1}^{p} \alpha_i y_{t-i} + \epsilon_t$

Model2: $y_t = \alpha_0 + \alpha t + \sum_{i=1}^{p} \alpha_i y_{t-i} + \sum_{i=1}^{p} \beta_i x_{t-i} + \epsilon_t$

The next step of the test is to compare the residual sum of squares (RSS) of these models using the Fisher test. The statistic of the test is expressed as follow:

$$F = (RSS_1 - RSS_2)/(p)$$

Where $RSS_1$ and $RSS_2$ are the residual sum of squares related to Model1 and Model2 respectively, $n$ is the size of the predicted vector. Two hypotheses are tested, the null hypothesis $H_0$: $\forall i \in \{1, \ldots, p\}$, $\beta_i = 0$ (which means $x$ does not cause $y$) and $H_1$: $\exists i \in \{1, \ldots, p\}$, $\beta_i \neq 0$. Under the null hypothesis $H_0$, $F$ follows the Fisher distribution with $(p, n - 2p - 1)$ degrees of freedom, then the test is carried out at a level $\alpha$ in order to examine the null hypothesis of non causality.
V. OUR PROPOSAL

We focus here on the selection of the top predictor variables based on the Granger causality as a relationship between variables. Let us consider $Y = \{y_1, y_2, \ldots, y_n\}$ a multivariate time series and a target variable $y$. The idea is to choose a subset of $Y$, for which we have the more accurate forecasts. Let us underline that from a theoretical point of view, there are $\sum_{i=1}^{k} \binom{n}{i}$ possible partitions of size less than or equal to $k$. And in general, there are $2^n$ possible partitions, which means $2^n$ possible models [9]. In addition, the Granger causality is not a monotone function, as a consequence, finding the best subset of variables that maximizes the causality is a NP-hard problem. One solution is to choose a set of variables having strong causality regarding to the target $y$ as investigated in [16]. However, this approach does not take into account hidden relationship between variables, which means that we could use the same information even when using many variables.

In Figure 1, we show a small Granger causality graph describing dependencies between 4 variables. Let us try to select two variables as predictors for the target variable, i.e., $x$. Selecting variables by ranking them according to causality leads to getting $x_1$ and $x_2$. However, $x_1$ and $x_2$ might provide the same information because $x_1$ causes $x_2$.

We propose a new method to deal with this problem based on clustering the Granger causality graph or the adjacency matrix using Partitioning Around Medoids (PAM) algorithm [18]. The p-value of the test is the probability to observe the given result under the assumption that $H_0$ is true, which means the probability of non causality. We consider so the causality as one minus p-value in order to express values of causalities in the range $[0,1]$. 

A. Algorithm of the proposed method

The algorithm of the proposed method can be divided into three steps:

- Building the adjacency matrix of causalities between variables.
- Clustering the set of all the possible predictors variables, by minimizing the causalities between clusters, and maximizing the causality within clusters, using the PAM method.
- Choosing one element from each cluster, the one that maximizes the causality on the target variable.

In Figure 2, the GSM (Granger Selection method) algorithm summarizes our approach. It generates for each target variable $y$, $k$ variables that contributes to the prediction of $y$.

### Example

Consider $Y = \{y_1, \ldots, y_k\}$ a set of predictors and a target variable $y_t$. Let’s apply the GSM algorithm in order to select 4 predictor variables from $Y$ that will contribute to forecast $y$.

1) The matrix of causalities: First, the algorithm computes the Granger causalities between variables in pairs. In this example, we take the matrix of causalities of our data sets corresponding to the dataset $ts_1$ described in Section VI-A:

$$MC = \begin{bmatrix}
1.00 & 0.935 & 0.999 & 0.998 & 0.832 & 0.998 & 0.998 & 0.933 & 0.928 \\
0.28 & 1.00 & 0.877 & 0.874 & 0.724 & 0.785 & 0.801 & 0.999 & 0.868 \\
0.033 & 0.656 & 1.00 & 0.106 & 0.479 & 0.944 & 0.775 & 0.882 & 0.905 \\
0.208 & 0.647 & 0.239 & 1.00 & 0.483 & 0.434 & 0.776 & 0.896 & 0.905 \\
0.7 & 0.457 & 0.977 & 0.978 & 1.00 & 0.343 & 0.393 & 0.398 & 0.905 \\
0.806 & 0.417 & 0.818 & 0.817 & 0.906 & 1.00 & 0.997 & 0.431 & 0.722 \\
0.274 & 0.742 & 0.992 & 0.992 & 0.942 & 0.959 & 1.00 & 0.906 & 0.788 \\
0.327 & 0.999 & 0.998 & 0.998 & 0.427 & 0.805 & 0.996 & 1.00 & 0.900 \\
0.304 & 0.071 & 0.581 & 0.584 & 0.205 & 0.448 & 0.999 & 0.754 & 1.00
\end{bmatrix}$$

2) Clustering and selecting the final variables: The algorithm partitions the variables based on the symmetrical matrix (as mentioned in the algorithm 2) using the PAM method. The idea behind symmetrizing the matrix of causalities is to build clusters where there is at least one causality between each pairs of variables, so it is logical to use the maximum. Let us underline also that the classical PAM algorithm partitions elements from a symmetric dissimilarity matrix, by minimizing dissimilarities within clusters. In our case, the algorithm maximizes causalities within clusters. That is why we use $1$ minus the causality matrix as an input of the PAM method. Then, from each cluster, the algorithm chooses the element that has maximal causality on the target. The clustering vector associated to $\{y_1, \ldots, y_k\}$ obtained is $\{1, 2, 1, 1, 3, 1, 4, 2\}$. And based on the causalities to the target (last column of the adjacency matrix), the selected variables are $\{y_1, y_5, y_7, y_8\}$. 

Figure 1. Illustration of dependencies between time series using Granger causality graph

Figure 2. The GSM Algorithm.
3) Evaluation of the clusters: The quality of the causalities founded depends on, first the type of the data. And second, on the evaluation of the clustering task. In our case, we evaluate the quality of the clusters using the following objective function:

\[
\text{minimize } G(x) = \sum_{i}^{n} \sum_{j}^{n} (1 - \max(c_{ij}, c_{ji})) \times z_{ij},
\]

where,

1) \( z_{ij} = \begin{cases} 
1 & \text{if } y_i, y_j \text{ belong to the same cluster} \\
0 & \text{otherwise.} 
\end{cases} \)

2) \( c_{ij} = \text{causality}(y_i \rightarrow y_j). \)

This evaluation can be used in general as measure of causal relationships in multivariate time series. In the example, the value of \( G \) is 0.000168.

VI. EXPERIMENTS

We present in this part the methodologies adopted to carry out the experiments. We compare our method with four existing methods, selectKf: univariate feature selection method using the F-test statistical test, selectKc: univariate feature selection method using the Granger causality test [16], PCA: Principal Component Analysis [19], Kernel PCA: Kernel Principal Component Analysis [11], and our proposal.

Vector Error Correction (VECM) [8] model is adopted to forecast the multivariate time series generated by the feature selection and dimension reduction methods. The univariate ARIMA model (see II) is also evaluated to show the forecasting results with no predictors variables. For our proposal, we use a \( p \)-value threshold of the Granger causality test at 10\%, and the lag parameters of the VECM and ARIMA models are determined according to the Akaike’s Information Criterion (AIC) [20]. Experiments are made on a single computer with processor 2.2 GHz Intel Core i7 and 16Gb of RAM.

A. The used Data Sets

The first data set used comes from our current project. The second data set are taken from the Machine Learning Repository website [21], and the third one represents macroeconomic time series of United Sates [22]. A brief description of these data sets including the number of variables and observations and the target variables is presented in Table I.

B. Measuring forecast accuracy

The training step is carried out on the first 90\% of the input series, and an evaluation on the last 10\% real values is performed by one step ahead forecasts using rolling window VECM and ARIMA models. The measure of prediction accuracy used is the normalized root mean square error (NRMSE):

\[
\text{NRMSE} = \frac{1}{\bar{y}} \sqrt{\frac{\sum_{i=1}^{h}(y_i - \bar{y})^2}{h}}
\]

(1)

Where \( \bar{y} \) and \( \bar{y}_h \) are the forecasts, \( y_1, \ldots, y_h \) are the real values and \( \bar{y} \) is the average value of \( y_t \).

The comparison between methods will be the same if we use the mean squared error \( \text{MSE} \) or the root-mean-square \( \text{RMSE} \). We use the \( \text{NRMSE} \) in order to have normalized and relative evaluations.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Number of series</th>
<th>Number of observations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ts1</td>
<td>9</td>
<td>1090</td>
<td>Our Dataset, expressing the prices of International Index containing Oil, Propane, Gold, euros/dollars, Butane, Cac40, and others, between 2013/03/12 and 2016/03/01, aiming to forecast the Cac40.</td>
</tr>
<tr>
<td>ts2</td>
<td>8</td>
<td>563</td>
<td>Data sets includes returns of Istanbul Stock Exchange (ISE) with seven other international index SP, DAX, FTSE, NIKKEI, BOVESPA, MSCE EU, MSCL EM from Jun 5, 2000 to Feb 22, 2011.</td>
</tr>
<tr>
<td>ts3</td>
<td>36</td>
<td>360</td>
<td>Monthly coincident and leading economic indexes of economic activity in the United States, for forecasting four series: industrial production IP, real personal income less transfer payments GMYXP8, real manufacturing and trade sales MT82, and employee-hours in nonagricultural establishments LPMHU.</td>
</tr>
</tbody>
</table>

VII. COMPARATIVE STUDY

In a first time, we measure forecast accuracy using the univariate ARIMA model. The results obtained are shown in Table II. This will allow us to compare how much the reduced model; VECM with dimension reduction of the predictors will perform compared with the univariate model.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Target series</th>
<th>NRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ts1</td>
<td>CAC40</td>
<td>0.0136</td>
</tr>
<tr>
<td>ts2</td>
<td>ISE</td>
<td>0.1004</td>
</tr>
<tr>
<td>ts3</td>
<td>IP</td>
<td>0.0094</td>
</tr>
<tr>
<td></td>
<td>GMXY</td>
<td>0.0084</td>
</tr>
<tr>
<td></td>
<td>LPMHU</td>
<td>0.0103</td>
</tr>
<tr>
<td></td>
<td>MT82</td>
<td>0.0175</td>
</tr>
</tbody>
</table>

We show in Table III the forecast evaluations of each data set, by considering different numbers of predictors variables for each experiment. Let us underline that for the dataset \( ts_3 \), which contains 36 variables, the performance accuracy decreased when we use more than 11 predictors. This is why the results in the Table III are shown for a number of predictors, \( i.e., k, \) less or equal than 11.

For dimension reduction methods PCA and Kernel PCA, it is possible to have both automatic number of features \( k \) or a specific number given in the input, which is not the case for the univariate selection method using the Granger causality test [16] which selects features naturally. The number of features generated using this method can be seen in Figure 3c.

Our proposal can be extended to provide an automatic number of features by using some methods of selection for the optimal number of clusters of the PAM method. However, the number of variables computed in advance is generally not optimal in term of forecasting, since the optimal value must be determined according to the forecast accuracy. For this reason we evaluate different values of the number of predictors, \( i.e., k \).
Evaluations in Table III show that overall, the GSM currently outperforms most of the target time series compared with the ARIMA model and the methods previously evoked. We can not show the statistical significance of forecast in all cases, since the differences between the obtained results are relatively small according to the NRMSE, but practically, by making more predictions, it is important to take into account any improvement. As a side note, it is worth to mention the predictive aspect of the selected features is not negligible. As a side note, it is worth to mention that some authors, such as [23], have argued that statistical significance testing of forecast accuracy should be avoided, as test results may be misleading and that practice may actually harm the progress of forecasting field. However, in Figure 3 we compare the number of features that provides the best accuracy for each method with the minimal number giving better or the same forecast accuracy by our proposal. We remark that the performance of those methods can be reached by our proposal using smallest number of features in most cases.

VIII. Conclusions

In the context of forecasting with many variables, the goal is to develop optimized models, performing both descriptive and predictive tasks [24]. That can be achieved, in (i) by optimizing the structure of the multivariate models, \( \text{i.e.} \), reducing the number of predictors, while improving the forecast accuracy, and (ii) by providing an explanation of the dependencies between all variables. The application of feature selection and dimension reduction methods as a preprocessing step before the prediction is a reasonable solution to this issue, except that the former are slightly advantageous since they extract a subset of variables from the originals, while the latter reduce dimensionality by generating artificial variables. In the literature, a considerable interest has been paid to correlation-based methods. That can be coherent regarding to regression or classification. But in forecasting, and especially with lags, the predictive aspect of the selected features is not negligible. In comparison, a little attention has been paid to the role of causality in feature selection. In the current research, we investigated its role in the context of time series forecasting and propose the Granger Selection Method.

Experiments on real data sets and a comparative study with others methods show an improvement of the forecast accuracy and a reduction of the number of input predictors. The measure adopted is the Granger causality, but the proposed algorithm is applicable for other measures of dissimilarity between time series. In the future, we aim to adopt a more deeper analysis on the graph of causalties than the clustering approach, in order to tackle dependencies between time series. We aim also to apply our approach on other prediction models, as well as study the applicability of feature selection methods according to the types of models (prediction, classification, regression, \textit{etc.}).
Figure 3. Comparison On The Number Of Predictors Providing The Same Or Better Forecast Accuracy By Our Proposal With The Methods Used.
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Abstract—A schema mapping is a formal representation of the correspondence between source and target data in a data exchange setting. Schema mappings have been extensively studied so far in relational and XML databases. However, in graph databases, they have not received much attention yet. A given schema mapping is said to be absolutely consistent if every source data instance has a corresponding target data instance. Absolute consistency is an important property because it guarantees that data exchange never fails for any source data instance. In this paper, we define schema mappings for graph databases with uniqueness constraints. Our graph databases consist of nodes, edges, and properties, where a property is a key-value pair and gives detailed information to nodes. A uniqueness constraint guarantees the uniqueness of specified properties in the whole graph database, and therefore, is useful for realizing the functionality of primary keys in graph databases. Then, in this paper, we propose five classes of graph schema mappings for which absolute consistency is decidable in polynomial time.
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I. INTRODUCTION

In recent years, graph-structured data has become pervasive. For example, route information of transportation and communication network, connection of people on social networking services and so on are often cited. These data originally have a graph structure, and it is natural to store and manipulate them on a database while keeping the graph structure. Because of these backgrounds, graph databases have attracted attention in recent years. Graph-structured data has a feature of being flexible. This means that we can flexibly change the graph structure. Figure 1 illustrates flight route map between airports. Figure 2 is a graph which represents direct flight information between countries. We can obtain this graph by integrating nodes whose countries are the same. In this way, you may want to obtain abstract data rather than concrete data. Also, considering big data analysis, it may be possible to discover new features by extracting only data having certain characteristics. Schema mappings are the foundation of such data exchange.

A schema mapping represents the correspondence between source databases and target databases. It is useful for formalizing data exchange between systems with different schemas and schema evolution caused by system change. Schema mappings have been extensively studied in relational databases [1]–[3] and XML databases [3]–[5]. On the other hand, schema mappings for graph databases have not been actively studied yet. Schema mappings of graph databases without properties is discussed in [6]. A study of schema mappings from a relational schema to a graph schema is reported in [7].

In considering schema mappings, it is important to check the absolute consistency [4] of schema mappings. In XML databases, complexity of the absolute consistency problem has been studied [4], [8]. A schema mapping is absolutely consistent if any source database has a corresponding target database. Absolute consistency guarantees that data exchange based on the schema mapping never fails. Figure 3 illustrates flight information between IATA codes. We can compute this figure by applying a specific schema mapping to Figure 1 (see Example 5 for details). However, if there is a constraint that IATA codes are unique, this mapping does not satisfy the absolute consistency because a source graph in Figure 1 has
not a corresponding target graph.

The purpose of this paper is twofold. The first purpose is to define schema mappings for graph databases with properties. As stated above, the existing study [6] focuses on graph schema mappings without properties. However, properties enrich the expressive power of graph databases. In our study, we target graph databases such that nodes have properties. In addition, we introduce constraints on properties called uniqueness constraints, which are adopted by Neo4j [9]. A uniqueness constraint guarantees the uniqueness of a node with the specified property in the whole graph database. Then we define schema mappings for graph databases with properties and uniqueness constraints. The other purpose is to investigate classes of schema mappings for which absolute consistency is tractable. In this paper, we propose three classes whose member is always absolutely consistent. Then we propose two more classes for which absolute consistency is decidable in polynomial time.

II. RELATED WORK

Data exchange is a problem of finding an instance of a target schema, given an instance of a source schema and a specification of the relationship between the source and the target. Such a target instance should correctly represent information from the source instance under the constraints imposed by the target schema, and it should allow one to evaluate queries on the target instance in a way that is semantically consistent with the source data. Figure 4 shows the image of the general setting of data exchange. In this figure, we have fixed source and target schemas, an instance \( I \) of the source schema, and a schema mapping \( M \) that specifies the relationship between the source and the target schemas. The goal is to construct an instance \( J \) of the target schema, based on \( I \) and \( M \), and answer queries against the target data in a way consistent with the source data. Such a target instance is called a solution for the given source instance. As can be seen from Figure 4, a schema mapping is an important concept underlying data exchange.

In the relational scenario, schema mappings and data exchange have been studied in much literature (e.g., [1]–[3]). They define schema mappings and address the problem of materializing target instances and the problem of query answering.

In the XML scenario, schema mappings and data exchange have been studied in much literature (e.g., [3]–[5], [8]). Compared to the relational model, the tree model gives more opportunities for expressing structural properties of data even with simple queries based on patterns. On the other hand, schemas impose strong conditions on the structure of source and target instances, entering into complex interactions with source-to-target dependencies. These strong conditions cause consistency problems which is one of the central issues in XML data exchange. In [4], [8], they address the consistency and absolute consistency problems of XML schema mappings. A schema mapping is consistent if some source instance has a corresponding target instance. Also, a schema mapping is absolutely consistent if any source instance has a corresponding target instance. In XML schema mappings, it has been proved that the consistency problem is undecidable if we consider the comparison of data values [3]. Without considering the comparison of data values, it has been proved that the consistency problem is solvable in exponential time [3]. It has been proved that the absolute consistency problem for schema mappings based on downward navigation is decidable in \( \text{EXPSPACE} \) and \( \text{NEXPTIME} \)-hard [3], [4]. Some tractability results on consistency and absolute consistency problems between restricted schemas are reported in [8], [10].

In the graph scenario, schema mappings and data exchange have not been actively studied yet. In [6], they define schema mappings for graph data and address some problems of data exchange. Like relational and XML databases, they address the problem of materializing solutions and the problem of query answering. But they focus on graph schema mappings without properties and constraints such as uniqueness constraints, and hence schema mappings are always absolutely consistent in their setting.

Bidirectional transformations refer to a mechanism that maintains consistency through conversion between two sources of information. As one approach to bidirectional transformations, Triple Graph Grammars (TGGs) are well known, which define the correspondence between two different types of models in a declarative way [11]–[13]. A rule in a TGG is a triple of a source graph, a correspondence graph, and a target graph, and by applying rules to an axiom, both models are generated simultaneously. In TGGs, it is easy to define the correspondence between two different types of models, but it is not trivial to find the corresponding target instance when a source instance is given, as considered in data exchange. That is because TGGs grow a source graph, a correspondence graph, and a target graph in parallel, so it is first necessary to find how to apply rules to an axiom to obtain the source instance.
III. Definitions

A. Graph Databases

A graph schema \( S \) is a tuple \((\Sigma, K)\), where
- \( \Sigma \) is a finite set of edge labels, and
- \( K \) is a finite set of keys.

Let fix a countable set \( O \) of values. A property (of a node) is a pair of a key in \( K \) and a value in \( O \). A graph database \( G \) over a graph schema \( S = (\Sigma, K) \) is a tuple \((N, E, f)\), where
- \( N \) is a finite set of node ids,
- \( E \subseteq N \times \Sigma \times N \) is a finite set of labeled edges, and
- \( f : N \times K \to O \) is a partial function which binds node ids and properties.

When \( f(n, k) \) is undefined, it is interpreted that node \( n \) does not have a property with key \( k \), and we write \( f(n, k) = \bot \). In this paper, it is assumed that edges have no properties.

Example 1: Let fix \( O \) as \{ORY, BCN, CDG, VCE, HND, NRT, PAR, TYO\}. Consider a graph schema \( S = (\Sigma, K) \), where \( \Sigma = \{IB, AF, AZ, JL\} \) and \( K = \{Airport, Alias, City, Country\} \). Figure 1 illustrates a graph database \( G = (N, E, f) \) over \( S \), where
- \( N = \{1, 2, 3, 4, 5, 6\} \),
- \( E = \{(1, AF, 2), (2, IB, 1), (3, AF, 2), (3, AF, 5), (4, AZ, 2), (4, AZ, 6), (6, JL, 4)\} \), and
- \( f(1, Airport) = ORY \), \( f(1, Alias) = PAR \), \( f(1, City) = Paris \), \( f(1, Country) = France \), \( f(2, Airport) = BCN \), \( f(2, City) = Barcelona \), \( f(2, Country) = Spain \), \( f(3, Alias) = PAR \), \( f(3, City) = Paris \), \( f(3, Country) = France \), and so on.

B. Uniqueness Constraints

A uniqueness constraint is specified as a set of keys and ensures that properties of the specified keys are unique in a graph database. In other words, there should not be different nodes with the same value for the specified keys.

Definition 1 (Uniqueness Constraints): A uniqueness constraint \( U \) over a graph schema \( S = (\Sigma, K) \) is a subset of \( K \). A graph database \( G = (N, E, f) \) satisfies \( U \) if the following condition holds:

\[
\forall n, n' \in N, \forall k \in U, \quad (f(n, k) = \bot) \land (f(n', k) = \bot) \land (f(n, k) = f(n', k)) \Rightarrow n = n'.
\]

Example 2: The graph database shown in Figure 3 does not satisfy \( U = \{IATA\} \) because \( f(12, IATA) = f(15, IATA) \) and \( f(18, IATA) = f(20, IATA) \). On the other hand, the graph database shown in Figure 2 satisfies \( U = \{Country\} \) because for each value \( o \in O \), there is at most one node \( n \) such that \( f(n, Country) = o \).

C. Graph Patterns

Graph patterns represent a part of a graph database and can be used as queries for a given graph database. We also use graph patterns for describing mapping rules in schema mappings for graph databases.

Let fix a countable set \( X \) of variables representing values. A graph pattern \( \pi \) over a graph schema \( S = (\Sigma, K) \) is a tuple \((\theta, \mu, \lambda)\), where
- \( \theta \) is a finite set of node variables,
- \( \mu \subseteq \theta \times \text{REG}(\Sigma) \times \theta \) is a finite set of path patterns, where \( \text{REG}(\Sigma) \) is the set of regular expressions over \( \Sigma \), and
- \( \lambda \subseteq \{v.k == x | v \in \theta, k \in K, x \in X\} \) is a finite set of equalities such that if two equalities \( (v.k == x) \) and \( (v.k == y) \) are in \( \lambda \), then \( x \) and \( y \) are the same variable.

We assume that no node variables are shared by different graph patterns, although variables in \( X \) are shared in general, as in mapping rules defined later.

We define the semantics of a graph pattern \( \pi \) in terms of homomorphisms. Let \( g : X \to O \) be a mapping that assigns a value to each variable. Let \( G = (N, E, f) \) be a graph database. A graph pattern \( \pi = (\theta, \mu, \lambda) \) is modeled by \((G, h, g)\) if homomorphism \( h : \pi \to G \) satisfies the following conditions:

1. for each node variable \( v \in \theta \), \( h(v) \in N \),
2. for each path pattern \((v, L, u) \in \mu \), there is a path from \( h(v) \) to \( h(u) \) in \( G \) such that the edge label sequence along the path matches the regular expression \( L \), and
3. for each equality \((v, k == x) \in \lambda \), \( f(h(v), k) = g(x) \).

We write \((G, h, g) \models \pi\) if \( \pi \) is modeled by \((G, h, g)\). The semantics of \( \pi \) under \( S \) and \( g \) is defined as follows:

\[
[[\pi]]_{S,g} = \{G \in S \mid (G, h, g) \models \pi \text{ for some } h\}.
\]

Example 3: Let fix \( X \) as \( \{x\} \) and \( O \) as \( \{A, B\} \). Let \( V = \{s, t, u, v\} \) be a finite set of node variables. Consider a graph schema \( S = (\Sigma, K) \), where \( \Sigma = \{a, b\} \) and \( K = \{k\} \). Figure 5 illustrates a graph pattern \( \pi = (\theta, \mu, \lambda) \) over \( S \), where
- \( \theta = \{s, t, u, v\} \),
- \( \mu = \{(s, a, t), (u, b, v)\} \), and
- \( \lambda = \{(s, k == x), (t, k == x)\} \).

Figure 6 illustrates a graph database \( G = (N, E, f) \) over \( S \), where
- \( N = \{1, 2, 3, 4\} \),
- \( E = \{(1, a, 2), (3, a, 4), (3, b, 1), (2, c, 4)\} \), and
- \( f(1, k) = A, f(2, k) = A, f(3, k) = A, f(4, k) = B \).

As shown in Figure 7, a homomorphism \( h \) such that \((G, h, g) \models \pi\) maps \( s \) into 1, \( t \) into 2, \( u \) into 3, and \( v \) into 1.

We can confirm that the graph pattern \( \pi \) represents a part of the graph database \( G \).  
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D. Schema Mappings

Schema mappings represent the correspondence between source databases and target databases. We define schema mappings for graph databases with properties from now.

Let $S_S$ be a source graph schema and $S_T$ a target graph schema. Let $U_S$ and $U_T$ be uniqueness constraints over $S_S$ and $S_T$, respectively. A schema mapping $M$ from $S_S$ to $S_T$ is a tuple $((S_S, U_S), (S_T, U_T), \Delta)$, where $\Delta$ is a finite set of mapping rules of the form $\pi_S \rightarrow \pi_T$. Here, $\pi_S = (\theta_S, \mu_S, \lambda_S)$ and $\pi_T = (\theta_T, \mu_T, \lambda_T)$ are graph patterns over $S_S$ and $S_T$, respectively. Each $\lambda_S$ must be linear with respect to variables in $\pi$, that is, each variable in $\pi$ appears at most once in $\lambda_S$.

**Definition 2 (Solutions):** Let $M = ((S_S, U_S), (S_T, U_T), \Delta)$ be a schema mapping. Let $G_S$ be a graph database over $S_S$ satisfying $U_S$, and $G_T$ a graph database over $S_T$ satisfying $U_T$. A pair $(G_S, G_T)$ satisfies $M$ if the following condition holds: For each $\pi_S \rightarrow \pi_T \in \Delta$ and for any $g_S : \pi \rightarrow \mathcal{O}$, there exists $g_T : \pi_T \rightarrow \mathcal{O}$ such that

1. $g_S(x) = g_T(x)$ for each variable $x \in \pi'$ appearing in both $\pi_S$ and $\pi_T$;
2. If $G_S \in [\pi_S]_{S_S,g_S}$, then $G_T \in [\pi_T]_{S_T,g_T}$.

If a pair $(G_S, G_T)$ satisfies $M$, we write $(G_S, G_T) \models M$, and $G_T$ is called a solution for $G_S$ under $M$. Let $\text{Sol}_M(G_S)$ denote the set of solutions for $G_S$ under $M$.

Without loss of generality, we assume that no variables in $\pi$ are shared by different mapping rules.

**Example 4:** Let $S_S = (\Sigma_S, K_S)$ and $S_T = (\Sigma_T, K_T)$ be graph schemas such that

- $\Sigma_S = \{IB, AF, AZ, JL\}$,
- $K_S = \{\text{Airport, Alias, City, Country}\}$,
- $\Sigma_T = \{\text{flight}\}$, and
- $K_T = \{\text{Country}\}$.

Also, let

- $U_S = \{\text{Airport}\}$,
- $U_T = \{\text{Country}\}$, and
- $\Delta = \{\pi_S \rightarrow \pi_T\}$,

where $\pi_S = (\theta_S, \mu_S, \lambda_S)$ and $\pi_T = (\theta_T, \mu_T, \lambda_T)$ are graph patterns such that

- $\theta_S = \{v_1, v_2\}$,
- $\mu_S = \{(v_1, (IB|AF|AZ|JL), v_2)\}$,
- $\lambda_S = \{(v_1, \text{Country} == x), (v_2, \text{Country} == y)\}$,
- $\theta_T = \{u_1, u_2\}$,
- $\mu_T = \{(u_1, \text{flight}, u_2)\}$, and
- $\lambda_T = \{(u_1, \text{Country} == x), (u_2, \text{Country} == y)\}$.

Then, the graph database in Figure 2 is a solution for that in Figure 1 under $M = ((S_S, U_S), (S_T, U_T), \Delta)$.

**Definition 3 (Absolute Consistency):** A schema mapping $M = ((S_S, U_S), (S_T, U_T), \Delta)$ is absolutely consistent if $\text{Sol}_M(G_S) \neq \emptyset$ for every graph database $G_S$ over $S_S$ satisfying $U_S$.

**Example 5:** Let $M = ((S_S, U_S), (S_T, U_T), \Delta)$ be a schema mapping, where $S_S = (\Sigma_S, K_S)$ and $S_T = (\Sigma_T, K_T)$ be graph schemas such that

- $\Sigma_S = \{IB, AF, AL, JL\}$,
- $K_S = \{\text{Airport, Alias, City, Country}\}$,
- $\Sigma_T = \{\text{flight}\}$, and
- $K_T = \{\text{IATA, City}\}$.

Also, let

- $U_S = \{\text{Airport}\}$,
- $U_T = \{\text{IATA}\}$, and
- $\Delta = \{\pi_{S_1} \rightarrow \pi_{T_1}, \pi_{S_2} \rightarrow \pi_{T_2}, \pi_{S_3} \rightarrow \pi_{T_3}, \pi_{S_4} \rightarrow \pi_{T_4}\}$,

where $\pi_{S_1} = (\theta_{S_1}, \mu_{S_1}, \lambda_{S_1})$, $\pi_{T_1} = (\theta_{T_1}, \mu_{T_1}, \lambda_{T_1})$, $\pi_{S_2} = (\theta_{S_2}, \mu_{S_2}, \lambda_{S_2})$, $\pi_{T_2} = (\theta_{T_2}, \mu_{T_2}, \lambda_{T_2})$, $\pi_{S_3} = (\theta_{S_3}, \mu_{S_3}, \lambda_{S_3})$, $\pi_{T_3} = (\theta_{T_3}, \mu_{T_3}, \lambda_{T_3})$, $\pi_{S_4} = (\theta_{S_4}, \mu_{S_4}, \lambda_{S_4})$, and $\pi_{T_4} = (\theta_{T_4}, \mu_{T_4}, \lambda_{T_4})$ are graph patterns such that

- $\theta_{S_1} = \{u_1, u_2\}$,
- $\mu_{S_1} = \{(u_1, (IB|AF|AZ|JL), u_2)\}$,
- $\lambda_{S_1} = \{(u_1, \text{City} == \text{cap}), (u_1, \text{Airport} == \text{y})\}$,
- $\{u_2, \text{City} == \text{z}, (u_2, \text{Airport} == \text{w})\}$,
- $\theta_{T_1} = \{v_1, v_2\}$,
- $\mu_{T_1} = \{(v_1, \text{flight}, v_2)\}$,
- $\lambda_{T_1} = \{(v_1, \text{City} == \text{cap}), (v_1, \text{IATA} == \text{y})\}$,
- $\{v_2, \text{City} == \text{z}, (v_2, \text{IATA} == \text{w})\}$,
- $\theta_{S_2} = \{u_3, u_4\}$,
- $\mu_{S_2} = \{(u_3, (IB|AF|AZ|JL), u_4)\}$,
\[ S_2 = \{(u_3: \text{City} == x_2), (u_4: \text{Airport} == y_2), (u_4: \text{Alias} == w_2)\}, \]
\[ T_2 = \{v_3; v_4\}, \]
\[ T_2 = f(v_3; \text{flight}; v_4). \]

- \[ \Delta U (U) \] if we do not consider classes:
- The size of a graph pattern \( S; g \) is not absolutely consistent.
- \( S \) is a singleton and the mapping rule is projecting, appearing in \( T \).
- \( T \) is the same as that in \( S; g \).

IV. TRACTABLE CLASSES OF SCHEMA MAPPINGS FOR ABSOLUTE CONSISTENCY

Let \( M = ((S_S, U_S), (S_T, U_T), \Delta) \) be a schema mapping, where \( S_S = (\Sigma_S, K_S) \) and \( S_T = (\Sigma_T, K_T) \). In this section, we show that the absolute consistency of \( M \) is decidable in polynomial time if \( M \) belongs to one of the following five classes:

1. \( K_S \) is empty;
2. \( U_T \) is empty;
3. \( K_T \) is a singleton;
4. \( U_S \) is empty; and
5. \( \Delta \) is a singleton and the mapping rule is projecting, where \( \pi_S \to \pi_T \) is projecting if the set of variables for values appearing in \( \pi_T \) is a subset of those appearing in \( \pi_S \).

For example, the schema mapping shown in Example 4 belongs to not only the third class but also the fifth class because \( \Delta \) is a singleton and the set \( \{x, y\} \) of variables appearing in \( \pi_T \) is the same as that in \( \pi_S \).

A. Three Easy Classes

In this section, we show that \( M \) is always absolutely consistent if \( M \) belongs to one of the first three classes. First, we show the following lemma, which states the existence of a graph database \( G_0 \) that matches any graph pattern.

Lemma 1: Let \( S = (\Sigma, K) \) be a graph schema and \( U \) be a uniqueness constraint over \( S \). There is a graph database \( G_0 \) over \( S \) satisfying \( U \) such that for any graph pattern \( \pi \) over \( S \), there is \( g: X \to O \) such that \( G_0 \in [\pi]_{S,g} \).

Proof: Define \( G_0 = (N_0, E_0, f_0) \) as follows:
- \( N_0 = \{n\} \),
- \( E_0 = \{(n, a, n) \mid a \in \Sigma\} \), and
- \( f_0(n, k) \) is the same value for all \( k \in K \).

It is easy to see that \( G_0 \) satisfies the lemma.

Theorem 1: \( M \) is absolutely consistent if \( K_S \) is empty.

Proof: We show that \( G_0 \) introduced in the proof of Lemma 1 is a solution for any \( G_S \) over \( S \). Suppose that \( G_S \in [\pi_S]_{S,g_S} \) for some \( \pi_S \to \pi_T \in \Delta \) and \( g_S: X \to O \). Since \( K_S \) is empty, \( \Delta \) is also empty, and hence \( \pi_S \) has no variable in \( X \). Therefore, the first condition of Definition 2 holds for any \( g_T: X \to O \). By Lemma 1, we have \( G_0 \in [\pi_T]_{S,g_T} \) for some \( g \).

The next lemma says that each graph pattern is matched by a graph database with the “same shape.”

Lemma 2: Let \( S = (\Sigma, K) \) be a graph schema and \( \pi = (\theta, \mu, \lambda) \) be a graph pattern over \( S \). For any \( g: X \to O \), \([\pi]_{S,g}\) is not empty.

Proof: Consider the following graph database \( G_\pi = (N_\pi, E_\pi, f_\pi) \):
- \( N_\pi \) contains \( \theta \), where node variables are regarded as node ids,
- for each \((v_0, L, v_n) \in \mu, E_\pi \) contains \((v_0, a_1, v_1), \ldots, (v_{n-1}, a_n, v_n)\) such that \( a_1 \ldots a_n \) matches \( L \) and \( v_1, \ldots, v_n \) are not in \( \theta \), and
- \( f_\pi(v, k) = x \) for each \((v, k) == x \in \lambda \), where variable \( x \) is regarded as a value.

It is easy to see that such \( G_\pi \) is well defined and \( G_\pi \in [\pi]_{S,id} \), where \( id(x) = \) for every variable \( x \).

Now, consider a graph database \( G_{\pi,g} \) obtained by replacing each value \( x \in G_\pi \) with \( g(x) \). Then, \( G_{\pi,g} \in [\pi]_{S,g} \).

Theorem 2: \( M \) is absolutely consistent if \( U_T \) is empty.

Proof: Let \( G_S \) be a source graph database over \( S \), satisfying \( U_S \). Consider a target graph database \( G_T \) over \( S_T \) that contains \( G_{\pi,g} \) as its subgraph for all \( g_S: X \to O \) such that \( G_S \in [\pi_S]_{S,g_S} \) for some \( (\pi_S \to \pi_T) \in \Delta \), where \( G_{\pi,g} \) is the same graph database as in the proof of Lemma 2. Such \( G_T \) always exists since \( U_T \) is empty. Also, \( G_T \) is a solution for \( G_S \) because \( G_{\pi,g} \in [\pi_T]_{S,T,g} \).

Theorem 3: \( M \) is absolutely consistent if \( K_T \) is a singleton.

Proof: Consider again the target graph database \( G_T \) in the proof of Theorem 2. Since \( U_T \subseteq K_T \), we have \( U_T = \emptyset \) or \( U_T = K_T \). In either case, \( G_T \) satisfies \( U_T \). Actually, if \( U_T \) and \( K_T \) are the same singleton sets, each node of \( G_T \) has at most one property, and the nodes with the same property can be an identical node.
B. No Uniqueness Constraints for Source Databases

Now, we consider the case where $US = \emptyset$. In this case, the variables appearing in the graph patterns for source databases can have independent, arbitrary values. Hence, we can statically analyze $M$ based on abstract interpretation, where the variable names represent abstract values.

Let $X_S$ and $X_T$ be the sets of variables for values appearing in $\pi_S$ and $\pi_T$, respectively, for some mapping rule $(\pi_S \rightarrow \pi_T) \in \Delta$. Let $X = X_S \cup X_T$. Define

$$\Lambda_T = \bigcup_{(\pi_S \rightarrow (\theta_T, \mu_T, \lambda_T)) \in \Delta} \lambda_T.$$  

Define $\sim$ as the least equivalence relation on $X$ satisfying the following condition: $x \sim y$ if $v.k == x$ and $v.k' == y$ are in $\Lambda_T$ for some $k \in UT, k' \in KT$, and $z \in X_S$ such that $x \sim z$.

Roughly speaking, the condition in the following theorem says that if a target node has a key $k$ in $UT$ and the value of $k$ is dependent on a value in the source database, then all the other keys of the node must be dependent on the same value.

Theorem 4: $M = (\langle S_S, \emptyset \rangle, \langle S_T, UT \rangle, \Delta)$ is absolutely consistent if and only if there are no distinct variables $x, y \in X_S$ such that $x \sim y$.

Proof: (Only if part.) Suppose that $x \sim y$ for some distinct variables $x, y \in X_S$. It can be shown that $(v.k == z)$ and $(v.k' == y)$ in $\Lambda_T$ such that $x \sim z$ and $k \in UT$.

For the simplest case, let us consider the case where $(v.k == x)$ and $(v.k' == y)$ in $\Lambda_T$ for some $k \in UT$. Consider two mappings $g_1$ and $g_2$ such that $g_1(x) = g_2(x)$ but $g_1(y) \neq g_2(y)$. There is a source database $GS$ such that $GS \in [[\pi_S]]_{S_S, G_S}$ and $GS \in [[\pi_T]]_{S_T, G_T}$ because the uniqueness constraints for source databases is empty. Now, a solution $G_T = (N_T, ET, FT)$ for $GS$ must satisfy the following conditions:

- $G_T$ has a node $n_1$ such that $f_T(n_1, k) = g_1(x)$ and $f_T(n_1, k') = g_1(y)$;
- $G_T$ has a node $n_2$ such that $f_T(n_2, k) = g_2(x)$ and $f_T(n_2, k') = g_2(y)$.

Since $k \in UT$, $n_1$ and $n_2$ must be the same node, but that contradicts the assumption that $g_1(y) \neq g_2(y)$.

The general case can be shown in a similar way.

Theorem 5: The absolute consistency of $M$ is decidable in polynomial time if $US$ is empty.

C. A Single Projecting Rule

Now, we consider the case where $\Delta = \{\pi_S \rightarrow \pi_T\}$ and $\pi_S \rightarrow \pi_T$ is projecting. Let $X$ be the set of variables for values appearing in $\pi_S$. Since $US$ is not empty, the values of the variables in $X$ are not independent. For example, suppose that $\pi_S$ has the following equalities: $v.k == x, u.k == y, v.k' == z,$ and $u.k' == w$. If $k \in US$, equality between $x$ and $y$ causes equality between $z$ and $w$. To capture this phenomenon, below we introduce a function $E_{\pi_S, US}(EQ)$ which returns, for a given set of equalities on $X$, all the resultant equalities caused by $\pi$ and $U$.

Formally, let $\pi = (\theta, \mu, \lambda)$ be a graph pattern with variables in $X$, and $U \subseteq K$ be a uniqueness constraint. For $EQ \subseteq X \times X$, define $E_{\pi, U}(EQ) \subseteq X \times X$ as the least equivalence relation such that

1) $EQ \subseteq E_{\pi, U}(EQ)$, and 2) for any pair $(x, y) \in E_{\pi, U}(EQ)$ and any node variables $v, w \in \theta$, if $(v.k == x), (u.k == y) \in \lambda$ for some key $k \in U$, then $(z, w) \in E_{\pi, U}(EQ)$ for every $z, w \in X$ such that $(v.k' == z), (u.k' == w) \in \lambda$ for some $k' \in K$.

Let $EQ_g$ denote the equivalence relation on variables induced by $g : X \rightarrow O$, i.e., $(x, y) \in EQ_g$ if and only if $g(x) = g(y)$. The following two lemmas say that $EQ_g$ is a fixpoint of $E_{\pi, U}$ if and only if there are $G, h, g$ such that $(G, h, g) \models \pi$ and $G$ satisfies $U$.

Lemma 3: Suppose that $(G, h, g) \models \pi$ and $G$ satisfies a uniqueness constraint $U$. Then, $EQ_g = E_{\pi, U}(EQ_g)$.

Proof: Since $EQ_g \subseteq E_{\pi, U}(EQ_g)$ by definition, it suffices to show that $(z, w) \in E_{\pi, U}(EQ_g)$ for any pair $(z, w) \in E_{\pi, U}(EQ_g)$. Consider the shortest proof $P_{(z, w)}$ of the membership of an arbitrary $(z, w) \in E_{\pi, U}(EQ_g)$, i.e., an application sequence of reflexivity, symmetry, transitivity, and the two rules of the definition of $E_{\pi, U}$. We show $g(z) = g(w)$ by the induction on the length of $P_{(z, w)}$.

For the basis, there are two cases. If $(z, w) \in E_{\pi, U}(EQ_g)$ by reflexivity, then $z$ and $w$ are the same variable. If $(z, w) \in E_{\pi, U}(EQ_g)$ by the first rule of the definition of $E_{\pi, U}$, then $(z, w)$ must be in $EQ_g$. In both cases, we have $g(z) = g(w)$.

For the induction step, there are three cases. If $(z, w) \in E_{\pi, U}(EQ_g)$ by symmetry, we must already have $(w, z) \in EQ_g$. Therefore, $g(z) = g(w)$ by induction.
\( E_{\pi,T}(EQ_g) \). Then, we have \( g(z) = g(w) \) by the inductive hypothesis. If \( (z, w) \) is in \( E_{\pi,U}(EQ_g) \) by transitivity, we can show that \( g(z) = g(w) \) in a similar way to the symmetry case. Now, suppose that \( (z, w) \) is in \( E_{\pi,U}(EQ_g) \) by the second rule of the definition of \( E_{\pi,U} \). Then, there are some pair \((x, y) \in E_{\pi,U}(EQ_g)\), node variables \(v, u \in \Theta\) and keys \(k \in U\) such that \((v,k = x), (u,k = y), (v,k' = z), (u,k' = w) \in \lambda\). Since \( G, h, g \models \pi \), we have \( f(h(v), k) = g(x), f(h(u), k) = g(y), f(h(v), k') = g(z), \) and \( f(h(u), k') = g(w) \), where \( G = (N, E, f) \). It holds that \( g(x) = g(y) \) by the inductive hypothesis. Since \( G \) satisfies uniqueness constraint \( U \) and \( U \) contains \( k \), we have \( h(v) = h(u) \). Hence, \( g(z) = f(h(v), k') = f(h(u), k') = g(w) \).

**Lemma 4:** Suppose that \( EQ = E_{\pi,U}(EQ) \). Then, there are \( G, h, g \) such that \( G \) satisfies the uniqueness constraint \( U \), \( (G, h, g) \models \pi \), and \( EQ = EQ_g \).

**Proof:** Suppose that \( EQ = E_{\pi,U}(EQ) \), where \( \pi = (\theta, \mu, \lambda) \). Choose an arbitrary \( g : X \to O \) such that \( EQ_g = EQ \).

Let \( \theta/EQ \) be the finest equivalence classes of node variables such that if there are \((x, y) \in EQ \) and \( k \in U \) such that \((x.k = x), (u.k = y) \in \lambda \), then \( v \) and \( u \) are in the same equivalence class in \( \theta/EQ \). Let \([v] \) denote the equivalence class which \( v \) belongs to.

Similarly to \( G_\pi \) in the proof of Lemma 2, consider a graph database \( G = (N, E, f) \) such that

- \( N \) contains \( \theta/EQ \), where the equivalence classes are regarded as node ids,
- for each \((v_1, L, v_k) \in \mu, E \) contains \((n_0, a_1, n_1), \ldots, (n_k, a_k, n_k) \) such that \( a_1 \cdots a_k \) matches \( L \), \( n_0 = [v_0], n_k = [v_k] \), and \( a_1, \ldots, a_k \) are not in \( \theta/EQ \), and
- \( f([v], k') = g(x) \) for each \((v, k' = x) \in \lambda \).

To see that \( G \) is well defined, consider the shortest proof \( P_{(v,u)} \) of that \([v] = [u] \), i.e., an application sequence of reflexivity, symmetry, transitivity, and the definition of \( \theta/EQ \). We show \( f([v], k') = f([u], k') \) for all \( k' \in K \) by the induction on the length of \( P_{(v,u)} \).

For the basis, there are two cases. If \([v] = [u] \) by reflexivity, then \( v = u \), and hence \( f([v], k') = f([u], k') \). If \([v] = [u] \) by the definition of \( \theta/EQ \), there are \((x, y) \in EQ \) and \( k \in U \) such that \((x.k = x), (u.k = y) \in \lambda \). Since \( EQ \) is a fixpoint of \( E_{\pi,U} \), we have \((z, w) = EQ \) in every \( z, w \in X \) such that \((v, k' = z), (u, k' = w) \in \lambda \), by the second rule of the definition of \( E_{\pi,U} \). Hence, \( f([v], k') = g(z) = g(w) = f([u], k') \).

The induction step is trivial. If \([v] = [u] \) by symmetry, then we have \([u] = [v] \), and by the inductive hypothesis, \( f([u], k') = f([v], k') \) for all \( k' \in K \). The case of transitivity can be shown in a similar way.

Now, we have to show that \( G \) satisfies \( U \). Assume contrarily that \( G \) does not satisfy \( U \). There would be \( v, u \in \Theta \) and \( k \in U \) such that \([v] \neq [u] \) and \( f([v], k) = f([u], k) \). Hence, there would be \( v', u' \in [v], u' \in [u], x, y \in X \) such that \((v', k = x), (u', k = y) \in \lambda \) and \((x, y) \in EQ \). However, by the definition of \( \theta/EQ \), we must have \((v') = [u'] \). This is a contradiction.

**Theorem 6:** Let \( M = ((S_S, U_S), (S_T, U_T), \{ \pi_S \to \pi_T \}) \) be a schema mapping such that \( \pi_S \to \pi_T \) is projecting. \( M \) is absolutely consistent if and only if every fixpoint of \( E_{\pi_S, U_S} \) is also a fixpoint of \( E_{\pi_T, U_T} \).

**Proof:** Immediate from Lemmas 3 and 4 since \( \pi_S \to \pi_T \) is projecting.

In what follows, we show that the condition in Theorem 6 can be checked in polynomial time. The condition seems to require the computation of \( E_{\pi_S, U_S} \) and \( E_{\pi_T, U_T} \) for exponentially many \( EQ \)s. Surprisingly, by the following two lemmas, such computation can be reduced to the computation for only \( EQ \)s that are singletons.

**Lemma 5:** The following are equivalent:
1) Every fixpoint of \( E_{\pi_S, U_S} \) is also a fixpoint of \( E_{\pi_T, U_T} \).
2) \( E_{\pi_T, U_T}(EQ) \subseteq E_{\pi_S, U_S}(EQ) \) for each subset \( EQ \subseteq X \times X \).

**Proof:** (1) \( \Rightarrow \) 2) Let \( EQ \subseteq X \times X \). Let \( EQ_S = E_{\pi_S, U_S}(EQ) \) and \( EQ_T = E_{\pi_T, U_T}(EQ) \). Since \( EQ_S \) is a fixpoint of \( E_{\pi_S, U_S} \), it is also a fixpoint of \( E_{\pi_T, U_T} \), i.e., \( EQ_S = E_{\pi_T, U_T}(EQ_S) \). Since \( EQ_S \) is a subset of \( EQ_S \), we have \( EQ_T = E_{\pi_T, U_T}(EQ) \subseteq E_{\pi_T, U_T}(EQ) \).

(2) \( \Rightarrow \) 1) Let \( EQ \) be a fixpoint of \( E_{\pi_S, U_S} \). Then, \( E_{\pi_T, U_T}(EQ) \subseteq E_{\pi_S, U_S}(EQ) \). On the other hand, by the definition of \( E_{\pi_T, U_T}(EQ) \), we have \( EQ \subseteq E_{\pi_T, U_T}(EQ) \). Hence \( EQ = E_{\pi_T, U_T}(EQ) \).

**Lemma 6:** The following are equivalent:
1) \( E_{\pi_T, U_T}(EQ) \subseteq E_{\pi_S, U_S}(EQ) \) for each subset \( EQ \subseteq X \times X \).
2) \( E_{\pi_T, U_T}(\{(x, y)\}) \subseteq E_{\pi_S, U_S}(\{(x, y)\}) \) for each pair \((x, y) \in \{x \times X \} \).

**Proof:** Let \( EQ_S = E_{\pi_S, U_S}(EQ) \) and \( EQ_T = E_{\pi_T, U_T}(EQ) \). The part (1) \( \Rightarrow \) 2) is obvious. To show the part (2) \( \Rightarrow \) 1), consider the shortest proof \( P_{(z,w)} \) of the membership of an arbitrary \((z, w) \) in \( EQ_T \), i.e., an application sequence of reflexivity, symmetry, transitivity, and the two rules of the definition of \( E_{\pi,T} \). We show \( (z, w) \in EQ_S \) by the induction on the length of \( P_{(z,w)} \).

For the basis, there are two cases. If \((z, w) \) is in \( EQ_T \) by reflexivity, then it is also in \( EQ_S \) by reflexivity. If \((z, w) \) is in \( EQ_T \) by the first rule of the definition of \( E_{\pi,U} \), then \((z, w) \) must be in \( EQ \) and hence it is also in \( EQ_S \) by the same rule.

For the induction step, there are three cases. If \((z, w) \) is in \( EQ_T \) by symmetry, we must already have \((w, z) \in EQ_T \). Then, we have \((w, z) \in EQ_S \) by the inductive hypothesis, and hence, \((z, w) \in EQ_S \). If \((z, w) \) is in \( EQ_T \) by transitivity, we can show that \((z, w) \in EQ_S \) in a similar way to the symmetry case. Now, suppose that \((z, w) \) is in \( EQ_T \) by the second rule of the definition of \( E_{\pi,U} \). Then, we have \((z, w) \in E_{\pi_T, U_T}(\{(x, y)\}) \). By the assumption that \( E_{\pi_T, U_T}(\{(x, y)\}) \subseteq E_{\pi_S, U_S}(\{(x, y)\}) \), \((z, w) \) is also in \( E_{\pi_S, U_S}(\{(x, y)\}) \). Hence, \((z, w) \in EQ_S \) since \((x, y) \in EQ_S \) by the inductive hypothesis.

\( E_{\pi,U}(\{(x, y)\}) \) can be computed in \( O(|M|^7) \) time (by a very naive algorithm). So, the second condition of Lemma 6 can be checked in \( O(|M|^7) \) time.

**Theorem 7:** The absolute consistency of \( M \) is decidable in polynomial time if \( \Delta = \{ \pi_S \to \pi_T \} \) is a singleton and \( \pi_S \to \pi_T \) is projecting.
V. CONCLUSION

In this paper, we have defined schema mappings for graph databases with properties. In considering graph databases with properties, we have introduced uniqueness constraints, which are constraints on properties. Then, we have proposed five classes of schema mappings for which absolute consistency is decidable in polynomial time.

There still are remaining tasks. We are going to examine the complexity of the absolute consistency problem for schema mappings not belonging to the five classes because these classes seem restrictive from the practical point of view. Also, we plan to implement a program to check the absolute consistency problem for these five classes. It is also necessary to consider schema mappings for graph databases whose edges have properties as well as nodes.
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I. INTRODUCTION

The growth of science is increasingly dynamic and interdisciplinary. Barriers (silos), both physical and conceptual, that once effectively isolated researchers are breaking down. One consequence of this is that the biomedical literature is large and complex, and the number of published papers is growing at a considerable rate. It is therefore becoming ever more important to identify and describe developing research trends and to follow their evolution over time.

The premier repository of research in the life sciences is the MEDLINE bibliographic database. It contains over 24 million citations, with around 4000 citations added daily. MEDLINE can be represented as a network of nodes and edges, where the former represent biomedical concepts and the latter represent relationships among them, as we have shown in previous research [1]. Such a network can represent the structure and dynamics of a complex system; topological properties of the network can both elucidate static patterns and predict the future by computing changes over time. Co-occurrence in the network between concepts such as genes, diseases, biological processes, or chemical compounds represents biomedical knowledge.

When a network represents the real world, its nodes and edges are not uniformly distributed but rather appear in locally dense clusters, or communities, embedded within the larger structure [2]. Community structures are often of particular interest as forming the basis of network analysis aimed at elucidating knowledge represented by the network. A community is defined as a subset of nodes sharing similar properties and recognizable as being distinct from the larger network. A complex network representing the real world (such as that representing MEDLINE) is an evolving structure that change over time either by adding new nodes or by forming new relations between existing nodes [3]. This expansion can proceed over time with considerable speed in terms of size and space over time.

Science as a complex system has been studied from the point of view of network analysis, for example through co-authorship network analysis [4] or single-word analysis [5]. In a related approach, network analysis of the development of scientific knowledge may be valuable in building theoretical models of the collective dynamics of science. Here, we investigate the dynamics and evolution of MEDLINE using network analysis based on topic modeling. Our hypothesis is that the history of the biomedical domain can be summarized in a series of co-occurrences of keywords (i.e., Medical Subject Headings (MeSH) terms) that are associated with each MEDLINE citation and that identify its important topics. MeSH is a controlled vocabulary made up of biomedical terms at several levels of specificity. We model scientific topics as evolving communities of MeSH terms over time and explore how the temporal characteristics of the MeSH network can be used to provide insight into the historical evolution of scientific thought in biomedicine. As a proof of concept, we implemented a computational experiment based on over 20 million documents in MEDLINE, from 1966 through the end of 2014. To the best of our knowledge, this is the first analysis conducted on such a large portion of the MEDLINE database. In particular, this analysis is of special interest to researchers who seek to acquaint themselves about scientific topics, trends, and collaboration opportunities.

The abstract is structured as follows. Section II describes methodology of this study and Section III provides some empirical evidence. Conclusions and the scope for future research are presented in Section IV.

II. METHODS

We processed MEDLINE from 1966 up to the end of 2014, only including citations tagged with major MeSH descriptors. In the constructed network, nodes represent major MeSH descriptors, and edges between two descriptors represent co-occurrence of those descriptors in the same MEDLINE citation. Recognizing the critical events that describe changes in network structure over time constitutes one way of tracking the development of communities. To capture critical events, we converted the entire network into static subnetworks at yearly snapshots, from 1966 through 2014. These subnetworks embed the communities (groups of nodes) of MeSH terms through which their development over time can be observed. We used the Louvain community detection algorithm to identify communities of nodes in each subnetwork [6]. After discovering communities, we computed relationships between them, in order to track their evolution over time. The Jaccard coefficient was first used to determine whether two
communities match [7]. Next, we characterized the content of each community by computing its density and centrality. Density measures both the strength of the edges that tie the cluster of MeSH terms together, as well as the clusters capacity to develop ever time. Centrality measures the degree of interaction of a cluster with other parts of the network. Finally, we created a strategic diagram for each time slot, which is a graphical representation of the structure of the particular scientific field. We can identify four types of clusters according to the quadrant in which they appear in the diagram: (i) motor themes, which are both well developed and important for a research field; (ii) specialized and peripheral themes; (iii) themes, which are either emerging or disappearing; and (iv) themes, which are important for a research field but are not developed.

III. RESULTS

This study identifies the major research focuses and the current status and trends in the life sciences. Overall, we extracted about 1700 different evolving communities. Figure 1 depicts heat map of evolving communities for various timeslots. As the shade of cell darkens, the size of the community increases. We could observe interesting pattern from the plot; it seems that each community build its existence on the basis of previous communities, therefore the trend line is diagonal with rare exceptions that extends over large periods of years.

Next, in this study we provide a description of the intellectual structure and dynamics of the entire field of biomedicine from the perspective of frequently appearing MeSH descriptors. The results of this study show that (i) using MeSH terms is plausible for tracking historical events in the biomedical domain; (ii) the evolution of MEDLINE occurs in an incremental fashion; (iii) over the years increasingly diverse research disciplines are involved in the complex process of scientific evolution, and links among them become stronger; and (iv) different research areas have different dynamic evolution patterns.

IV. CONCLUSION

When compared to existing research, this work is innovative in three respects: (i) the experimental design incorporates the longitudinal framework based on dynamic communities, (ii) we provide visualization of the evolution of research topics, and (iii) we propose a simple community labeling approach based on MeSH terms. There are also many opportunities for future work. First, we should address the problem of filtering co-occurrences. Second, we should address automatic cluster labeling, while manual labeling is tedious, time-consuming, and expensive task. Our long-term interest is also to include temporal frequent pattern mining into the analysis.
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