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The Eighth International Conference on Advanced Collaborative Networks, Systems and Applications (COLLA 2018), held between June 24, 2018 and June 28, 2018 in Venice, Italy, aimed to gather an interdisciplinary spectrum of researchers around collaboration technologies.

Collaborative systems have raised to become an inherent part of our lives, supported by global infrastructures, technological advancements and growing needs for coordination and cooperation. While organizations and individuals relied on collaboration for decades, the advent of new technologies (e.g. from wikis to real-time collaboration, groupware to social computing, service-oriented architecture to distributed collaboration) for inter- and intra-organization collaboration enabled an environment for advanced collaboration.

As a consequence, new developments are expected from current networking and interacting technologies (protocols, interfaces, services, tools) to support the design and deployment of scalable collaborative environments. Current trends include innovations in distributed collaboration, collaborative robots, autonomous systems, online communities or real-time collaboration protocols.

The conference had the following tracks:

- Cooperation and collaboration mechanisms
- Machine learning applications for smart collaborative networks
- Smart and Connected Cities: Creating People-centered City Government

We take here the opportunity to warmly thank all the members of the COLLA 2018 technical program committee, as well as all the reviewers. The creation of such a high quality conference program would not have been possible without their involvement. We also kindly thank all the authors who dedicated their time and effort to contribute to COLLA 2018. We truly believe that, thanks to all these efforts, the final conference program consisted of top quality contributions.

We also gratefully thank the members of the COLLA 2018 organizing committee for their help in handling the logistics and for their work that made this professional meeting a success.

We hope that COLLA 2018 was a successful international forum for the exchange of ideas and results between academia and industry and to promote further progress in the area of collaborative technologies. We also hope that Venice, Italy provided a pleasant environment during the conference and everyone saved some time to enjoy the unique charm of the city.
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Abstract—This paper describes the development and the evaluation of a collaborative communication system called InCircle. One notable trend in the pedagogical field is a shift from a teacher-centered learning to a student-centered one. Recent advancement of Information and Communication Technology (ICT) has accelerated the shift. The spread of various mobile applications for educational use has enabled us to share information and knowledge in real time. In order to promote student-centered learning, it is necessary to facilitate interaction among learners. For these purposes, InCircle was introduced in a university level language and culture class in Japan. The objectives of our research study were to examine whether InCircle contributes to the facilitation of interaction among learners and the enhancement of mutual cross-cultural understanding. The evaluation was conducted in an international exchange subject where international students and Japanese students learn about the language and culture at university in Japan. The result of the questionnaire showed the learners’ preference to InCircle as opposed to the blog comment function. It also endorsed its usability and effectiveness as a communication tool.

Keywords- collaborative learning; InCircle; international students; international exchange subject; student-centered learning.

I. INTRODUCTION

In recent years, one notable trend in the pedagogical field is that more teachers have moved towards a student-centered learning environment. In the course of this shift, student-centered collaborative learning has drawn much attention from researchers in the pedagogical field [1]. Collaborative learning has a "social constructivist" philosophical base, where learning is regarded as construction of knowledge within a social context [2]. It is reported that student-centered and small-scale course programs resulted in more academic success than lecture-based course program [3]. It is also reported that a student-centered collaborative learning is one of the most effective ways of learning in language classes [4]. In fact, most studies investigating the link between the extent to which course programmes are student-centered on the one hand and promote academic success on the other hand, find positive relationships between the two [2].

Recent prevalence of high-performance mobile devices has enhanced the potential of learners’ active interaction via mobile-based communication tools. We have seen a good deal of researches on communications applications, such as educational application of social network service (SNS) [5]-[8]. Our communications application project, InCircle, is among them. In this study, InCircle was introduced for the purpose of facilitating interaction among learners and enhancing learning opportunities.

The rest of the paper consists of the following sections: Section 2 explains our developed system, Section 3 explains the experiment setup and Section 4 explains the conclusions and future works.

II. InCircle

InCircle [9] is a product developed by AOS Mobile Inc., Tokyo, Japan [10] with the second author joining this project as a chief software architect. It is a client-server application. The server side runs on Linux OS and Windows Server. The client side is working on iOS, Android, and PC Web browser. Chat messages are transmitted and received through the network (Figure 1).

Figure 1. InCircle system configuration.
The system allows users to create groups. Group members are able to send and receive messages and multimedia files in their chat room with an easy operation. Chat messages are synchronized in real-time to realize smooth communication. Figure 2 shows a chat room interface when the instructor posted an interrogative sentence: "Do you have textbook authorization system in your country?" since interrogative sentences trigger active interaction among learners which leads to mutual cross-cultural understanding.

In our system, we have mainly four major advantages:

a) Teachers can be administrators of the system.

Teachers can be administrators of the system so that they can watch the users' their students' behaviors. Therefore, they can avoid their students' malicious behaviors via InCircle. In case of inappropriate behavior from the part of a student, teachers can delete or close the student's account.

b) Teachers can pre-register user accounts.

Unlike other SNS or chat tools, such as Facebook and LINE, user accounts are pre-registered. Teachers create accounts for their students and make a group for the class in advance. There are always some students who do not want to use the existing SNS systems. In fact, in one of the authors' classes, some students rejected to create a Facebook account and some students did not want to use LINE. Unless all the students agree to use it, it is not appropriate to use it as a communication tool in class. Besides, the existing SNS users usually post their private information on their profiles. However, some students may not wish to share private information with some of their classmates. In our system, on the contrary, there is no page in the first place to fill in their private information, such as school career, birth place/date.

c) Security is ensured

Every effort was made in order to ensure the security, such as encryption of the cache data in the client terminal, channel coding, encryption of database, the use of different cryptography keys for each company or school in the server side. Therefore, it is highly protected against divulging of information or account hacking.

d) Users can delete the sent messages.

In our system, we can delete messages after they are sent not only on the sender's side but on the recipient's side. It is likely to happen that we send messages by mistake. Our system can handle such human errors.

Our research questions are:
(1) Can InCircle contribute to the enhancement of the students' mutual cross-cultural understanding?
(2) Can InCircle contribute to the enhancement of interaction among the students?

III. EVALUATION

A. Target class

The target class was one of "international exchange subjects" which was targeted mainly for international exchange students. Japanese students who are interested in class held in English can also join it. The class was held 12 times on a once-a-week-basis in a CALL (computer assisted language learning) room during the fall/winter semester, 2017. The class language was mainly in English. The objectives of the target class were (1) to enhance cross-cultural understanding and (2) to improve the skills of their target languages, which were Japanese or English. The class consisted of 21 students (6 Japanese, 4 Germans, 2 Chinese, 2 Finnish, 1 British, 1 French, 1 Korean, 1 Macao, 1 Russian, 1 Taiwanese, 1 Vietnamese). All the participants were owners of mobile phones. At the beginning of the semester, they were asked to answer the learning style questionnaire created by Academic Skills Advice service [11] to identify their preferred learning styles.

B. Procedures

InCircle was introduced in class from November 14, 2017 to January 23, 2018. It was introduced mainly because not all the students had the identical SNS accounts, such as Facebook, WhatsApp, LINE, Twitter and so on.

A class blog was created by the teacher as a communication tool. Google Blogger service was used for creating the class blog. It was used throughout the semester from October 3, 2017 to January 23, 2018. The teacher posted contents which were useful for classroom learning as well as each class schedule. The mailing list was also created by the teacher for the facilitation of class communication. However, even though the teacher instructed the students to use a class mailing list as a communication tool among classmates, it turned out that it did not play any role as a communication tool.
Therefore, the mailing list was used only by the teacher when she needed to share necessary information with the students. Towards the end of the semester, when students used to both communication tools, i.e., InCircle and Blogger, close examination was made on how the students used them as communication tools during the class held on January 9th, 2018. For the enhancement of the mutual cultural understanding, the teacher posted theme topics on both sites. Since it was a class right after the new year holidays and for most of the students, it was their first new year holidays in Japan, the topic was new year holidays: "Did you find something special for お正月(New Year)?" on Blogger site and "How do you celebrate new year holidays in your country?" on InCircle. The students were instructed to post comments on both media. They were informed that their posting would affect their grades.

C. The Results

Table I shows the number of posts in InCircle talk room and the blog comment columns. The number of posts on InCircle was 26, while that of Blogger was 14. The number of the participants on January 9th class was 20. The number of the students who posted comments on InCircle was 18, while those on Blogger was 8. As the number of the post shows, the students were more active in posting messages on InCircle.

<table>
<thead>
<tr>
<th>TABLE I. COMPARISON BETWEEN INCIRCLE AND BLOGGER COMMENTS ON JAN. 9, 2018 (PARTICIPANTS: 20)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>InCircle</strong></td>
</tr>
<tr>
<td>How do you celebrate new year holidays in your country?</td>
</tr>
<tr>
<td>The number of posts</td>
</tr>
<tr>
<td>26 (18 students)</td>
</tr>
</tbody>
</table>

Tables II and III show the participants' comments reacting to the teacher's questions via both media. Figure 3 shows the interfaces of both media. As for Blogger comment function, its users cannot post multimedia files so that the information they could get was only text-based.

One notable phenomenon for InCircle was an interaction among students, which did not happen in Blogger's comment column. One comment (No.15) posted by Student #13 triggered Student #4's question (No.18), which was answered by Student #13 (No.21), which triggered Student #17's photo post (No.22). This interaction ended with Student #4's post showing her gratitude (No.24) as shown in Table III. Apparently, InCircle promoted the interaction among students. On the contrary, when the teacher posted a question in Blogger site, Did you find something special for お正月 (oshogatsu: New Year), 8 students posted comments in the comment column. This topic was expected to stimulate the students' interactions since for the most students, the new year 2018 was their first new experience in Japan, and in fact, new year holidays are the most special holidays in Japan. There must have been many things new to them. But unlike the teacher's expectation, one student’s post did not lead to another students' reaction. They just answered to the teacher's question (Table II).

<table>
<thead>
<tr>
<th>TABLE II. BLOGGER USE ON JAN. 9, 2018</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>11:12</td>
</tr>
<tr>
<td>No.1</td>
</tr>
<tr>
<td>No.2</td>
</tr>
<tr>
<td>No.3</td>
</tr>
<tr>
<td>No.4</td>
</tr>
<tr>
<td>No.5</td>
</tr>
<tr>
<td>No.6</td>
</tr>
<tr>
<td>No.7</td>
</tr>
<tr>
<td>No.8</td>
</tr>
<tr>
<td>No.9</td>
</tr>
<tr>
<td>No.10</td>
</tr>
<tr>
<td>No.11</td>
</tr>
<tr>
<td>No.12</td>
</tr>
<tr>
<td>No.14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III. INCIRCLE POSTS ON JAN. 9, 2018</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>10:27</td>
</tr>
<tr>
<td>No.1</td>
</tr>
<tr>
<td>No.2</td>
</tr>
<tr>
<td>No.3</td>
</tr>
<tr>
<td>No.4</td>
</tr>
<tr>
<td>No.5</td>
</tr>
</tbody>
</table>

(Q): question (A): answer
<table>
<thead>
<tr>
<th>No.</th>
<th>Time</th>
<th>Role</th>
<th>Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>16:47</td>
<td>Student</td>
<td>(A) In the UK people spend New Year's Eve drinking with friends and family. We count down at midnight, sing &quot;auld lang syne&quot; (traditional Scottish song) together and then watch the national fireworks display.</td>
</tr>
<tr>
<td>8</td>
<td>16:48</td>
<td>Student</td>
<td>(A) In Finland we have fireworks around midnight and we usually spend New Year's Eve with friends. Sparkling wine is common and we usually have a &quot;happy new year&quot; toast.</td>
</tr>
<tr>
<td>9</td>
<td>16:48</td>
<td>Student</td>
<td>(A) In Italy we eat lentils on New Year's Eve as it is supposed to make you rich over the next year, we also drink and celebrate with family.</td>
</tr>
<tr>
<td>10</td>
<td>16:48</td>
<td>Student</td>
<td>(A) In China, we rarely celebrate New Year and we only have 3 day off. However, we will celebrate for Chinese New Year, celebrating with family.</td>
</tr>
<tr>
<td>11</td>
<td>16:48</td>
<td>Student</td>
<td>(A) In Japan we watch 紅白歌合戦 on TV at 31st of December.</td>
</tr>
<tr>
<td>12</td>
<td>16:48</td>
<td>Student</td>
<td>(A) In France we usually party with friends and/or family, drink champagne, do the count down and there is also fireworks.</td>
</tr>
<tr>
<td>13</td>
<td>16:48</td>
<td>Student</td>
<td>(A) I'm Japanese but since my family has lived in many places, we've just settled for not doing much in New Year.</td>
</tr>
<tr>
<td>14</td>
<td>16:50</td>
<td>Student</td>
<td>(A) In Russia, fireworks are so important during the New Year night, that they are usually associated with this fest particularly. While preparing the food for the dinner we watch some &quot;traditional&quot; Russian movies about the New Year.</td>
</tr>
<tr>
<td>15</td>
<td>16:50</td>
<td>Student</td>
<td>(A) In Macau, we will go count down, but it is not a main festival for us. The main one is Chinese New Year, sits in February, and we will have reunion lunch or dinner and receiving red pockets.</td>
</tr>
<tr>
<td>16</td>
<td>16:50</td>
<td>Teacher</td>
<td>(Related to No.11) 紅白歌合戦 (こうはくうたがっせん) <a href="https://en.wikipedia.org/wiki/K%C5%8Daku_Uta_Gassen">https://en.wikipedia.org/wiki/K%C5%8Daku_Uta_Gassen</a></td>
</tr>
<tr>
<td>17</td>
<td>16:52</td>
<td>Student</td>
<td>(A) In Taiwan we eat dinner with family and play fireworks in 12/31. And we go to temple in 1/1. But we celebrate the lunar calendar.</td>
</tr>
<tr>
<td>18</td>
<td>16:52</td>
<td>Student</td>
<td>(Q to No.15) @Student13: what are those red pockets?</td>
</tr>
<tr>
<td>19</td>
<td>16:52</td>
<td>Teacher</td>
<td>(Related to No.5) 年越しは（としこしは）<a href="https://en.wikipedia.org/wiki/Toshikoshi_Soba">https://en.wikipedia.org/wiki/Toshikoshi_Soba</a></td>
</tr>
<tr>
<td>20</td>
<td>16:52</td>
<td>Student</td>
<td>(A) During Chinese New Year, family gather together and have dinner, watch TV, after 12 o'clock of new year's eve, older generation will give out red pockets. 1/1/18 16:52</td>
</tr>
<tr>
<td>21</td>
<td>16:52</td>
<td>Student</td>
<td>(A to No.20) Red pockets are like 年越しそば in Japan.</td>
</tr>
<tr>
<td>22</td>
<td>16:52</td>
<td>Student</td>
<td>(Related to No.21) Red packet's photo</td>
</tr>
<tr>
<td>23</td>
<td>16:53</td>
<td>Student</td>
<td>(A) Buy fireworks and use them in 31.12 after klo 18.00. Burn candles, ULKOTULI</td>
</tr>
<tr>
<td>24</td>
<td>16:54</td>
<td>Student</td>
<td>(A to No. 21) I see! Thanks.</td>
</tr>
<tr>
<td>25</td>
<td>16:54</td>
<td>Student</td>
<td>ULKOTULI's photo (related to No.23)</td>
</tr>
<tr>
<td>26</td>
<td>16:56</td>
<td>Teacher</td>
<td>(Related to No.12) お年玉（おとしだま）</td>
</tr>
</tbody>
</table>

(Question (A):answer  

Figure 3. InCircle posts (left) and Blogger comments (right)  

At the end of the phase, they were asked to answer the five-point-scale-questionnaire as shown in Table IV. Q1 and Q3 were created based on the technology acceptance model proposed by [12]. Q2 was created to examine the fun factor of our system. Q4 and Q5 were created to examine its contribution to the class objectives. Q6 and Q7 were created for examining the user acceptance of its interface and the whole system.  

<table>
<thead>
<tr>
<th>Questions</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q.1 Was it easy for you to use InCircle?</td>
<td>4.4</td>
<td>0.86</td>
</tr>
<tr>
<td>Q.2 Was it fun for you to use the system?</td>
<td>3.9</td>
<td>0.89</td>
</tr>
<tr>
<td>Q.3 Was it helpful as a means of communication with your classmates and teacher?</td>
<td>3.7</td>
<td>1.19</td>
</tr>
<tr>
<td>Q.4 Was it helpful for understanding Japanese culture and other cultures?</td>
<td>4.3</td>
<td>0.90</td>
</tr>
<tr>
<td>Q.5 Was it helpful for your target language learning?</td>
<td>3.2</td>
<td>0.94</td>
</tr>
<tr>
<td>Q.6 Please rate its interface</td>
<td>3.8</td>
<td>0.60</td>
</tr>
<tr>
<td>Q.7 Please rate the whole system</td>
<td>3.7</td>
<td>0.80</td>
</tr>
</tbody>
</table>
The highest score, 4.4 was given when they were asked about the usability of the system (Q1). As some students felt it was like other existing apps (as in comments #2, 9 and 13 in Table 5), most students had already used other similar apps, which lead to the high score of the usability of InCircle. The lowest score, 3.2 was given when they were asked if it was helpful for their target language learning (Q5). Since it was a basic rule in 'International Exchange Subjects' to run the class in English, the language in InCircle was mostly English. Therefore, it was helpful for English language learners (6 students), but it was not so helpful for Japanese language learners (15 students). Since the improvement of their target language skills is one of the class objectives, it is our next work to consider how our system can be utilized for the language learning including its contents. The average scores of its fun factor (Q2), its interface (Q6) and the whole system (Q7) were 3.9, 3.8 and 3.7, which we consider them passable enough so that no urgent refinement is necessary.

Figure 4 shows the result of the question: which one was the easier to handle, InCircle or Blogger site? two thirds (14 out of 21) of the students felt InCircle was easier to handle. This implies that the majority felt that the Blogger site was more complicated to write comments in than InCircle. It was in line with the high score of Table 4 Q1.

**D. Discussion**

Our research questions were (1) Can InCircle contribute to the enhancement of the students’ mutual cross-cultural understanding? (2) Can InCircle contribute to the enhancement of interaction among the students? As for (1), it can be said safely that our system contributed to enhancement of mutual cross-cultural understanding because of the fact that the average point of Q.4 (Was it helpful for understanding Japanese culture and other cultures?) was as high as 4.3. In traditional teacher-centered lecture style class, it is difficult for the students to learn from other students. For instance, they could learn how to celebrate New Year in other countries by using InCircle. As for (ii), even though the average point of Q.3 (Was it helpful as a means of communication with your classmates and teacher?) was 3.7, not as high as expected, more students used InCircle than Blogger comment column and the number of postings via InCircle outnumbered Blogger comments (Table 1). Therefore, it can safely be said that our system contributed to enhancement of interaction among the students. Since other SNS tools, such as Facebook, LINE, twitter have some weaknesses as a communication tool for classroom use as mentioned earlier, InCircle is expected to be an effective communication tool in student-centered collaborative learning class.

Table 5 shows the participants' free comments on InCircle.

<table>
<thead>
<tr>
<th>No.</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>so so</td>
</tr>
<tr>
<td>#2</td>
<td>it's good</td>
</tr>
<tr>
<td>#3</td>
<td>Quite similar to any chat system I experienced before...</td>
</tr>
<tr>
<td>#4</td>
<td>It's a good system and easy to use.</td>
</tr>
<tr>
<td>#5</td>
<td>It seems like a neat tool with a clean interface and without much bloat.</td>
</tr>
<tr>
<td>#6</td>
<td>Good for communication</td>
</tr>
<tr>
<td>#7</td>
<td>I like how easy it is to access.</td>
</tr>
<tr>
<td>#8</td>
<td>I would use it as part of class</td>
</tr>
<tr>
<td>#9</td>
<td>Pretty good but similar to other platforms</td>
</tr>
<tr>
<td>#10</td>
<td>Just normal chatting Website</td>
</tr>
<tr>
<td>#11</td>
<td>It could get a little disorganized with so many people in the class.</td>
</tr>
<tr>
<td>#12</td>
<td>Good Experience</td>
</tr>
<tr>
<td>#13</td>
<td>I think it is like the application, &quot;LINE&quot; or &quot;Skype&quot;.</td>
</tr>
<tr>
<td>#14</td>
<td>It was refreshing and fun! New style!</td>
</tr>
<tr>
<td>#15</td>
<td>I'm not sure how exactly I would benefit from using the site. It is nice and all, but we did not use it that much in class so that I would have gotten a clear understanding in what kind of situations it would be helpful. Connecting with teacher is for me done by email or in person, and classmates you would use whatever social media app is popular atm, email or in person.</td>
</tr>
<tr>
<td>#16</td>
<td>There is, in my opinion, no need to use it. It provides you with an easy opportunity to communicate with class members and the teacher but there is no need for communication. This class is about computers in language learning, and in my opinion sharing with others is not the primary way of achieving that. Therefore, I am just not interested in using these kind of programs.</td>
</tr>
<tr>
<td>#17</td>
<td>Very useful!</td>
</tr>
</tbody>
</table>

There are two clearly negative comments: #15 and #16 which seem non-negligible. The result of the learning style questionnaire which was conducted at the beginning of the semester, showed their preference of "learning alone" to "learning in a group". There might be a possibility that their negative attitude toward group learning reflected their negative comments on InCircle. This is not directly connected with the effectiveness of the system itself, but how to deal with those students who prefer "learning alone" is an important issue to cope with for an implementation of a successful collaborative learning.

**IV. CONCLUSIONS AND FUTURE WORKS**

In this study, we describe facilitating interaction among students using InCircle. When compared with Blogger comment column, InCircle showed its superiority in many
aspects as described in Discussion section. The questionnaire results showed that the students were satisfied with its usability. Our hypotheses (research questions (1) and (2)) were proved to be correct. However, it was found out that our system was not supportive for their target language learning. Since it is one of the two objectives of the target class, it is necessary to consider how to introduce InCircle from the pedagogical viewpoint in order to support their language learning. It is among our future works to find out some solutions to improve the skills of their target languages via InCircle. In addition, even though it does not concern our system itself, there are some students who are not keen on collaborative learning. How to get those students involved in collaborative learning is another issue to tackle in the future.
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Abstract—In 2004, the US Department of Veterans Affairs (VA) was confronted with the creation of an enterprise application based upon multiple triage systems supplied by vendors who had dramatically different levels of experience with system integration or with the Health Level 7 International Standard (HL7). One objective of the Home Telehealth application was to leverage the capabilities of the existing VA Electronic Medical Record (EMR) system and medical software wherever possible. To accomplish this objective, a strong integration approach was required. The selected approach was the development of a reference engine that could be used to validate the communication between existing VA medical applications and the newly procured triage systems. This paper describes the validation approach used to evaluate a procured system’s readiness to operate in the collaborative environment of VA’s enterprise medical record system of over 200 distinct independent systems. The paper represents the opinion of the authors and is not a statement of any official position of the VA.
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I. INTRODUCTION

The introduction of new components into an existing mature distributed environment is a complex problem. The objective is that the new component performs its task reliably and without adverse impact on the distributed environment. To achieve this result there must be a thorough system validation prior to placing the system in production. It is generally acknowledged that key to a well-behaving system is adherence to a System Development Life Cycle (SDLC) model; that the creation of a well-formed requirements document set, a well-formed testing plan, and the development of a testing laboratory. The requirements document must be complete and accurate; however, all documentation is stale the minute it is published. The documentation can be validated by a test the existing systems; this validation is beyond the subject of this paper. The validation plan for the new components should cover all the transactions with cases that include normal expected valid messages and exceptional conditions, such as those that create retransmissions and those that indicate an error. The testing must include the building and processing of messages, the movement of message, and the building and processing of transactions; that is, the testing sequences must cover both normal sequences (error free) and exceptional sequences (error indications). With the testing of both valid processing sequences and the handling of exceptional conditions, there is a confidence that the existing environment will not be impacted by the introduction of a new or updated component. This paper addresses the validation testing of an addition of a new telehealth component to an existing mature distributed medical distributed system. The validation of the new system’s compliance with security requirements is a separate subject.

Section II of this paper introduces the major systems involved in the home care and the interaction between the systems. Section III describes the process used to validate that a procured system is ready to support patient care. Section IV discusses the acceptance testing challenges for the procured system. Section V lists the major documents used to support the integration. Section VI introduces the primary validation tool set. Section VII discusses the lessons learned and future tasks.

II. HOME BASED CARE

A. Background

The United States Department of Veterans Affairs (VA) [1] Home Telehealth program is clinically managed by the Office of Telehealth Services (OTS) [2]. The program is supported by the VA's Office of Information & Technology (OIT) [3] Home Telehealth Program Management Office. The program uses a telemedicine approach for the care of patients with a chronic illness such as diabetes, congestive heart failure or chronic obstructive pulmonary disease. Care is also provided for patients suffering from post-traumatic stress disorder. A patient’s current medical condition is collected using Interactive Voice Response (IVR) scripts, a specialized home device, and/or an intelligent mobile device. The collected information is sent to a triage system in a VA data center. The triage system analyzes the submissions from each patient and creates a prioritized list for the care nurses; that is, the triage system orders the nurse’s medical care. The nurse uses the clinical desktop (Graphical User Interface/GUI) to monitor the patient condition and direct patient care for a panel of over one hundred patients.

B. VA Health Care

The Veterans Health Administration (VHA) is America’s largest integrated health care system, providing care at 1,243
health care facilities, including 170 medical centers and 1,063 outpatient sites of care of varying complexity serving 9 million enrolled Veterans each year. VHA has an integrated health system based upon a distributed Electronic Medical Record (EMR) system that allows clinical personnel to access all patient data that has been collected at any VHA medical facility in the US and abroad. Each of the medical centers hosts an instance of the medical record system. The core component of the health system is the Veterans Health Information Systems and Technology Architecture (VistA) [4]; the clinical desktop for a VistA system is Computerized Patient Record System (CPRS). A patient’s data can be presented as an aggregation independent of the original visit location. The VHA’s approach to patient care is based upon the ability to access a patient’s complete medical record from any VHA location.

C. The Home Telehealth Triage System

The core component for the care of a patient in the home is a triage system supplied as a Commercial off the Shelf (COTS) system with the required modifications to meet the interface to VHA systems. The COTS portion addresses the telemedicine componentry:

1. the devices used by the patient to collect their current medical state,
2. the system that performs the triage function to rank the patient needs, and
3. the transmission components that transfer the collected data to the triage system.

The development of the interface to the existing VHA systems is a task for the supplier; it would be very uncommon for a supplier’s system to support HL7.

The VA supplies the necessary documentation defining the HL7 encoding specifics and all the transactions used to allow the integration of the supplied triage system with the VistA environment. All communication with VA systems is based upon HL7 messaging as defined in the HL7 2.4 standard with the specific definition of each HL7 message field as would be required for any usage of a standard.

The distributed environment is an autonomous environment where systems perform an automatic recovery from exceptional conditions. This expectation is a normal requirement for systems have an associated urgency, such as a medical care system. The movement of each message includes confirmation of receipt within an appropriate period; if the receipt confirmation is not received, the message is retransmitted automatically. A transaction is normally moved in a single message; however, some transactions require multiple messages. The processing of a transaction generates a completion status message; that is, the transaction was, or was not, processed successfully. Once again, if the completion message is not received within an appropriate period, the transaction will be retransmitted. The consequence of these processing rules is that the overall system can operate autonomously with no manual intervention; manual intervention has a tendency to introduce undesired delay and unexpected problems. A consequence of autonomous operation is that a violation may create havoc. A misdirected message may cause indefinite retransmissions or an output queue stall; for example, a misdirected receipt confirmation would confuse the receiving system while causing the proper system to not empty its output queue causing a stall. A system that does not retransmit a message due to a missing receipt confirmation will also experience an output queue stall.

D. VistA Integration

The telehealth component of the program is based upon a strong binding between the triage system and the devices used by the patient; that is, the triage system provider supplies the devices used by the patient and the analysis engine (the triage system itself). VHA procure new triage systems periodically so that the latest technology is available. With each new award the program is confronted with the integration of multiple triage systems developed by suppliers with a varied amount of integration experience or HL7 experience. Each triage system supplier also wishes to keep abreast of technology and clinical desires by providing new capabilities. Depending upon the complexity of an upgrade, a new system validation may be required for such technology upgrades. The clinical team may require a new set of data be sent from a triage system to the VHA EMR; that is, the clinical team may require a change in the VHA EMR environment interface. The upgrade would also require a new validation of the triage system along with an update of the documentation.

The objective of the triage system integration with the VHA EMR is to leverage the capabilities of the existing VHA EMR and medical software wherever possible. The care providers (doctors and other clinicians) should not be required to access the clinical desktop of the triage system.

The objective of the Home Telehealth VistA Integration project is the integration of the Home Telehealth triage systems into the VHA distributed processing environment. This is a real time sharing of data between an individual triage system and the VHA EMR systems. This approach starts with the establishment of a patient record in the triage system using VHA identifiers and the synchronization of the patient identity using the VHA identity management system. With a consistent identity, the triage system can send patient data collected at the home to VHA systems in a computable form so that the data can be used in standard VHA patient care analysis packages. The triage system presents the collected information to VHA systems such that the information has the look and feel of data collected by any other VHA medical facility. The data is then available to all VHA medical personnel and all the VHA medical outcomes analysis processing engines without requiring access to the triage system itself. The end result of the integration requirement is the home care component of the patient’s medical program is not an isolated data island, but is a system integrated into the VHA’s approach to patient care.

III. VALIDATION STRATEGY

The fundamental elements of the SDLC approach is based upon
1. the development of a document [7] that defines all the transactions used by the Home Telehealth program,
2. a reference engine that implements all the transactions and processing rules defined by the document, and
3. a validation test plan.

The document supplements the HL7 and CCOW standards with the specific VHA encoding definitions and processing rules.

The reference engine emulates a triage system to existing VHA systems to validate the transactions and encoding definitions. The reference engine also emulates VHA systems to a triage system to validate the conformance and operation of the triage system's HL7 engine and transaction processing. This use of a single reference engine presents a reliable base for the evaluation of the triage system integration into the mature VHA distributed processing environment.

The triage system validation is performed in three phases. The first two phases are directed by a set of functional validation objectives in two different testing laboratories. The third phase is a slow start deployment of patient care to minimize risk. The focus of this document is the first phase of the validation.

The first phase is performed in an External Integration Test Laboratory (EITL). The EITL contains a full emulated environment of the VHA systems and software that would peer with a triage system. The EITL is accessible via the Internet allowing the System Under Test (SUT) to be in its own laboratory. The experience gained since the program’s inception in 2005 is that successful real time processing (autonomous processing) of transactions requires reliable, predictable and consistent performance of the HL7 engine and transaction processor in the triage system. These required characteristics are achieved by the proper handling of exceptional conditions that occur during transmission and other events that occur during normal system operation. The objective of the EITL laboratory testing is to verify that an SUT is capable of the real time processing requirements required for VistA Integration in the presence of anomalous conditions.

The second phase is performed in the VHA Integration Test Laboratory (ITL). The ITL contains a full environment of the VHA systems and software that would peer with a triage system in production. In the ITL, an SUT is evaluated while supporting test patients. VHA clinicians evaluate the SUT clinical desktop; VHA IT staff evaluates system logs for proper system performance. Anomalous conditions are not generated in the ITL unless there is a defective application.

The third phase is a limited national release (controlled release) of a production version using a slow start approach. The production system is first brought into use at a single VHA facility for Home Telehealth patient care for a five-week evaluation period. A second and the third facility are added to the environment at weeks three and four as the testing progresses. The operation is evaluated at the end of each week. At the end of evaluation period, national use is authorized for all 170+ VHA major medical facilities and their subsidiary treatment centers.

IV. ACCEPTANCE TESTING CHALLENGES

A. Program Start Up Consequences

The program started in 2004 as a set of pilot programs and the national program started. The program approach was based upon the procurement of a set of triage systems from suppliers experienced in providing remote home health care, but little experience with HL7; thus, the initial stand up did not include VistA Integration. Patient identity and demographics information was manually entered into the triage systems. The impact of the manual entry of the patient identity was keystroke errors and the copying of the wrong information from other system displays. Unreliable data entry creates a problem when a clinician wishes to correlate data in the triage system with data in the VHA EMR. Our research found that the error rate for manually entered patient information was 7%. The end result of the manual entry of patient identity in the triage system was the duplication of patient records and orphaned patient records in the triage system. The impact of the errors has haunted the program since its inception; the identification of orphan records is a difficult task.

B. Acceptance Testing Approach

It is well recognized that acceptance testing is required for a distributed processing environment. This testing is generally a duplication of the Software Quality Assurance (SQA) testing of software in the second phase of the SDLC model. VHA has a testing lab that mimics the operational (production) environment. It includes

1. multiple medical record systems instances (VistA),
2. an identity management system (Master Patient Index/MPI or Master Veteran Index/MVI),
3. a medical database system (Health Data Repository/HDR),
4. a patient census and survey repository system (Census and Survey/CNS),
5. a patient database, and
6. other various systems.

The focus of this lab (Integration Test Lab/ITL) is the SQA testing of VHA applications and the validation testing of procured systems. There is no capability to generate abnormal conditions since the ITL is a replication of the operational environment (“real world”). No system in the operational world intentionally generates exceptional conditions; no system creates conditions that require a recovery from an exceptional condition. It is this property that prevents an environment, such as the ITL the deep inspection for the validation of a new system and some system upgrades. Due to these limitations, the Home Telehealth program decided to create the EITL which is designed to generate anomalous conditions during a test.
C. VistA Integration Challenges

VistA Integration uses messages defined by Health Messaging Level 7 International Standard [5] (HL7) to communicate with VHA medical systems and HL7 Clinical Context Object Workgroup [6] (CCOW) defined application context control to integrate the triage system clinical desktop with the standard VHA desktop applications. VHA has an extremely mature HL7 environment. The first challenge of the integration is the verification that a triage system has an HL7 engine implementation that would allow the integration. The emulator was developed to perform the verification. The second challenge is the implementation of a CCOW environment for the triage system clinical desktop. The solution of these two challenges allowed the program to start the piloting of VistA Integration.

D. Data Collection Challenges

The triage system receives data from multiple sources within the home. The use of this data requires that the triage system maintains an appropriate data quality inspection identifying a questionable submission. The triage computation is based on an accurate collection from the home. The data sent by the triage system to the VA databases must be an accurate representation of the patient state. The triage systems are time synchronized with the VHA systems and all end devices are synchronized with time servers either directly or via the triage system. However, some of the devices can be used in a disconnected mode with internal power and a manual configuration. The user might have to initialize the end device. The disconnected operation of end devices allows for the device to lose time synchronization with the triage system. The device itself might fail and present an incorrect reading. The patient might make a transcription error when the reading the value for a manual entry. Entries with an error are sent to VA databases with an indication of “entered in error”; thus, the entry will be tracked, but not used.

E. Autonomous Processing Challenges

The system concept is that the triage systems operate autonomously. The guiding tenet for any system must be based upon Jon Postel’s guidance “an implementation must be conservative in its sending behavior, and liberal in its receiving behavior.” Every system must focus on the generation of correct and accurate messages; however, a system must be prepared for the messages received from the real world. The real world is imperfect and capable of corrupting transmissions in an unpredictable manner.

F. Validation Testing Approach

The Home Telehealth program is providing daily care to patients that are not in a medical facility. The objective of the program is to improve the medical condition of the patient or provide the necessary medical care that will address the patient’s current condition. It is most important that the readings are presented in a timely manner along with the triage analysis is available promptly. The system must be able to deal with an exceptional condition, such as a communication error, a message with questionable data, or processing that is delayed. All the exceptional conditions mentioned above have led the program to adopt a more exhaustive approach to the acceptance criteria of a triage system.

V. DOCUMENTATION

The guiding document for the integration of a procured triage system with the VHA EMR is the Home Telehealth HL7 Functions Overview [7]. The Home Telehealth VistA Integration Test Plan defines the individual tests. All documentation is available upon request.

VI. REFERENCE ENGINE

The development of the reference engine started in late 2004 when research indicated that there was no publicly available software package that would validate the processing of the transactions used to integrate an external system with the VHA processing environment. The testing tool must provide for the ability to tailor each HL7 message field for a thorough inspection of the message processing.

The VistA Integration forces the triage system to slave patient identity to the MPI and not allow changes from any other source including the triage system clinical desktop. There is the requirement to validate that the SUT will properly process an update of each component of an HL7 identity. The difficulty of the construction of the required tests to perform this task has the natural consequence of ignoring the test. The reference engine was developed to perform such a task.

<table>
<thead>
<tr>
<th>Function</th>
<th>Source</th>
<th>Peer</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADT-A04</td>
<td>VistA</td>
<td>Triage</td>
<td>Create a new patient record and/or activate patient care</td>
</tr>
<tr>
<td>ADT-A03</td>
<td>VistA</td>
<td>Triage</td>
<td>Inactivate patient care</td>
</tr>
<tr>
<td>QBP-Q22</td>
<td>Triage</td>
<td>MPI</td>
<td>Register with the MPI</td>
</tr>
<tr>
<td>ADT-A24</td>
<td>Triage</td>
<td>MPI</td>
<td>Patient record update</td>
</tr>
<tr>
<td>ADT-A31</td>
<td>Triage</td>
<td>MPI</td>
<td>Progress Note</td>
</tr>
<tr>
<td>MDM-T02</td>
<td>Triage</td>
<td>VistA</td>
<td>Patient Survey Response</td>
</tr>
<tr>
<td>MDM-T02</td>
<td>Triage</td>
<td>Census</td>
<td>Triage System Census</td>
</tr>
<tr>
<td>ORU-R01</td>
<td>Triage</td>
<td>HDR</td>
<td>Patient Vitals Submission</td>
</tr>
</tbody>
</table>

The reference engine (commonly call the emulator) includes the ability to perform as either a single triage system (triage system emulator) or a set of systems that exist the distributed medical system (VistA, MPI, HDR, Census and Survey systems emulator). This approach guarantees that the reference engine is a system using the same operational rules for the communication with every system that exists in the distributed processing environment while allowing it to perform inspections of diverse components of the environment.

The transaction set used in the Home Telehealth program are listed in Table 1. The HL7 column lists the HL7 message used for the transaction. The Function column describes the purpose of the transaction. The Source column
indicates which system of the distributed processing environment would generate the transaction. A triage system emulator would be used to validate the processing rules described in the program documentation or participate in the testing of a new application or capability; Section VI.A describes the operation and objectives of a triage system emulator. A medical system emulator would be used to validate the processing by a triage system or generation of transactions by the triage system; Section VI.B describes the processing and objectives of a medical system emulator.

A. Triage System Emulation

The triage system emulator was used to validate that the Home Telehealth HL7 Functions Overview did indeed reflect the operation rules for the VHA systems. The development was started in late 2004 and the initial validation of the program documentation was completed in early 2005. The capability of the reference engine to generate any transaction with all appropriate HL7 message movement proved to be extremely useful and supplied a unique tool for development teams. This capability was first used in the spring of 2005 to aid the development of the VistA component that receives patient progress notes from external systems.

![Figure 1: Reference Engine GUI (Triage System Application)](image)

Figure 1 shows the GUI (desktop) for the triage system emulator. The figure shows the current GUI as of 2018; there have been many revisions since the emulator was used in 2005. At the bottom are six rows of widgets used to select configuration items and transactions to be generated. The triage system facility number is shown in the first row. The second row identifies the peer system to receive a transaction generated by the emulator. The third and fourth rows identify the patient or patients that are in a transaction. The bottom two rows are used to select an asynchronous transaction to be sent to the peer system (see Table 1). The GUI is common for both emulation modes and buttons that are not applicable in the current mode are disabled. A button from the bottom two lines is used to select the HL7 message to be sent. Some exception conditions can be injected by use of the Error Generation menu item at the top of the GUI.

The triage system emulator processes all transactions autonomously as would a real triage system. The following paragraph describes the processing of a patient activation by a triage system.

The ADT-A04 transaction establishes a new patient to be serviced or activates an existing patient for service. The transaction is sent by a VistA system to a triage system. The triage system must register with the MPI. A successful registration would allow the activation to be successfully completed by the triage system. The processing rules include the following three items.

1. The processing of the transaction must not cause a data conflict in the triage system database.
2. The MPI can identify the patient; that is, the registration is successful.
3. All components of the patient identity are consistent with the MPI.

This transaction is used as an example due to its complexity and the global impact of a violation. If the rules are not followed, multiple peer applications will not be able to process transactions from the triage system. There are three unique identifiers used in the VHA medical record: a VA national identifier, a US government national identifier, and a medical center identifier. Every medical record must contain the same set of identifiers for patient identification. The Home Telehealth program uses the VA national identifier for patient identification. It sends transactions to other applications that use one of the other two identifiers. With the successful processing of the activation message, the triage emulator will be able to process received transactions.

B. Medical Record System Emulation

The original objective that started the development of the reference engine was the necessity to validate that a procured triage system did, indeed, meet the requirements. From the beginning it was obvious that the only approach was a “black box” approach; that is, it would not be possible to instrument the SUT. The validation engine started out in 2005 with the generation of correct data in all transactions sent to the SUT and the ability to force retransmissions.

The 2005, a validation required that each test was controlled using the widgets. The validation started in May of 2005. The National Rollout of the first validated triage system started in August of 2005. During the first three years of the program rollout, conditions were encountered that led to the consideration the development of an automated test generation and scoring component; time and resources always postponed the work. Most of the conditions are discussed in the earlier sections of this paper. For a system to be reliably capable of error recovery, a test tool must exist that can create the exceptional conditions on command. Every few years new triage systems were procured. With each procurement the test coverage was expanded. With the improvements and correction were made over the years, the validation was strengthened. There was one glaring problem; the testing was a manual effort. Each test was built through the GUI. The scoring of the test generally required a manual examination of the system log file. The process was very tedious. At the same time, while the improvements did uncover latent problems, the most vexing problems remained as troublesome issues in...
production. The problems were of a very low occurrence in the production world and did not apparently cause patient care issues; thus, the problems remained a discussion item in weekly conferences and buried by larger issues. The problems seemed to indicate that the autonomous processing was flawed in selected systems. A possible explanation over the years was improper recovery or improper processing sequences.

For a system to be reliably autonomous, a test tool must exist that can generate the conditions that force a system to choose a transaction sequence order; the sequence should comply with the Atomicity, Consistency, Isolation, and Durability (ACID) database principles. The use of more extensive testing required a major enhancement to the emulator. In 2014, a major enhancement to the validation component of engine was finely started. The enhancement was the addition of scripting component that would allow more complex tests to be generated with a minimal effort and the automatic scoring of tests results. Before the development of the scripting component, the validation was performed using 140 distinct tests. Each test had distinct sequence of manual operations performed by the test conductor on the emulator GUI. Due to time constraints, a successful validation required two to three months; if any issues were uncovered, the validation period increased. In late summer of 2014, the first usable component of the scripting was completed and used for an ongoing validation. The addition was based upon the use of a publish and subscribe component in the core of the emulator. This component was always intended to instrument a system based upon the core software but had not been used in the emulator. The addition of a component that subscribed to change in the processing state of the engine allowed for the monitoring of messaging flow; the scripts supply the expected state using a finite state machine approach and expected conditions. The result was the ability to generate a transaction sequence with scoring.

The enhanced emulator immediately detected that the current SUT had ACID violations. The SUT had been in service since 2005 and had just undergone a major revision requiring a re-validation. Over the years, it experienced some strange problems that defied resolution or reproduction. The system was finally identified a fatally flawed. The development of the scripting was completed in early 2015. The impact of using scripting was dramatic. The scripts for the almost 1,000 distinct tests were developed in a month. The tests are bundled into test sets. The test conductor starts a test set. The test set identifies the preconditions for the testing. After the preconditions are established, the tests run autonomously. As each test completes, an error conditions generates an email to the triage system administrator. Four new triage systems were validated in 2017 in a 6-month period.

VII. CONCLUSION

System validation in a distributed environment is a difficult and tedious task. System components are developed in isolation. The tools to build software components do not have the capability to reproduce the distributed environment; the testing focus is generally on the user interface (GUI) with a limited capability to simulate the communication with a remote system. Many test cases just cannot be covered; many test cases cannot be defined.

The development of the Home Telehealth emulator enabled the validation phase of the program SDLC to approach a realistic evaluation of the readiness of a system’s capability to support patient care in the VA medical network. The major enhancement of the testing scripting in 2014/15 allowed the actual validation of proper processing in the presence of exceptional conditions. Unfortunately, the avoidance of the developing the necessary software is realistic; the Home Telehealth emulator is over 1,000,000 lines of Java code (over 450 Java classes).

The most dramatic impact on the validation was the release of the validation tool to the triage suppliers. Until the suppliers installed an instance of the testing tool in their lab, their testing was impacted by scheduling. Each supplier had to have a dedicated testing slot with publicly available validation engine in the EITL. The observations derived from each validation of updated or new components are not unique to the medical world. All distributed processing environments would benefit from a concerted effort to develop or acquire the necessary tools to perform a comprehensive evaluation of additions before the addition is joined to the environment.

A new validation round is currently scheduled for the 2019/20 period with the acquisition of a new set of triage systems providing the latest technology. During the intervening period the validation test set will be enhanced to cover more problems that have vexed the program over the years. VHA is also planning to add the use of the HL7 standard Fast Healthcare Interoperability Resources (FHIR) to the EMR. This effort will start a new major update to the Home Telehealth emulator. The initial research for the emulator’s support for FHIR should start in the summer of 2018.
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Abstract — Mobile device adoption has increased dramatically within the last decade. In addition to smartphones, wearables and various sensors are among the most utilized devices. At the same time, the multiplicity of devices increases, the number of platforms to consider when developing applications increases as well. It is therefore desirable to be able to generically develop applications and deploy them to all relevant target platforms. A typical approach is given by frameworks, which generate platform specific code. In this article, we examine the suitability of these frameworks. Central questions are access to native system functions, sensors of devices and support for upcoming platform developments. To evaluate the frameworks, we defined a reference application and implemented tests for different mobile devices and platforms. A final framework comparison reveals opportunities and limitations. This, in turn, serves as a foundation for future work on improvements of promising approaches.
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I. INTRODUCTION

Mobile devices have become an important platform for today’s software applications. Especially, the utilization of smartphones increased rapidly within the last couple of years [1], [2]. Since smartphones are often utilized to consume or orchestrate services, this process includes a vast range of applications; they also connect to other domains such as the Internet of Things (IoT) and utilize smart cloud-based services.

The introduction of smartphones rapidly increased the need and development of mobile software. The development of mobile software applications is a special case of software engineering. Mobile applications are often also referred to as apps, which implies that the application is intended to be used on a smartphone or wearable device [3]. Thus, development must cope with specific aspects such as: short application lifecycles, limited device capabilities, mobility of users and devices, availability of network infrastructure as well as security and privacy issues [4]. While developers are enacted to create and distribute applications in a large scale, they also have to deal with these inherent limitations of mobile devices (i.e. battery life or small displays). Furthermore, it is necessary to address different operating systems (especially for smartphones, and, to a limited extent, for feature phones as well). Since the market for smartphones has consolidated recently, some operating systems (i.e. Windows Phone, BlackberryOS and other OS hold a market share of 0.2%) vanished again. Still, to address the smartphone market, applications for both, Android (market share: 85%) and iOS (market share: 14.7%) need to be provided. In addition, Android is split into different versions, manufacturers and various system customizations. Currently, the most widely used Android version is Nougat (7.0 and 7.1 with 28.5%), while little use is made of the newest Version Oreo (8.0 and 8.1; with 1.1%) [5].

To reach as many users as possible, all major platforms and versions need to be supported [4], [6]. This introduces the need to either develop platform specific or platform agnostic applications. Platform specific implementations (native apps) require as many application implementations as platforms are intended to be addressed. Therefore, this approach generates correspondingly high development expenditures without additional added value. On the other hand, with a more generic approach, a single application or some core components could serve as the basis for multiple platforms. Besides reduced developments efforts, a generic approach also strengthens reuse of code and components.

Currently, generic approaches can be further subdivided into Web and hybrid applications (see Fig. 1). Web applications can be used virtually under any platform, as a Web browser is preinstalled on almost all devices. The most salient advantage is application portability, which basically comes at no cost. Web apps are typically optimized by means of Hyper Text Markup Language (HTML5), Cascading Style Sheet (CSS) and JavaScript [7]. Numerous frameworks (such as Angular, Bootstrap, React or Vue) provide additional functionality on top of Web standard technologies and help to speed up development of Web apps. Major disadvantages of Web applications are that they do not possess platform specific look and feel and often are restricted in functionality – especially access to system functions and device sensors. Furthermore, they must be interpreted and suffer performance losses compared to native applications [8].

Hybrid applications are built on frameworks such as Apache Cordova or Adobe PhoneGap. Often they rely on Web technologies also, and enact access to native device functions and sensors [4]. Hybrid apps utilize a specialized browser to present the user interface (UI). This results in a presentation layer which is identical or very near to widgets used in native apps. While hybrid apps overcome some
issues of Web apps (such as access to system functions and sensors), they still experience a loss of performance compared to native applications. However, it is notable that performance of hybrid apps has improved a lot with latest developments [4], [7]. Comparing the short development lifecycles of devices and operating systems on the one hand to that of hybrid app frameworks on the other, it is noticeable that the latest developments are implemented with delays by the frameworks. As a result, access to new functionalities can be gained earlier when development is based on native apps.

Figure 1. Mobile App Technology Stack

Issues of supported functionality, performance and the generic question of maintenance of cross-platform applications lead us to the evaluation of multiple cross-platform frameworks. The remainder of this article is structured as follows: Section 2 provides an overview of current mobile app development. In Section 3, a reference architecture is presented and three framework-based implementations of this architecture are discussed. The reference implementations are being evaluated in Section 4. Finally, Section 5 provides our conclusion and outlook on future work.

II. RELATED WORK

A. Cross-Platform Development

As stated above, there are several approaches for cross-platform development. This type of development is subject to typical challenges of ubiquitous computing. In addition, further challenges are typical to cross-platform development [4], [9], the most important being associated with:

1. UI
2. Limited Resources
3. Device Management
4. Application Maintenance

The design of UI is associated with questions of simplicity and intuitiveness. For mobile cross-platform development, this is extended by design guidelines defined by the different operating systems. It is further restricted because of different device capabilities (e.g., screen sizes and resolution) [10]. Limited resources is a typical issue in mobile software engineering; for cross-platform development the application size and resource consumption (especially power and memory management) is a typical issue [4], [11]. Since cross-platform development addresses a vast variety of devices, their management in terms of appropriate usage of hardware and sensors (i.e. cpu, memory, Bluetooth, or camera) becomes another typical challenge. Furthermore, different operating systems must be handled as well. Finally the application has to be maintained by following short lifecycles of devices, operating systems and frameworks [4], [10].

A lot of different methods that address cross-platform development can be observed in science and industry. Some are based on model-driven software engineering [12]. The advantage of model-driven methods is, that developers and users which are less familiar with specific programming paradigms are enabled to efficiently implement applications. As Object Management Group (OMG) standard, the Interaction Flow Modeling Language (IFML) offers model-based and platform-independent development of applications for different types of devices. Following the Model-Driven Architecture (MDA) it is based on a meta-model and it is built upon Web Modeling Language (WebML). A Web-based and an eclipse-based modeling environment is provided for IFML. Furthermore, extensions for Apache Cordova and PhoneGap are provided [12]. An open challenge is to keep the extensions up-to-date. Other solutions, such as WebView, utilize native code and combine it with Web technologies. Native components are used as containers to render Web pages that contain application logic and presentation layer definitions. Native components serve to access device-specific functions (i.e. push notifications or sensor data). Although WebView is a native application, it can internally use Web technologies without switching to a standard browser. WebView also supports CSS and JavaScript for custom interface development [8]. However, WebView does have two main drawbacks: 1) custom styling is necessary to gain a native look and 2) its performance is below average [13]. In summary, we observe three general approaches to cross-platform development:

1. Native Application
2. Transformation- or generator-based Application
3. Interpreted Application (Parser-based)

With native development, an application is developed for each specific device (and operating system). Benefits include the native look and feel, the ability to use all platform-specific features and a comparatively high performance of the app. The most prevalent disadvantage is high efforts for development and maintenance. The latter is a result of redundancy in code and support because each platform has to be served by a separate application [8], [9].

The use of generators employs a meta-implementation which is then transformed to specific platforms (e.g. as used in Cordova or Ionic). Similarly, model-driven development approaches (such as IFML) may use transformations to produce platform specific code. An advantage is that the application logic is platform agnostic [12]. Applications which are interpreted rely on some kind of parser. The parser interprets application code during runtime in order to create platform specific instructions. Fabrik19 utilizes an interpreted approach in its Mobility Suite (MOS) framework.

![Diagram of Mobile App Technology Stack]
B. Cross-Platform Frameworks

As discussed above, there are a lot of cross-platform frameworks like IFML, Cordova, Corona Software Development Kit (SDK), Appcelerator Titanium, TheAppBuilder, PhoneGap, Native Script, SenchaTouch, Framework7, Apache Weex, Flutter, Jasonette or Manifold – also see [6]. All of them utilize one or a combination of the three methods to create platform specific applications. In our comparison, we strive to evaluate the most frequently used and most progressively developed frameworks (see Fig. 2).

![Ionic vs. React vs. Xamarin](image)

**Ionic** offers a generator-based approach [15]. The framework is free to use and available as open source. Additionally, several services are available via pay on demand. The generator utilizes a Web application as input. Thus, development of cross-platform applications is based on Web technologies (JavaScript/TypeScript, HTML5 and CSS; see Fig. 3). Ionic also relies on Angular [15] in order to foster component based development and reuse of templates. Ionic officially supports Android, iOS and UWP [16]. Since Ionic is based on Web applications that are generated into platform specific applications through Apache Cordova, these source applications may also be executed in any Web browser. Native operating system functions and access to sensors is only available after generation of platform specific code. The utilization device specific functionalities often also rely on plugins that have to be declared as dependency [17].

![Ionic Architecture](image)

**Xamarin** is another framework to develop cross-platform apps for Android, iOS and Universal Windows Platform (UWP) [18]. Other platforms such as Linux are not supported and MacOS support was recently added with the launch of Xamarin.Mac.

Xamarin is based on .Net and utilizes C# as programming language. Xamarin is divided into two major parts: 1) Xamarin platform and 2) Xamarin.Forms. The Xamarin platform (Xamarin.Android, Xamarin.iOS) provides APIs to share code for application logic between all platforms. The UI is written individually for each platform. Xamarin.Forms allows to create additional platform-independent UI, which are mapped into native UI in a second step. The development environment is based on Visual Studio (or Xamarin Studio for macOS) [18].

**React Native** is a parser based open-source framework for building cross-platform applications [19]. It is based on React. Both frameworks are being developed by Facebook. React Native currently supports Android and iOS. However, with a little more effort, it is also possible to deploy to UWP. Since React is built on JavaScript, this holds true for React Native as well. React Native invokes Objective-C APIs to render to iOS components and Java Application Programming Interface (APIs) to render to Android components. This means that no code generation is utilized in React Native. Facebook promises that the performance of apps would be almost as good as that of native applications. Components for React Native may either be built as functional components or class components [19].

### III. Reference Architecture and Implementation

This paper follows the constructivist paradigm of design science [20]. Thus, insights will be retrieved by creating and evaluating artifacts in the form of models, reference architectures and, in our case, specific implementation alternatives and tests in a real environment. Following this line of thought, requirements will be imposed by the definition of a reference application architecture. The reference architecture is derived using common hypotheses, practitioner interviews and literature review. The reference architecture serves as requirements model for the implementation of different alternatives and tests in a real environment.

Thus, the reference application architecture is defined to compare most utilized frameworks against each other and to identify strengths and weaknesses. To enact a comprehensive comparison [6], [21], the application should access native system functionalities and provide a platform specific UI. In short, the frameworks should generate applications, which are close to native applications. Thus, we also evaluated against platform specific UI guidelines for Android and iOS [22]. We defined the following functional reference criteria:

1. Layout: Grid
2. Layout: Tab
3. Operating System Function: Access current time
4. Sensor Function: Access current position (GPS)
5. Sensor Function: Access the phone camera

In addition to functional criteria, it is also important to measure quality aspects, such as development efforts and application performance. Therefore, we analyzed two different types of layouts mentioned in the list above, that are often used in today’s apps – Mockups are depicted in Fig. 4.

Figure 4. Wireframes

A. Ionic

Layout – Grid: Ionic provides a typical Grid-View with the <ion-grid> component [16]. Furthermore, styling of the GridView can be set individually. Layout – Tab: Using Tabs in Ionic is easy as well, it may be just derived by use of the starter template (which provides this from scratch). Precise instructions may also be found in the documentation [16].

Access system time: This is derived by simple and built-in JavaScript function calls (e.g., date().getHours() is used to get the current hour). Access current position (GPS): To determine the position, the Cordova plug-in Geolocation has to be installed via npm. Then, it can be integrated in the project [16]. As shown Listing 1, the position can be retrieved, if the necessary sensors are available and permissions are given. Access to the camera: To use the camera, the Cordova plugin Camera is required and has to be integrated into the project [16].

Listing 1

```javascript
getThePosition(){
    this.geolocation.getCurrentPosition().
    then((resp) =>{
        this.longitude = resp.coords.longitude;
        this.latitude = resp.coords.latitude;
        this.altitude = resp.coords.altitude;
        this.speed = resp.coords.speed;
    }).catch((error) => {
        console.log("Error getting location", error);
    });
}
```

Debugging & testing: Ionic offers several methods to debug and test apps. If the application is not utilizing sensor information, a clean Web test can be driven (by Ionic serve). Web tests may be carried out as known for Web applications in general – such as debugging by means of the browser’s developer console (F12 shortcut) or employing Web driver test scripts. If sensor information is utilized the application has to be deployed to a platform specific device or an emulator. With Ionic this can be done by calling ionic cordova build android|ios to build the app and ionic cordova emulate android|ios to execute the app on an emulator. If a test device is being utilized instead of emulation (by calling ionic cordova run android|ios) the application may again be tested in a browser, e.g. using Google Chrome (chrome://inspect/#devices has to be called and the specific device has to be selected). In order to automate unit testing typical tooling as known for other JavaScript-based frameworks can be used. To test the reference implementation, we could simply employ the well-known frameworks Karma and Jasmin.

B. Xamarin

Layout – Grid: In Xamarin the layout differs, depending on the chosen platform. For Android GridView and for iOS uicollectionview has to be used [18]. Layout – Tab: In Xamarin tabs have to be set up manually. There is no standard template available to support this layout. Typically, a tabbed page will be used to reference other content integrated as tabs.

Access system time: To retrieve the system time, a ViewModel is created, and a DateTime attribute tracks the current time. For updates a PropertyChanged event is fired. The reference is made possible by the data binding. Access current position (GPS): The current position is determined by the plugin Xam.Plugin.GeoLocator [18] (installed via NuGet). Adjustments are needed to support Android. In addition, necessary privileges for querying the position must be granted. After configuration, the logic can be implemented. Attributes for longitude and latitude have to be mapped to determine the location (see Listing 2). Access to the camera: Camera access is realized with the plugin Xam.Plugin.Media [18]. It has to configured by means of xml. In important step is the definition of a resources folder to determine where to store captured pictures and videos. The camera itself can be called asynchronously (getTakePhotoAsyncCommand).

Listing 2

```csharp
public async System.Threading.Tasks.Task
getLocationAsync()
{
    var locator = CrossGeolocator.Current;
    locator.DesiredAccuracy = 50;
    if (locator.IsGeolocationAvailable &&
        locator.IsGeolocationEnabled) {
        var position = await
            locator.GetPositionAsync();
        this.Longitude = position.Longitude.ToString();
        this.Latitude = position.Latitude.ToString();
    }
}
```

Debugging & testing: Xamarin enables unit testing and debugging with Visual Studio. For Xamarin, Visual Studio basically offers the same mechanisms as known for any other
component which is developed within Visual Studio (such as break points and live debugging). Visual also offers support for asynchronous testing and mock object creation, e.g. if the Model View Viewmodel (MVVM) pattern is applied and view models invoke service operations asynchronously. Visual Studio also provides a well sophisticated profiler, which provides monitoring of memory utilization and object allocation. Finally, Xamarin also offers also a test cloud for UI-Tests – where automated testing for native and hybrid applications is done by employing the App-Center.

C. React Native

Layout – Grid: React Native does not provide a grid layout immediately. To resemble a grid-layout within the reference implementation, a ScrollView component was used and individual views had been adapted by means of CSS. Alternatively, third-party grid components could be utilized as well to resemble a grid layout. React Native Easy Grid and React Native Layout Grid are just two examples of these components, which may be installed via npm. Layout – Tab: React-Native Expo IDE can create a starter app which directly operates with tabs. Manual creation is not as easy as in Ionic but efforts are still considerably low.

Access system time: Is achieved by simple JavaScript calls. this.state[19] is needed for the databinding and new Date().getHours() retrieves the current hour. Access current position (GPS): The determination of the current position is already integrated in the React Native API [19]. The position is retrieved by calling navigator.geolocation.getCurrentPosition, further details can be seen in Listing 3. Access to the camera: Camera and access rights have to be configured and hasCameraPermission has to be set to zero. The componentWillMount method the permissions are checked and we the status is updated. The asynchronous method takePicture is utilized to check if the camera is available and if it was possible to take a picture.

Listing 3

```javascript
Navigator.geolocation.getCurrentPosition(
    (position) => {
        this.setState(
            {
                latitude: position.coords.latitude,
                longitude: position.coords.longitude,
                error: null,
            }
        );
    },
    (error) => this.setState({ error: error.message }),
    { enableHighAccuracy: true, timeout: 20000,
      maximumAge: 1000},
);  
```

Debugging & testing: React Native similarly offers multiple ways to debug and test apps. Debugging mode can be activated from a developer menu. This can be called by keyboard shortcuts or, if running on a test device, by shaking the smartphone. To debug the JavaScript code in Chrome, a remote debugging session can be created when select the smartphone. To debug the JavaScript code in Chrome, a keyboard shortcuts or, if running on a test device, by shaking the smartphone. This can be called via react-devtools. To set up unit testing for React Native it is recommended to utilize Jest and execute tests via node. For integration testing, several different options exist. Integration testing always relies on platform specific environments; thus those have to be set up first.

IV. Evaluation

The evaluation and comparison of different frameworks is based on our test app. We selected evaluation criteria based on the evaluation framework developed by Heitkötter et al. [23]. It covers different evaluation criteria, especially for infrastructure (including the lifecycle as well as the functionality and usability of the app) and app development (including testing, debugging and developing the app). We also extended or removed some criteria (e.g. scalability) to focus the following app properties:

1. Supported platforms
2. Supported development environment
3. Access to platform-specific functions
4. Application look and feel
5. Application portability
6. Simplicity of development
7. Application performance

It is important which platforms (Android, iOS, UWP, etc.) and to which extent these are supported by each framework. The next criterion discusses all possible development platforms and environments (Windows, MacOS and Linux). With the help of our test app we intend to analyze if platform-specific functions are available. Also, an evaluation of the UI is conducted to measure platform specific look and feel. Moreover, we want to unveil if the source code is reusable and if it can be integrated into other frameworks (portability). Also, the development efforts play a major role and will be evaluated within criterion 6. In order to assess and evaluate efforts and feasibility of the frameworks, we asked five experiences developers to implement our test application according the reference architecture. The following evaluation is also based on their feedback. Finally, we conducted an assessment of the application's performance. Therefore, the test app is used to measure: start time, used memory and execution speed of internal functionalities such as GPS polling. For this purpose, three test devices (Honor 9, Sony XZ1, Samsung Galaxy S7) were used. 100 test runs were conducted for each device to stabilize results.

A. Ionic

Configuring a system for Ionic and creating a first app only takes a few minutes. Regarding ramp up, the majority of our developers found that Ionic is the easiest framework to start with. It has to be mentioned, that it is necessary to ensure that all dependencies (to plug-ins) are installed according their declared version. This can be error prone, especially when Ionic is updated. In case of multiple app
development projects, conflicts may also arise between dependencies of different projects. Hence, previously deployed Ionic projects should be removed from the test device to prevent side effects during testing. As a prerequisite to start and develop Ionic applications only knowledge in the typical Web development stack (HTML, JavaScript and CSS) is required. TypeScript as an extension of JavaScript and thus is easy to learn if JavaScript is already known. TypeScript provides additional benefits compared to JavaScript (especially type safety) – some extension have been adopted into ECMAScript-6 (such as classes, inheritance or generics) [24].

In addition, Ionic reuses Angular, which makes it easier to keep the code clean, separate concerns and speed up development of the application itself. The project structure in Ionic is logically well structured according to Web component architecture. Since Ionic relies on Web technologies, the user is free to choose the development environment [16]. The use of Cordova is another advantage, especially because it enables access to system specific functionality and device sensors. Furthermore, Cordova improves re-use of application components, since a single code base can be utilized for all platforms. However, since Ionic is based on Web-technologies and packaged into native wrapper applications, the performance is behind native applications. Former evaluations also indicated that the performance is behind Xamarin and React Native, especially for larger applications [20].

B. Xamarin

Xamarin projects can be set up in Visual Studio. With the use of C#, Xamarin is the best choice for developers, who also work conventionally with C#. Another advantage is the native UI [18]. Users will not recognize any difference to native applications. Xamarin offers to share a single code base between platforms, to develop application logic. Platform specific extensions may be integrated with a subproject feature of Xamarin. As for all cross-platform frameworks, problems may arise with third-party plugins (installed via NuGet). We recognized several issues with outdated plug-ins. In general, our experience has shown that new device and operating features of mobile devices had been adopted very fast by Xamarin. Hence, in most cases it framework based services can be used instead of third-party plugins. Regarding testing and debugging applications, the developers stated, that Xamarin would be the most convenient framework to use. This may be the case because of extended possibilities instantly provided by Visual Studio.

C. React Native

React Native is easy to set up as well. React Native is built upon React, and is also based on JavaScript. Applications developed in React Native interpreted directly and the design appears near to native. Interesting features include a well-designed live debugging. With Expo, React Native offers an open source toolchain to simplify deployment on test devices. Although this may result in some benefits, we observed that the apps that are generated by the Expo are structured differently than those set up by the console. Additionally, these apps have different access to native functions. Another disadvantage compared to the other frameworks is interface development. React utilizes a lot of specific HTML-Tags which we recognized as somewhat difficult to use and configure. This makes it more difficult to get started than with other frameworks, even if experience in Web technologies is preexistent.

D. Comparative Evaluation

To evaluate all frameworks comparatively and in an objective manner, we implemented a test application according the reference architecture (as defined in Section 3). In a second step, we measured the criteria defined at the beginning of Section 4, to reason about benefits and limitations of all frameworks.

**Supported platforms:** Ionic officially supports Android, iOS and since 2016 also UWP development, although the documentation is still very limited here. Xamarin offers full support for Android, iOS and UWP. Limited support is provided for MacOS. React Native supports iOS, Android and with a little extra effort also UWP applications. **Supported development environment:** Ionic applications can be developed on Windows, macOS and Linux. The development platform for Xamarin is Visual Studio for Windows and Xamarin Studio for macOS. React Native supports Windows, macOS and Linux. **Access to platform-specific functions:** Ionic provides access to iOS, Android, Microsoft and browser-based features. Platform-specific functions can be used via various Cordova plugins. With Xamarin, all platform-specific functions can be used in a similar fashion. However, Xamarin offers different possibilities to access platform specific functions. The fastest possibility is to install corresponding NuGet packages. A second option would be the definition of interfaces with platform or devices specific implementations and expose this shared code via the dependency service. Then there is also the possibility to use native libraries, for example written in pure Java for Android, via binding. While React-Native is JavaScript-based and many native functions are not supported, it is possible to include native SDKs and libraries. However, this requires specific code for Android (in Java) and for iOS (in Swift) which results in higher development efforts. In addition, these features are currently not mature enough.

**Application look and feel:** Ionic offers its own widgets for the UI. Navigation elements (e.g. back button) are provided in platform-specific style, so the differences to native apps are small. As already described in Section 3, the use of a GridView in Ionic is very simple. Xamarin creates completely native UI, thus the interface is familiar to the user. Xamarin also supports styling with themes and the interface is not different to native apps. Xamarin Android also supports material design. React Native uses specialized widgets. Setting up a GridView it is not as easy as in Ionic or Xamarin, CSS has to be used to achieve this layout. In general, Ionic and React Native ignore style guidelines of platforms partially and some widgets break them explicitly. For example, tabs in Android are at the top of the screen in native apps, while this is not the case in apps developed with
Ionic or React Native. Xamarin, in contrast, uses tabs as expected.

Application portability: Since Ionic represents a hybrid approach, portability of the source code is given and further supported through Cordova. Since Ionic modules are well-structured and based on Web technologies, they can be transferred to other Web frameworks. However, as many other frameworks, Ionic uses specific HTML tags that may not be supported in other frameworks, thus there is limited transferability of this module part. Since Xamarin separates application logic and UI related code, it offers the best portability and reuse of the logic. Furthermore, Visual Studio offers a portability analyzer to transfer the UI related parts as well. Of course, it has to be said that this is restricted to .Net and mono frameworks. The UI (defined by eXtended Application Markup Language (XAML)), could in principle be transformed into HTML or similar languages, which, however, requires further manual efforts in a second step. Similarly, React Native offers portability to different platforms. React-Native code is relatively easy to transfer to other frameworks that use JavaScript, HTML, and CSS. Comparable to Ionic, specialized HTML tags have to be XAML handled manually. However, since as React Native Logic, UI and CSS are typically implemented in a single file, this tends to be tedious.

Simplicity of development: Through a lot of documentation (tutorials, community discussion, API documentation, quick start and programming templates) a quick and efficient start in development of Ionic Apps is possible. Because of the short development lifecycle, confusion may occur through different version documents and some outdated plugins. Occasionally, the framework reveals unexpected behavior (some builds end up with broken apps, while a rebuild without code change is successful). We intend to examine this further. Currently we believe that this is related to generator issues. In principle, the development with Xamarin is fast as well, since the framework also possesses a very good documentation (tutorials, sample projects and a very precise API documentation). The programming language underneath (C#) also is very sophisticated and in our opinion much better then JavaScript. In terms of simplicity, Visual Studio or NuGet may pose a certain barrier for developers not used to it in the beginning. The entry into the development with React Native is comparable to Ionic. The use of the framework-specific UI elements is different from the other frameworks but does not impose an obstacle. The ability to see and debug all changes in real-time eases troubleshooting. A larger issue is related to external libraries and modules. Since many of these modules and libraries are not officially supported, regular maintenance and support is not guaranteed. In addition, we observed that the installation of node modules consumes much more time compared to Ionic.

Application performance: (100 test runs of the test app, with three test devices) The required start time of the Ionic test app is between 2s and 2.5s, while Xamarin requires 3 to 3.5s, and React Native 4 to 5s. The size of the Ionic app is 10 MB, while Xamarin requires 24 MB and React Native requires 11 MB. The time the Ionic app takes to retrieve the current location (with high signal strength of GPS) is approximately 0.2s, while Xamarin needs 3.2s and React Native 0.5s. Based on upon the evaluation criteria presented and measured above, the overall results are summarized in Table 1 ("++"=very good, "+"=good, "0"=neutral, "+-"=poor, "--"=very poor).

<table>
<thead>
<tr>
<th>Evaluation Criteria</th>
<th>Ionic</th>
<th>Xamarin</th>
<th>React Native</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supported platforms</td>
<td>++</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>Supported development platforms</td>
<td>++</td>
<td>0</td>
<td>++</td>
</tr>
<tr>
<td>Access to platform-specific functions</td>
<td>+</td>
<td>++</td>
<td>0</td>
</tr>
<tr>
<td>Application Look &amp; Feel</td>
<td>+</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>Application Portability</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Simplicity of development</td>
<td>++</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>Application performance</td>
<td>++</td>
<td>+</td>
<td>0</td>
</tr>
</tbody>
</table>

V. CONCLUSION AND OUTLOOK

Development of cross-platform applications is supported by different approaches: native development, transformation-or generator-based and interpreted. With the exception of native development, all approaches share in common that some layer of abstraction is introduced to encapsulate platform specific details. The latter enables platform-independent development in combination with platform-dependent deployment. In our case study, we examined three frameworks (Ionic, Xamarin and React-Native) in depth. In general, the performance of Ionic was reported to be the slowest of these three frameworks, with our test applications. However, we measured Ionic to be the fastest of all three. Compared to other studies, we also observed performance enhancements of all evaluated cross-platform frameworks. This holds true for response and processing times as well as sensor access. The latter may be a result of framework improvements within the latest versions as well as improvements of the mobile device platforms. From a user perspective, there are no performance issues recognizable compared to native apps. All evaluated frameworks provide full access to system functionalities and sensors. Although new releases of operating systems provide new functionalities and sometimes also completely different API, the rate and speed of adoption in cross platform frameworks is quite high. All cross-platform frameworks allow generic development for different operating systems, although there still exist limitations. As we discovered in the reference-app, sometimes apps are not completely portable, and still require platform specific adjustments. Furthermore, the re-use of components between different mobile applications is not yet supported. However, Ionic promises to allow the use of other components written in React, Vue and Angular in its next version.

Furthermore, long-term support is essential to reach a broad range of users and to enact support of up to date applications. With recent releases of the examined frameworks it could be observed, that backward compatibility to APIs of former releases was not given (e.g., between Angular1 to Angular2). This may be repeated with
new releases in the future. Thus, for mobile software engineering, it is questionable if standardized component development (e.g. Web component architecture) will be adopted and foster framework consolidation or if the proliferation of new programming languages and techniques will continue to split the market. Similar reasoning applies to backward compatibility of API. Consequently, further research questions regarding API issues arise. A major question will be, if it is possible to transfer code from current framework applications to new releases and preserve its functionality (even if the API changes). Therefore, as a next step, we intend to define a model-driven approach that tackles this issue. In this context, we plan to compare parser-based methods to transformation-based cross-platform approaches and derive API mappings.
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Abstract—Vectors Symbolic Architectures (VSAs) are distributed representations that combine random patterns, representing atomic symbols across a hyper-dimensional vector space, into new symbolic vector representations that semantically represent the component vectors and their relationships. In this paper, we extend the VSA approach and apply it to decentralized workflows, capable of executing distributed compute nodes and their inter-dependencies. To achieve this goal, services must be discovered and orchestrated in a decentralized way with the minimum communication overhead whilst providing detailed information about the workflow - tasks, dependencies, location, metadata, and so on. To this end, we extended VSAs using a hierarchical vector chunking scheme that enables semantic matching at each level and provides scaling up to tens of thousands of services. We then show how VSAs can be used to encode complex workflows by building primitives that represent sequences (pipelines) and then extend this to support full Directed Acyclic Graphs (DAGs) and apply this to five well-known Pegasus scientific workflows to demonstrate the approach.
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I. INTRODUCTION

Workflows provide a robust means of describing applications consisting of control and data dependencies along with the logical reasoning necessary for distributed execution. For wired networks, there have been a wide variety of workflow systems developed [1]–[10]. A scientific workflow is a set of interrelated computational and data-handling tasks designed to achieve a specific goal. It is often used to automate processes, which are frequently executed, or to formalize and standardize processes. The majority of existing workflows rely on centralized management and therefore require a stable endpoint in order to deploy such a manager. In more dynamic settings, such as Mobile Ad Hoc Networks (MANETs) [11] where more collaborative applications (e.g., multi-user chats, or distributed analytics for coalitions [12], [13]) are needed, on demand workflows that are capable of spontaneously discovering multiple distributed services without central control are essential. The resulting distributed pathways are complex, and in some cases impossible to manage centrally because they are based on localized decisions, and operate in extremely transient environments.

In the current state-of-the-art, discovery of workflow steps is not dynamic; the exact services to be used for each workflow step must be specified in advance and, further, workflow orchestration is typically managed via a central point of control. Macker and Taylor [14] provides a mechanism that is decentralised, however, the specification of each workflow step, ip-address, connections and data, must be known in advance and is passed around between services via a JSON data block. Wittern et al. [15] present a graph based data model that aims to capture relationships between services and their usage detail for API ecosystems; the approach provides an interface that enables consumers to search for required services and service providers to obtain usage and compatibility statistics between the services and those of other providers as well as discovering new requirements. In contrast, we describe the use of VSAs to enable individual services to be self-describing and to learn contexts for which they are compatible. We describe a decentralised, multicast, environment where individual services can interrogate VSA encoded workflow messages, compute their compatibility to participate in a particular workflow step and be chosen if they are the best match. This is analogous to a group of humans listening to various work requests and deciding for themselves that they are capable and available to do a piece of work, i.e., all humans can understand the work request message and each human knows for themselves if they are available and capable of doing the the work. Naturally, more than one person may offer to do a particular job and we describe mechanisms for negotiating who gets to do the work.

However, applying VSAs to workflows requires several extensions and our contributions to this area can be summarized as follows:

- **Scaling Through Chunking:** To address scalability, we extend VSAs using a hierarchical vector chunking scheme that is capable of binding multiple levels of abstraction (workflow and sub-workflows/branches) into single vector. This approach scales to tens of thousands of vectors while maintaining semantic matching.
- **Encoding Workflows:** We employ our chunk encoding scheme to encode and decode very large sequences of services.
- **Representing Workflows Primitives:** We extend the encoding scheme to support Directed Acyclic Graph (DAG) workflows having one-to-many, many-to-many, and many-to-one connections.
- **Distributed Discovery and Orchestration:** We show how our VSA encoding scheme can be used for distributed discovery and orchestration of complex workflows. Workflow vectors are multicast to the network and participating services compute their own compatibility and offer themselves up for participation in the workflow.

We show that the result provides several desirable features and byproducts: it can encode workflows/sub-workflows that can be unbound on-the-fly and executed in a completely decentralized way; associated metadata can also be embedded...
into the vector, e.g., security, configuration, etc.; the vector representation is extremely compact and self-contained and can be passed around using standard group transport protocols; and semantic comparisons or searches are scoped within a sub-group of services in a workflow, allowing scoped service matchmaking. We, then, apply the implementation to several Pegasus [16] workflows (Montage, CyberShake, Epigenomics, Inspiral Analysis, and SIPHT) and analyze the output.

The rest of the paper is structured as follows. In the next section, we provide some background into VSAs. In Section III, we outline the contributions we have made to scale VSAs and the extensions we applied for Workflows. In Section IV, we show how the VSA approach is applied to Linear Workflows and then to more complex DAG workflows. We discuss the resulting architecture and implementation in Section V, apply it to several Pegasus workflows in Section VI, and in Section VII, we conclude.

II. VECTOR SYMBOLIC ARCHITECTURE OVERVIEW

VSAs [17] are distributed representations that can be considered to sit somewhere between pure connectionist approaches and classic symbolic approaches, in that they employ ’atomic’ symbols to build complex representations of objects, like the classical symbolic approach to cognitive modeling and artificial intelligence research. However, the atomic symbols employed are random patterns of values spread over a hyper-dimensional vector space of dimension $N$. VSA symbols represent data and object features using random symbolic component vectors and combine these into vectors that semantically represent the component vectors and their relationships. VSA vectors are, therefore, said to be semantically self-describing [18]. Atomic vectors can be real valued like Plate’s Holographic Reduced Representation (HRR) [19], typically having dimension $512 \leq N < 2048$, or binary vectors, such as Pentti Kanerva’s Binary Spatter Codes (BSC) [20], typically having $N \geq 10,000$. For the work described here, we chose to build off Kanerva’s BSCs, but most of the equations and operations listed and discussed should also be compatible with HRRs [21], too.

In BSCs, atomic symbols are assigned a random vector to represent an entity and due to the very high dimensionality employed, such atomic vector symbols are uncorrelated to each other with a high probability [20]. Higher level/complex concepts are built by combining atomic vectors using a bundling or superposition operation. A key advantage of this approach is that superposition involves no computationally expensive iterative learning of weights like traditional connectionist approaches [22]; rather, learning is achieved by direct combination of sub-features. An additional advantage is that VSA methods are completely deterministic and hence analyzable and explainable, unlike traditional connectionist methods.

Superposition is the combination of sub-feature vectors into a same sized compound vector such that each vector element participates in the representation of many entities, and each entity is represented collectively by many elements [21]. Normalised Hamming Distance (HD) can be used to probe such a vector for its sub-features without unpacking or decoding the sub-features. If two high level concept vectors contain a number of similar sub-features, such vectors are said to be semantically similar, e.g., if we have three services:

\[
\begin{align*}
\text{Service}1 &= \text{AudioIN}_v + \text{DeNoise}_v + \text{Convolution}_v + \text{Classify}_v \\
\text{Service}2 &= \text{AudioIN}_v + \text{DeNoise}_v + \text{DFT}_v + \text{Classify}_v \\
\text{Service}3 &= \text{AudioIN}_v + \text{LowPass}_v + \text{PowerSpec}_v + \text{Classify}_v
\end{align*}
\]

where ‘+’ is the superposition or bundling operator; then, comparing Service1 with Service2 will give a match since they have 3 common sub-features. Also, Service1 and Service2 will be more similar to each other than they are to Service3.

An issue arises, however, when using superposition to compare compound vectors in this way because such compound vectors behave as an unordered bag of features. Thus, if:

\[
\begin{align*}
\text{Service}4 &= \text{AudioIN}_v + \text{DeNoise}_v + \text{Classify}_v + \text{ShutDownLine}_v
\end{align*}
\]

then Service4 would be equally similar to Service1 as Service2, despite having a different output step. In order to resolve such issues VSAs employ a binding operator that allows feature values such as DeNoise and Classify to be associated with a particular field name, or role. This is analogous to how variable names are used in programming languages to associate values with a particular property, e.g., speed=3.

Services must agree upon a common method to assign atomic vectors for roles whereas feature vectors are usually compound vectors built up from lower level compound vectors and/or atomic vectors. When a role is bound to a value this results in a role-filler pair. Feature values such as DeNoise can be detected or extracted from the role-filler using an inverse binding operator. Bitwise XOR is used as both binding and unbinding with BSCs because it is its own inverse. In addition it is commutative and distributive over superposition ( [20], page 147). It is also lossless, which means that both roles and fillers can be retrieved from a role-filler pair without any loss, e.g., using ‘.’ as the bitwise XOR operator; if $Z = X.A$ then $X.Z = X.(X.A) = X.X.A = A$, since $X.X = 0$, the zero vector. Similarly $A.Z = X$. Due to the distributive property, the same method can be used to test for sub-feature vectors embedded in a compound vector as follows:

\[
\begin{align*}
Z &= X.A + Y.B & (1) \\
X.Z &= X.(X.A + Y.B) = X.X.A + X.Y.B & (2) \\
X.Z &= A + X.Y.B & (3)
\end{align*}
\]

Examination of (3) reveals that vector ‘A’ has been exposed, thus, if we perform $HD(X.Z, A)$ we will get a match. The second term ‘X.Y.B’ is considered noise because ‘X.Y.B’ is not in our known ‘vocabulary’ of features/symbols. When a role and value (filler) are bound together this is equivalent to preforming a mapping or permutation of a vector value’s elements within the hyper-dimensional space, so that the new vector produced is uncorrelated to both the role and filler vectors. For example, if $V = R.A$ and $W = R.B$ then $R, A$ and $B$ will have no similarity to $V$ or $W$. However, comparing $V$ with $W$ will produce the same match value to comparing $A$ with $B$. In other words, if $A$ is closely similar to $B$ then $V$ will be closely similar to $W$ because binding preserves distance within the hyper-space ( [20, page 147]).

Thus, binding with atomic role vectors can be used as a method of hiding and separating values within a compound vector while maintaining the comparability between vectors.
This important property can be used to encode position and temporal information about sub-feature vectors within a compound vector. It also explains why we can state that ‘X.Y.B’ from (3) above, will not match to any known symbol, however, note that we can get back to B from ‘X.Y.B’; simply perform the appropriate xor of B = ((X.Y.B).X).Y. We can now rephrase our Service description to differentiate its subfeatures, i.e., we can reformulate Service1 to:

\[
\text{Service1} = \text{Input}_v, \text{AudioIN}_v, \text{Cleanup}_v, \text{DeNoise}_v + \text{Process}_v, \text{Convolution}_v + \text{Output}_v, \text{Classify}_v
\]

This clearly resolves the incorrect matching between Service1 and Service2 with Service4. To test if Service1 uses DeNoise as its cleanup step we perform:

\[
HD(xor(\text{Cleanup}_v, \text{Service1}), \text{DeNoise}_v) = (4)
\]

When using 10kbit vectors, if the result of (4) is less than 0.47 then the probability of DeNoise being detected in error is less than 1 in 10^5 (20, page 143). If we have an audio signal we want to classify, we might multicast a request vector \(Z = \text{Input}_v, \text{AudioIN}_v, \text{Output}_v, \text{Classify}_v\) which would cause listening services such as services 1, 2 and 3 to respond or become activated. We could further query the responding services to determine what type of cleanup and processing they do as per (4).

III. EXTENSIONS TO VSAS FOR WORKFLOWS

The number of detectable sub-features that can be superimposed into a single vector is of limited capacity, 89 vectors for BSCs of dimension 10k [23], and this issue must be addressed in order to encode large workflows. Chunking is a bundling method that combines groups of vectors into a single compound vector which is then used as base for further bundling operations, recursively producing a hierarchical tree structure where each node in the tree is a compound vector, as shown in Figure 1. Various methods of recursive chunking have been described [19]–[21], [23]. However, such methods suffer from limitations when employed for multilevel recursion - some lose their semantic matching ability if any single term differs, others can not maintain separation of sub-features for higher level compound vectors when lower level chunks contain the same vectors. We addressed these issues and describe a novel recursive encoding scheme that provides semantic matching at each level by combining two different methods of permuting vectors.

![Workflow Chunk Tree](image)

In our scheme, the terminal nodes are worker services, the higher level nodes are concepts used to apply grouping to parts of workflow. The higher level nodes (known as ‘clean-up memory’ [19], [20, [23]) are still services but they simply provide a proxy to the services to be unbound and executed, and thus are typically co-located with the first service of the subsequence, i.e., there is no network overhead. In a centralised system, clean-up memory is typically implemented as an autoassociative memory. For our distributed workflow system, clean-up memory is implemented by the services themselves matching and resolving to their own vector representation.

Recchia et al., [24] point out that, for large random vectors, any mapping that permutes the elements can be used as a binding operator including cyclic-shift. The encoding scheme shown in (5) employs both XOR and cyclic-shift binding to enable recursive bindings capable of encoding many thousands of sub-features even when there are repetitions and similarities between sub-features:

\[
Z_x = \sum_{i=1}^{x} Z_i \cdot \prod_{j=0}^{i-1} p_j^0 + \text{StopVec} \cdot \prod_{j=0}^{i} p_j^0
\]

Omitting StopVec for readability, this expands to,

\[
Z_x = p_0^0 \cdot Z_1^0 + p_0^0 \cdot p_1^0 \cdot Z_2^0 + p_0^0 \cdot p_1^0 \cdot p_2^0 \cdot Z_3^0 + \ldots
\]

where

- ‘x’ = XOR and ‘+’ = BitwiseMajorityVote.
- The exponentiation operator is redefined to mean cyclic-shift, +ve exponents mean Cshift_right, −ve exponents mean Cshift_left.
- \(Z_x\) is the next highest semantic chunk item containing a superposition of \(x\) sub-feature vectors. \(Z_x\) chunks can be combined using (5) into higher level chunks, e.g., \(Z_x\) might be \(B_1\), the superposition of \(A_1, A_2, A_3, \ldots\)
- \(Z_1, Z_2, Z_3, \ldots\) are sub-features being combined for the individual nodes in Figure 1. Each ‘Z’ is itself a compound vector representing a sub-workflow or a compound vector description for an individual service step.
- \(p_0, p_1, p_2, \ldots\) are a set of known atomic role vectors used to define the current position/step in the workflow. The reason multiple ‘p’ vectors are XOR’ed together to define a single position within the workflow is to provide an iterative method for ordered activation of workflow steps during workflow execution, see (9).
- \(x\) is the definable, ‘chunk_size’.
- StopVec is a role vector that indicates to \(Z_x\) that all sub-feature/workflow steps have been executed.

A. Workflow execution

During workflow execution of a chunk tree similar to Figure 1 and encoded using (5), control first passes down the chunk tree, i.e., from \(C \rightarrow B_1 \rightarrow A_1\), before traversing horizontally, \(A_1 \rightarrow A_2 \rightarrow A_3 \rightarrow A_4 \rightarrow B_1, \text{StopVec}\). At this point \(B_1\) ‘sees’ its own StopVec and employs \(9\) to traverse horizontally at the next higher semantic level; see also flow arrows in Figure 2.

Referring to (6), an initiator or requester prepares the workflow, \(Z_x\), for instantiation onto the network by performing an unbind operation, using (9), thus exposing the first workflow step, \(Z_1\), as shown:

\[
Z_1' = (T + p_0^0 \cdot Z_x)^{-1}
\]

\[
Z_1' = p_0^0 \cdot T^{-1} + Z_2^0 + p_1^1 \cdot Z_2^1 + p_2^1 \cdot p_2^1 \cdot Z_3^2 + \ldots
\]
The T vector is a known atomic role vector used by Zx’s children to calculate their position within the sub-workflow. It is only bundled onto the workflow vector when an initator or higher level node is requesting execution of its own sub-workflow, i.e., when traveling down the workflow.

In (8), note that all other Z vectors remain hidden because they are still permuted. Thus, listening services can only match collecting mode by continue window of time. After the interval expires, the highest ranking to arbitrate matches from all nodes that reply within a tunable interval is selected as an alternate to the currently active chunk vector. It can then activate the next workflow step in the chunk by repeating the unbind operation, generalized as:

\[ Z_{n+1}^* = (p_n^{-1} . Z_n^*)^{-1} \]  

Hence, \[ Z_n^* = (p_1^1 . Z_1^*)^{-1} = p_1^1 . p_0^0 . T^{-2} + p_1^1 . Z_1^1 + Z_2^2 + p_2^2 . Z_2^3 + \ldots \] Thus, execution proceeds in a completely decentralized manner whereby each node is activated when its preceding node, or parent, unbinds the currently active chunk vector and multicasts it to the network.

B. Local Arbitration

A major advantage of the VSA approach is the ability to find semantic matches because each service can extend beyond simple matches to include measures of real-time compute utility as well as policy. For certain scenarios, such as military coalition environments, there is a need to ensure multiple copies of services are distributed throughout the communications network. In order to decide which service is invoked, we employ a process of local arbitration, which is achieved as follows. Using terminology from (7) and (9), if the currently active service is \[ Z_n^* \], then before transmitting the next service request, it enters match collecting mode in order to arbitrate matches from all nodes that reply within a tunable window of time. After the interval expires, the highest ranking responder is selected and a continue message is broadcast by \[ Z_n^* \] identifying the winner. Since all communications are multicast, all services see all messages, and consequently the winning service continues and losing services discontinue. To reduce communication overhead further, matching services delay their response by an interval inversely proportional to their match value. Thus, better matches respond quicker. If a service sees an equal or higher match value before it has responded then it terminates without sending a reply.

C. Pre-provisioning and Learning to get ready

From (9) we see that each workflow step is exposed by iterative application of ‘p’ vector permutations. Non-matching services can use this method to peek a vector enabling anticipatory behavior such as the pre-provisioning of a large data-set or changing a device’s physical position, e.g., drones. Obviously, services can peek multiple steps into the future and could learn how early to start pre-provisioning. This ability to anticipate could be used to perform more complex, online, utility optimisation learning. For example, a drone, by monitoring multiple workflows may be able to understand that it will be needed in 10 minutes to perform a low priority task and in 15 minutes for a high priority task. Under these circumstances it may choose not to accept the low priority task.

IV. VSA REPRESENTATION OF COMPLEX WORKFLOWS

As a test case and to compare to alternative approaches (e.g., [14]), we modeled each word of Shakespeare’s play Hamlet as a service and applied hierarchical chunking to abstract into stanzas, scenes, and acts (see Figure 2). This approach tests the capability of the chunking scheme to encode serial and chunked workflows where the services at the lowest level are the 4620 unique words of the play. The semantic level above are the individual stanzas spoken by each character; the level above this are individual scenes of the play (e.g., A1S1, A1S2); next are the five acts, A1 to A5, and finally a single 10kbit vector semantically represents the whole play. The individual word services are distributed in a communications network and by multicasting the top level vector the whole play is performed in a distributed manner with 29770 word services being invoked in the correct order.

![Figure 2. Hamlet as a serial workflow.](image)

We employ a vector alphabet, a unique vector per character, and (5) to build a semantic vector description of each word-service in the test case. The idea is that each letter making up a word represents some feature of a service description, i.e., analogous to the different input/output/name/descriptions parts of a real world service. Thus, variable lengths of words and similarity of spellings represent a mix of different services of different complexity and functional compatibility. We can use this feature to find semantically similar service compositions when the best match composition is not available, i.e., we can find alternative words or stanzas, as shown in Figure 2, where the word _where_ is selected as an alternate to _there_.

We note that this workflow is a linear sequence of services, next we show how such an approach can be extended to DAG workflows by employing three phases:

1. A recruitment phase where services are discovered, selected and uniquely named.
2. A connection phase where the selected services connect themselves together using the newly generated names.
3. An atomic start command indicates to the connected services that the workflow is fully composed and can be started.

Thus, in mathematical terms, using (6):

\[ WP = p_0^0 . (Recruit_{Nodes})^2 + p_0^0 . p_1^1 . (Connect_{Nodes})^2 + p_0^0 . p_1^0 . p_2^0 . Start^3 \]

\[ Recruit_{Nodes} = p_0^0 . Z_1 + p_0^0 . p_1^0 . Z_1^1 + \ldots + p_0^0 . p_1^0 . p_2^0 . p_3^0 . Z_1^2 + \ldots + p_0^0 . p_1^0 . p_2^0 . p_3^0 . p_4^0 . Z_1^3 + \ldots \]

\[ Connect_{Nodes} = p_0^0 . Z_1 + p_0^0 . p_1^0 . Z_1^1 + \ldots + p_0^0 . p_1^0 . p_2^0 . p_3^0 . Z_1^2 + \ldots \]

\[ Start = p_0^0 . p_1^0 . p_2^0 . \ldots . p_15^0 . Z_1^16 + p_0^0 . p_1^0 . p_2^0 . \ldots . p_15^0 . Z_2^16 + p_0^0 . p_1^0 . p_2^0 . \ldots . p_15^0 . Z_2^16 + \ldots \]
ConnectNodes = (p0p1 + p0p1c2 + p0p1p2p2 + p0p1p2p3c2 + ...)

where each Zn in RecruitNodes is the semantic/compound vector representation of each service, built from the <job> entries found in the DAX. A generic description of each service was built from the service name and its description and used to build the workflow request vector. For individual instances of a service, e.g., mdifffit, we additionally encode the instance’s parameters and resource names to create similar but distinct service instances to, again, show that service discovery can be achieved when descriptions are not identical.

The resulting workflow, WP, is a superposition representing the linear sequence of steps needed to discover, connect and initiate the workflow. Hence, execution of the workflow proceeds in a similar manner to that described in Section III-A, but with some additional workflow specific processing carried out by each selected node. The top-level vector, WP, is prepared as per (7)

\[
WP_1 = (T + p_0^0 . WP)^{-1} = \text{Recruitnodes + noise}
\]

When multicast, this exposes and activates the Recruitnodes service which, operating as a cleanup service, carries out the same operation to initiate the recruitment phase.

\[
\text{Recruit'}_\text{nodes} = (T + p_0^0 . \text{Recruitnodes})^{-1}
\]

\[
R_1' = p_1^1 . T^{-1} + Z_1^0 + p_1^1 . Z_1 + p_1^3 . p_2^2 . Z_2 + ...
\]

where Z1 is a request for the first node in the DAG, an mProjectPP in the Montage DAG. This will be matched by all listening mProjectPPs. Acting as the local arbitrator, see Section III-B, the Recruitnodes service multicasts its preferred match from the replies received. The newly discovered and activated service uses the current permutation of the T vector to calculate its position (NODEid\text{id} . ROLE_parent) in the Recruitnodes phase from which it can calculate its unique parent and child vector names to be used during the ConnectNodes phase. Thus, the first mProjectPP, having position p0 and being a Z1, calculates its parent and child names as,

\[
P_0 = Z_0^0 . (\text{NODEid} \cdot \text{ROLE_parent})
\]

\[
C_0 = Z_0^0 . (\text{NODEid} \cdot \text{ROLE_child})
\]

It then enters Listening for Connections Mode while, as the new local arbitrator, it also multicasts the next recruitment request by performing an unbind on its received vector R1′, thus

\[
R_2' = (p_1^1 . Z_1)^{-1} = p_1^1 . p_2^2 . T^{-2} + p_1^1 . Z_1 + Z_2^0 + p_2^2 . Z_1 + ...
\]

which will cause another mProjectPP to be selected and this decentralized process repeats until the last service to be recruited, the Z9, mPeg, service unbinds and transmits the next vector, the Recruitnodes StopVec. The Recruitnodes cleanup service detects its stop vector, causing it to perform an unbind and multicast of WP′ thereby activating the Connectnodes phase:

\[
WP_2 = (T + p_1^1 . WP_1)^{-1} = \text{Connectnodes + noise}
\]

At this point, all recruited services are listening for connection request on their unique parent and child vectors. The activated Connectnodes service, acting as a cleanup service, uses (7) to initiate and activate the first parent node of the Connectnodes phase.
The Visualisation Component takes the log output and generates a DAG layout graph using Graphviz [25].

VI. COMPARATIVE EVALUATION

For the evaluation, we imported five different DAX workflows generated using the Pegasus workflow generator [16]:

1) Montage (NASA/IPAC) stitches multiple input images together to create custom mosaics of the sky.
2) CyberShake (Southern California Earthquake Center) characterizes earthquake hazards in a region.
3) Epigenomics (USC Epigenome Center and Pegasus) automates various operations in genome sequence processing.
4) Inspiral Analysis (LIGO) generates and analyzes gravitational waveforms from data collected during the coalescing binary systems.
5) SIPHT (Harvard) automates the search for untranslated RNAs (sRNAs) for bacterial replicons in the NCBI database.

We ran the experiment on a MacBookPro11-4; Intel Core i7, 2.8 GHz; 4 cores; 16 GB memory using the CORE/EMANE network simulator using the Python toolkit discussed in the previous section in order to verify workflows could be loaded, encoded and then executed using the VSA format. We then recreate the workflows the VSAs have encoded to verify against the original. This proceeds as follows. Once imported, the DAX workflows are processed using the VSA creator to build the semantic vector workflow encoding, and apply the recruitment and connectivity phases to create service instances of the workflow jobs and interconnections. During the execution of the workflow using our simulator, we extract the metrics described in the previous section, which essentially contain a log of the run in the order of execution. This results in a set of nodes and edges being generated which we graph using Graphviz.

Figure 3 shows the resulting comparisons of the five workflows. The coloured images represent the Pegasus generated workflows and blue workflows show the VSA generated reconstruction of the workflows. Aside from the cosmetic difference, this demonstrates that all workflows were composed and correctly connected accurately in all cases.

VII. CONCLUSIONS

In this paper, we applied and demonstrated the viability of using VSA approach to encode workflows containing multiple coordinated sub-workflows in a way that allows the workflow logic to be unbound on-the-fly and executed in a completely decentralized manner. The Hamlet test-case demonstrated that we can use VSA service discovery to select alternate services on-the-fly. We anticipate that such an approach will lend itself well to edge networks where the transient nature of the mobile nodes will require such dynamic and decentralized control. In addition this test-case demonstrates that our encoding scheme is scalable, i.e., 30k individual services steps where successfully encoded and decoded in the correct order. The Pegasus test-case demonstrates the potential for encoding more complex multi-pathway workflows by encoding and decoding a number of Pegasus DAGs.

The local arbitration mechanism employed to choose the best matched services not only demonstrates a method that enables workflows to be orchestrated without a central point of control but can also be used to perform utility optimisation.

Using VSAs to enable services to become self-describing has a distinct advantage because of superposition. Conventional approaches could use multicast to transmit a bag of features across the network but each individual component feature within the bag would have to be examined and compared separately for a service to assess its compatibility to the request. In addition VSAs are robust to noise, they support mathematical inference and analogical mapping operations [19], [20] which could be used to learn similarities between vector symbols across coalitions and infer new workflows from previously seen workflows. For these reasons, our future work will therefore focus on such self-describing service compositions in order to realize the vision set out in [13].
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Abstract—Managing the complexity of the Information and Communications Technology (ICT) services in smart cities requires the need to use enterprise architecture frameworks to solve the complexity issues. However, the majority of the existing enterprise architecture frameworks have been developed to address the concerns and issues of the stakeholders in their associated world. To address challenges including complexity, multi-stakeholders and the service-oriented nature of smart cities, this paper presents an enterprise architecture framework that can be used as a way to manage enterprise architectures in smart cities. This framework focuses on establishing contextual requirements and definitions for smart city systems and services. In contrast to other approaches in this paper we focus on two important layers, i.e., context layer and service layer, as well as their relationships. The framework is valuable in developing smart services. It also contributes to the understanding of smart city enterprise architectures.
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I. INTRODUCTION

Smart cities are complex systems, which use ICT services to improve citizens’ quality of life. One of the current issues in smart cities is dealing with complexity of ICT services. For instance, challenges to connect various systems in smart cities [10] are due to the complexity of the smart cities. During the last decades, many Enterprise Architecture (EA) frameworks have been developed to manage complex information systems, processes and infrastructures in organisations and systems. Each of these enterprise architecture frameworks has been developed to address specific needs and concerns of the stakeholders and issues for their world [1]. According to a study comparing the frameworks by [1], we draw the conclusion that some of the well-known enterprise architecture frameworks have not considered the aspects which are critical for smart cities. Referring to the definitions for smart cities, the realisation of smartness is happening by providing services to the citizens [36][40][59]. Therefore, citizens (user) view is crucial for delivering effective services. Another example is related to the service life cycle. According to the comparison results by [1], the maintenance phase has been neglected for the majority of the frameworks. From the smart city perspective, a maintenance phase is crucial to deliver qualified and sustainable services to the citizens. Indeed, maintainability and sustainability are two of the quality factors [2] for smart cities.

According to the above mentioned discussion, an enterprise architecture framework for smart cities should consider smart city stakeholders and their concerns for improving the quality of life for citizens. For this purpose, we introduce a methodological framework to manage smart city enterprise architecture which can be used as a standardised approach to develop smart services. This framework contains two new layers, including the context and service layers, as well as the initial relationships between them. This paper aims to introduce the components and concepts to establish the new layers and relationships.

The remainder of the paper is organised as follows. In Section 2, five well-known enterprise architecture frameworks are reviewed to define the problem. In Section 3, the presented enterprise architecture for smart cities is introduced. In Section 4, it is explained how the evaluation of the created architecture is performed through simulation. In the discussion section, we argue that the presented enterprise architecture for smart cities can deal with smart city stakeholders and their concerns, leading to enhancement of the quality of the delivered services to the citizens.

II. RESEARCH METHOD

This paper follows the design science research approach by [3] and [11] to present an enterprise architecture framework for smart cities. According to this research method, the first step is to define the problem. For this purpose, some well-known enterprise architecture frameworks are explored with regard to critical views for smart cities, i.e. citizens (user) view and their related phases in SDLC. The second step is to propose a solution for the recognised problem. To build up the solution artefact, this research follows the layered structure of an existing architecture by [7]. Then, relying on the related literature, the steps to construct the architectural layers and their relationships are elaborated. At last step, simulation is introduced as a method to assess the generated architecture. For this purpose, the created architecture for a service use-case in River city is evaluated and discussed.
III. LITERATURE REVIEW TO DEFINE THE PROBLEM

A. Existing Enterprise Architecture Frameworks

Designing an enterprise is a system engineering approach to determine the required capabilities for designing the organisation, processes, services, information, and technologies [12]. Architectures are created usually to manage and organise the complexity of systems. Architectures are utilised to construct blueprints of an enterprise for organising system components, e.g., interfaces, processes, services and much more [4]. Booch [5] stated that enterprise architecture is the way to architect and plan the enterprise to have the best human performance and output.

To describe and model various aspects of enterprises, researchers have proposed different approaches [7]. Most frameworks follow a process and integration aim [13]. Enterprise architectures usually consist of two main approaches: an enterprise architecture Framework together with an implementation methodology [14]. A common approach among prominent frameworks is the transition and implementation from strategic business objectives into the infrastructure and systems design. Enterprise architecture aims to support and enable this transition by providing ways to design concepts of an enterprise.

Usually frameworks use views and layers to describe architectural elements to manage complexity (e.g., process, service, and technology). Each of the views illustrates a different perspective meaningful to specific stakeholders. Layering decomposes a system into groups of related components whose processes provide services to subsequent layers. For instance, components like sensors at technology layer support an application layer by providing data to them.

Over the last decades, number of enterprise architecture frameworks including the Zachman Framework [6], Department of Defense Architecture Framework (DoDAF) (Chief Information Officer U.S. Department of Defense 2010), Federal Enterprise Architecture Framework (FEAF) [8] (Office of Management and Budget 2012), Treasury Enterprise Architecture Framework (TEAF), and The Open Group Architectural Framework (TOGAF) [9], have been developed. Common to these frameworks is reducing enterprises’ complexities by considering disparate viewpoints and organising various aspects in ways that make an enterprise understandable. Despite of existing overlaps and similarities between these frameworks, each of them was designed to address specific needs and concerns of the stakeholders and issues for their world [1].

To specify the targeted concern and stakeholders of each framework, this study adopts the results of a comparison study by [1], whether the enterprise architecture frameworks encompass the entire software development life cycle (SDLC), as well as all stakeholders’ views. The character ‘Y’ in the cells implies that the corresponding framework has provided details for the SDLC phase, or considered mentioned stakeholders’ views. The adopted results are shown in Table I.

*Table I. Comparison of the Enterprise Architecture Frameworks (Adopted from [1])*

<table>
<thead>
<tr>
<th>Framework</th>
<th>SDLC Phases</th>
<th>Views/Perspectives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Planning</td>
<td>Analysis</td>
</tr>
<tr>
<td></td>
<td>Planner</td>
<td>Owner</td>
</tr>
<tr>
<td>Zachman</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>DoDAF</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>FEAF</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>TEAF</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>TOGAF</td>
<td>-</td>
<td>Y</td>
</tr>
</tbody>
</table>

Reviewing Table I, empty (gray) cells unfold that critical aspects from smart city perspective have not been considered in the explored enterprise architecture frameworks. The first observation is that the user view has received the least attention, while the citizens/users are paramount in smart cities. According to the definition for smart services by [42], the ultimate goal for services in smart cities is to respond to the citizens’ needs and concerns. Consequently, citizens (users) concerns are crucial in the enterprise architecture for smart cities.

The second observation is related to the maintenance phase which is of concern for authorities in smart cities, due to sustainability of the delivered services. As [2] stated sustainability and all other quality factors are crucial to realise smartness in the cities. Many standards (e.g., sensor security standards, [2]), and principles (e.g., open data), have been developed in smart cities, as the enablers of quality factors (e.g., security, confidentiality, [2]). In summary, it is concluded that some important aspects from smart city perspective cannot be addressed by the explored enterprise architecture frameworks. To address these challenges, this paper introduces an enterprise architecture in the following section.

IV. DESIGNING ENTERPRISE ARCHITECTURES FOR SMART CITIES

The overall view of the enterprise architecture for smart cities includes strategic and operational components as follows: vision and strategy management, portfolio management, service design, implementation and change management (See Figure 1).
The focus of this paper is on the service design part. With this aim, this study follows [7] to put the architectural layers together. The presented layered architecture includes: Context layer, service layer, information system layer and technology layer (Figure 2).

The first two layers, i.e., context layer and service layer, have been initiated by this research for the first time. The context layer plays an important role to capture the contextual concerns from ‘vision management’ and transfer them to the service layer. In service layer, these requirements are considered to provide a detailed service description which will have relationships with information system layer and technology layer. A summary of the aims of focus of the presented layers is shown in Table II.

<table>
<thead>
<tr>
<th>Architectural Layer</th>
<th>Aim and Focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context</td>
<td>To capture smart city context information about strategies, priorities and other critical aspects (e.g., stakeholders and their concerns), required to deliver effective services to the citizens.</td>
</tr>
<tr>
<td>Service</td>
<td>To define appropriate goals, scope and etc. for services with regard to the smart city</td>
</tr>
</tbody>
</table>

In the following three sub-section more details are provided for three main processes to capture smart city context information, to develop service description, and to relate the service description to the information layer.

A. Context Layer

To define the context layer, this study relies on two definitions for smart cities and smart services, and a taxonomy of the smart city requirements by [42]. The selected definitions are as below:

*Smart cities are innovative cities which use ICT to facilitate daily activities of citizens to improve their quality of life* [58].

*Smart services are the services which respond to the smart city stakeholders concerns and fulfill smart city quality factors* [42].

Regarding the above mentioned definitions, the context layer constitutes of the components to specify the stakeholders, their concerns, quality factors and their enablers/drivers. According to the taxonomy, the main stakeholders in smart cities are classified as follows: citizens, authorities, and service developers. Each of these stakeholders have their own specific concerns. Some examples of these concerns are: lower cost (for citizens), realisation smartness (for authorities), and more benefits and market share (for service developers). Likewise, the quality factors are defined as another component of the context layer. The quality factors (e.g., maintainability, interoperability, usability) should be fulfilled by the services in smart cities. The next two components are related to the enablers of the quality factors, i.e., standards (e.g., sensor security standards), and principles, (e.g., data principles). For any specific service, related standards and principles are required to be considered. Another component for context layer is the constraints (e.g., contractual constraints). This component is to avoid some consequences like low quality services, which are arising from some constraints like time and cost limitations. The last component for this layer is about documenting all the above mentioned initial considerations. The outcome of this process is a comprehensive collection of the considerations which have been defined based on the requirements and concerns for smart cities. All the above mentioned details are summarised in the form of a process. The defined activities for this process are as below:

- Specify smart city stakeholders, (considering the defined classes of stakeholders) to specify the target stakeholders for a specific service/initiative
- Specify stakeholders' concerns for various classes of stakeholders, to specify the target concern to be addressed by the service/initiative
• Specify the quality factors to be met by the service/initiative
• Specify related standards in the target domain for the service/initiative
• Specify related principles to enable the quality factors
• Specify the constraints (e.g., the budget for the project), to define appropriate goals for service/initiative
• Documenting all the considerations and specifications by the previous activities

All the before mentioned activities for this layer are utilised to define appropriate goal and scope for smart services/initiatives. In this way, alignment of the designed services with ultimate goal of the smart cities (which is improvement of quality of life) is ensured.

B. Service Layer

Service layer describes the “operant” resources of the service system, specifically service actors and their interactions. The types of service actors can be private persons, organizations, governments, and even countries, depend on the context [15] and the depth of service and service system analysis. This layer does not include resources, such as information or technology, and their function is to support actors and their interactions in the Service Layer.

Further, we present activities for the service system description. The aim of these activities is to extract and record contextual information for service modelling and design.

• Commence a service description including the necessary stakeholders who can provide the relevant service design information [16]
• Identify a function of the service [17] and [18] and its positioning within the Smart City domains [19]-[21]
• Articulate a use-case for the service [22]
• Clarify an exchange medium for service remuneration [23]-[27]
• List service actors [28] and types of their interactions
• Identify actor resources [29] based on each service actor contributions to the service
• Define an experience and Value proposition [27][30][31] that service is intending to provide
• Perform a PESTLE analysis to further understanding of the context within which the service will operate [32]-[34]
• Complete a service description by consolidating the information gathered from the domain [35].

The purpose of a service description is to provide a sufficient amount of information towards the Service System modelling and design.

C. Relationships

The service layer defines components such as city services, domains, stakeholders, locations, etc. to support the smart city goals and to facilitate and optimize intelligent decision making [42]-[44]. The information layer defines components such as applications, software services and data to support the automation or realization of city services [41][45][46]. The service layer and the information layer are physically and logically disconnected at the moment. Smart city architectures do not support the relationships across these architectural views. The identification of the architectural concepts and their relationships are essential for providing an alignment between these layers.

Smart city architectures must support the connection between service and information layers to ensure that citizens’ needs are met by solutions provided by information technology [47]. However, in practice, smart city architectures do not present an application process to establish the relationships between the service and information layers. This makes smart city architectures fail to provide a foundation to guide the modelling of integrated and coherent models which meet the citizens’ needs. The resulting models can fail to support the analysis, implementation, and maintenance of such city services.

To tackle this problem, this section defines a process for an alignment of service and information layers in smart city architectures. The proposed process aims to define the key activities regarding an identification of the relationships between architectural concepts of the service layer and the information layer. The key activities of a proposed process are defined as follows.

• Specify different smart city domains (e.g., health, education, mobility, environment, tourism, etc.) for each city service [48] and [49]
• Define the required data entities for each stakeholder (e.g., city authorities, citizens, communities, retailers, etc.) [50] and [51]
• Define the data entities which are provided or consumed by each city service [50] and [51]
• Define the digital tools, monitoring applications, application modules, or another deployable component to support each city service [44] and [52]
• Capture the location or place (e.g., roads, bridges, airports, tunnels, buildings, etc.) where software services operate [53] and [54]
• Define the required software services which support each city service [55] and [56]
• Specify a domain (e.g., health, education, mobility, environment, tourism, etc.) to which the software services belong [44][46][57]

The above mentioned process has been established to ensure appropriate relationships between the service and information layers. Also, it aims to help researchers and practitioners as follows. First, it helps organizations that need to design an architecture for smart cities to understand the issues associated with the relationships between these layers. Second, a formalisation of this process can help them to
realise important advances in the design of more effective smart city architectures and make an industrial uptake of architectures research efforts easier. Finally, the proposed process supports the connection between the service and information layers to ensure that citizens’ needs are met by city solutions provided by information technology.

V. EVALUATION

In this section, we will explain how the quality of a specific architecture can be evaluated by simulation. SimEvents software provides a simulation framework for analysing event-driven models to optimise performance characteristics such as latency, workload, conversion, and entity loss. Generators, switches, queues, servers and other predefined blocks enable us to model various important aspects of the system architecture such as processing delays, routing, prioritisation for communication and scheduling tasks.

A discrete-event system in a Simulink model is usually constructed from various blocks such as, generators, queues and servers. These blocks are used for producing and processing our entities, which represent discrete items of interest. Examples of entities are network packets in a communication system, customers in a restaurant, sensor readings or footfalls in an enterprise application. The motion and changes in entity attributes, corresponding to asynchronous events, update the system states such as length of a queue or entity service time in a server. In discrete-event systems, asynchronous discrete incidents (events) cause and affect the state transitions of the system.

Figure 3. The real use-case from River city.

Figure 3 shows a very simple real use-case in the River city. The created architecture for the use-case stands on the presented enterprise architecture for smart cities. For this study’s purpose, the right-side of the architecture shown in the figure is modelled. Specifically, we are interested in the effect of the Number of Processed Entities on the overall latency of the system which is measured by the number of entities reached the final destination.

For demonstration purposes, we will show two different results based on two different values of the “number of servers” property. For this purpose, the simulation is run for 100 time units, and is represented as the x axe in the following Figures 4, 5.
It is obvious that an increase of the processing power (by increasing the number of servers from 2 to 5) leads to a decrease of waiting time to almost zero. In addition, the final number of entities reached the final destination have become linear with the time. This simulation demonstrates how to evaluate the architectures which are created based on the presented smart city enterprise architecture.

VI. DISCUSSION AND CONCLUSION

Smart cities are complex systems which provide enormous ICT services to the citizens to improve their quality of life. Complexities in smart cities cause difficulties in management of provided services in terms of achieving smart city goals. Many years ago, enterprise architecture have been posed to solve complexity issues for organisations and systems. However, smart cities and organisations have different nature. Smart cities are service-oriented and organisations are business-oriented. Addressing the challenges arising from this difference, this paper presented the steps for designing new layers and relationships necessary for development of architectures for smart cities service. The first layer, i.e., context layer aims to capture smart city contextual information and transfer it to the service layer. The service layer provides information on service descriptions. This information is utilised by both, information and technology, layers. The relationships enable communications between the service layer and the information layer. The future study for this research will be defining other required relationships, e.g., between the service layer and the technology layer. The outcome of this research contributes to development of a reference architecture for smart cities.
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Abstract—According to market research, the number of smart cities is increasing rapidly. Information and Communication Technologies provide the smart infrastructure that is the foundation for all of the key themes related to a smart city, such as smart economy, smart people, smart governance, smart mobility, smart health, smart buildings, smart water, etc. As such, a smart city is constituted of various infrastructure components that form a complex system of systems, which is essential to collaborate effectively. Services play a central role in this vision of smart cities, as they are used as building blocks for effective collaboration, i.e., to achieve interoperability between heterogeneous parties of a business process and independence from the underlying infrastructure. In order to cope with the problem of complexity and the scalability in smart cities’ systems, a solution is to provide autonomous, collaborating services that have situation awareness and they are able to adapt dynamically to the changing needs of the environment. In this research, we propose to model smart cities’ services collaboration by using the role modeling approach enhanced by the introduction of service teamwork roles. The teamwork roles definition is inspired both by human and agent team working models. We contribute by determining the dominant teamwork roles that prevail during service group cooperation where the main goal of each role is to intervene during collaboration and “act as a connector” in order to keep the team of component services together and consistent with the goal of the group–team. The teamwork functionality is applied through the introduction of a new layer in the architecture of smart cities and is exploited to overcome some of the aforementioned problems.
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I. INTRODUCTION

According to market research, the number of smart cities is increasing rapidly. This growth is expected to continue for the next years, since the market of cities with population over 150,000 people is already 5,000 [1].

While there is no universal definition for the smart city, an often used definition is that of International Telecommunication Union (ITU) report in 2014, which is the following:

“A smart sustainable city is an innovative city that uses Information and Communication Technologies (ICT) and other means to improve quality of life, efficiency of urban operation and competitiveness of services, while ensuring that it meets the needs of present and future generations with respect to economic, social and environmental aspects.” [2].

ICT provides the smart infrastructure that is the foundation for all of the key themes related to a smart city, such as smart economy, smart people, smart governance, smart mobility, smart health, smart buildings, smart water, etc. As such, a city is constituted of various infrastructure components that form a system of systems [3].

According to Mayk and Madni [4], a System of Systems (SoS) is a collection of systems that were originally designed as separate systems for specific and different purposes but they have been brought together within the SoS umbrella, in our case a smart city umbrella, for creating new capabilities required for the mission of a smart city. A smart city as a system, is usually designed to accommodate various and diverse services, though not all services and their capabilities are defined precisely at least at the time of the initial deployment and, consequently, they are not included in the initial design. Further, since a smart city evolves dynamically, it could incorporate new enhanced and innovative services. This evolution includes continuous deployment of new services, reorganization of existing services and automatic development of novel more competitive services. Commonly, a smart city is characterized using terms, such as interoperable, synergistic, distributed, adaptable, inter-domain, reconfigurable, and heterogeneous. Actually, it is an ecosystem that evolves over its lifetime.

Furthermore, the key characteristics of SoS [5][6], which in our case are focused to a smart city should be a) operational independence of elements, b) managerial independence of elements c) evolutionary development, d) emergent behavior and geographic distribution. Although the above are quite important, however, another characteristic should be included, that of efficient collaboration, since the electronic inhabitants of smart cities are increasing rapidly.
with the massive introduction of Internet of Things (IoT) technologies.

Collaboration of smart infrastructure will provide the cognitive framework that smart cities subsystems need in order to have the ability to cooperate transparently and autonomously for offering composite, complex and more efficient services. However, developing this collaborative cognitive framework is not straightforward, since according to Vlachelas et al. [7], while a wide set of predefined services and applications is available for employment in smart cities, there are technological barriers among objects when they are used across application domains.

Services are commonly considered for performing complex tasks, thus research has focused on the problem of the automatic service composition. An automatic and dynamic web service composition is a highly complex process and the proposed standards of related technology do not answer holistically the problems of web services discovery and composition yet [8]-[10]. Further, service composition and collaboration is limited to approaches that groups of services follow a plan for the composition taking into account only their functional behavior, and this cannot be characterized as collaboration. In many cases, services need to work together as a group to achieve common objectives, implying teamwork abilities, which are commonly used in case of groups of humans, agents or autonomous vehicles. Developing autonomously collaborative services capable of exhibiting teamwork behavior that would have situation awareness and adapt in the environment of a smart city is a challenge for our research. A service capable of exhibiting teamwork behavior is one that can effectively cooperate with multiple potential teammates on a set of collaborative tasks and that is able to intervene and catch errors or prevent emergent behaviors that will put in danger the overall team goal, i.e., the overall execution of a composite service.

Teamwork has become an important research field and its contribution to organizational performance has attracted attention of various research groups from several disciplines. In recent years, many scientists studied why humans succeed or fail in joint activities and a variety of models have been developed that follow social - psychological approaches for human team formation. Apart from human team working, another area where similar problems have been studied and such theories have been applied, relevant with this research, is the area of autonomous software agents and robots. As with humans, a group of autonomous software agents must accomplish given tasks by organizing themselves according to their individual characteristics and their teamwork behavior within the overall system.

Towards this direction, the problem we address in this paper is to exploit the existing architectures and augment them with a teamwork layer that may introduce the notion of teamwork collaboration within a set of services, agents and other systems that “live” in a smart city. More analytically, we present (i) the teamwork behaviors needed, and (ii) a teamwork software layer.

In order to do so, we exploit the role modeling approach and the definition of behaviors to create roles that, except their functional behavior, will also have teamwork behavior. Services that exist in a smart city could be modeled using this approach that directs the team of services, which are called to cooperate to reach a goal. The focus is on architecting cooperative teams of services that form composite services, where cooperative teams is meant in a stronger sense than composite services where it usually simply implies a set of bound services. This teamwork hypostasis of cooperation in services makes the concept of collaboration stronger.

The rest of this paper is organized as follows. Section II describes the background and related work in teamwork, in Section III we present a layer in the reference architecture for smart and sustainable cities, in Section IV we describe the proposed teamwork software layer, while the last section presents conclusion and ongoing work.

II. TEAMWORK THEORY

In many cases, smart cities’ environment is so complex that work is done in teams composed of members that are either humans, IoT devices, autonomous software agents where each of them is specialized in specific tasks. For example, teams of humans, vehicles and software services need to cooperate in various transportation scenarios [11], while humans, together with various smart cities cooperative agents offered by various providers implementing different protocols, need to collaborate. The success of a smart city use case depends on the team rather than the individual effort of each team member. In other words, a smart city is an ecosystem where, organization, businesses, human’s operators, users, IoT services and Cyber Physical Systems (CPS) are effortlessly connected while exhibiting teaming behavioral attitudes. In order for these entities to be effectively connected and collaborate as a team, models based on human team working literature were investigated and exploited.

Team working has been thoroughly studied by psychologists and human resource experts over the last decades. In early studies, some researchers have proposed models focused on specific characteristics that team members should have such as personality, functional expertise, competencies, goal orientations, etc. [12][13]. As the team research matured, research moved firmly from dealing with single characteristics that members should have to a variety of behaviors that members should expose [14][15]. Ultimately, in current research, member’s tasks and behaviors are often clustered into distinct roles within the system that are aligned with the expertise of each team member [16]. Increasingly, researchers propose that teammates, along with the operational tasks that they perform in a team, they have also to play some other teamwork role, such that of coordinator, contributor, idea generator, etc. Indeed, as it is witnessed by empirical studies, these approaches are effective in a variety of contexts, tasks and domains.
There were many attempts to classify roles and behaviors in the context of human team working. Among them, the most prominent models are: (i) Belbin’s work in team roles [17], (ii) Parker’ set of team player styles [18] and (iii) Margerison and McCann model, which defines eight different roles namely: (a) explorer–promoter, (b) assessor–developer, (c) thruster–organizer, (d) concluder–producer, (e) checker–inspector, (f) upholder–maintainer, (g) reporter–advisor, and (h) creator–innovator [19]. Each role is linked to predefined behavior and tasks. For example, “Creator–innovator” role is linked with forward thinking, new ideas and new ways of doing things. People playing this role in a team, come up with new strategies and different approaches to tasks, creating and experimenting with new ideas in order to handle various situations and challenges.

The various agent-based frameworks of team behavior proposed in the literature were also investigated to identify and analyze the different agent teamwork factors among various types of teams in related areas. Generally, agent based teamwork factors address different collaboration attributes, such as (i) how the team is organizing itself, e.g., by creating rules for collaboration and communication, (ii) how the team is forming its strategy for future direction, e.g., by planning and decision making and (iii) how the team work together to achieve synergy, e.g., by following rules of trust and engagement. Fifteen primary factors revealed from agent based models in the literature, which merit particular attention across different team tasks and group sizes. In the following, we present the three dimensions and how the teamwork factors are clustered [20]

- **Organizing factors**, such as Collaboration (COL), Communication (COM) and Coordination (COO).
- **Strategy related factors**, such as Planning (PLN), Learning (LRN), Decision making (DM), Evaluation (EVL), Teamwork policies (POL).
- **Synergy related factors**, such as Ad hoc team setting (ADH), Autonomy (AUT), Delegation (DLG), Joint-intention (INT), Knowledge of teammates’ capabilities (KCT), Knowledge sharing (KLN) and Trust (TRS).

The framework for the goals of this research paper is partially based on existing approaches in service modeling and teamwork behavior. However, according to our point of view, the primary objective for smart cities is to not only provide services coming from different smart systems and combine them through basic communication and collaboration. According to our opinion, the benefit comes through the ability to bind them in novel services that include the abilities of the composed services or systems and could implement the collective intelligence they have gained from the domain during their execution.

III. SMART AND SUSTAINABLE CITIES ARCHITECTURES

Smart cities are distributed-computing environments composed of a large number of software services. This architecture enables the continuous evolution of smart cities ecosystems. Therefore, a key quality of a smart city architecture is its ability to accommodate new services by automatically composing and executing as novel software services. This service composition process is critical, since in many cases there are interrelationship between city’s core systems, given that these systems cannot work in isolation. On the contrary, it is quite common to operate in close collaboration, e.g., smart transport network relies on traffic management. Interconnecting these systems obviously improve their efficiency and intelligence. Numerous examples of such synergies exist e.g., smart water - smart energy, smart energy – smart buildings, etc.

Service composition in most cases is based on service orchestration, which is a basic concept of Service Oriented Architectures (SOA). Service orchestration is a centralized approach for composing services out of existing atomic software services. However, service orchestration is better suited on static environments, when there exists a coordinator, and plans are known in advance while minimal changes happen during the execution. Nevertheless, this is not the case in smart cities ecosystems, where changes are introduced frequently and the number and the type of offered services are not upfront defined. For such cases, choreography is a preferred solution, since composition of services is done on a peer-to-peer fashion, leading to autonomously operating services. This need was early identified, thus choreographies were included in Business Process Model and Notation (BPMN 2.0) specifications [21].

As already mentioned, in the smart city case myriads of heterogeneous services operate independently. This trend will grow even more in the near future since smart services are transformed to sustainable cities that need to exhibit even richer behavior and functionality. According to ITU Telecommunication Standardization Sector (ITU-T) [22], the overall smart city architecture should provide support for Transportation services, E-government services, E-business services, Safety and emergency services, Smart health services, Tourism services, Education services, Smart buildings, Waste management services, Smart energy services, and Smart water services.

The only way to keep control of such complex systems is by developing services that are able to act and interact independently and on a demand basis. The development of smart cities’ systems and applications demands software development environments that are able to support a number of functional and non-functional requirements. The functional requirements that need to be satisfied by a development environment, as they described in [23], are:

- Data management, which includes collection, storage, analysis, and visualization of city data.
- Applications Run-time support for facilitating deployment and integration of smart cities’ applications.
- Sensor network data management and control.
- Data analytics functionality for analyzing massive volumes of data produces by a smart city.
- Service management according to SOA or other service management standards.
• Tools for conceptually defining smart cities models, organizations, etc.

Furthermore, a number of non-functional requirements need to be introduced to enrich the existing list, related mainly but not exclusively to the quality characteristics of the provided services. More specifically, some of the existing non-functional requirements are: interoperability, scalability, security, privacy, configurability, etc.

According to ITU-T [22], as shown in Figure 1, the Smart and Sustainable City (SSC) architecture should be layered and it consists of a) the sensing layer b) the network layer, c) the application layer and d) the operation, Administration, Maintenance and Provisioning, and Security (OAM & P & Security). Many such frameworks have been presented in the literature, focusing on different architectural aspects. For example, in the work of Gaur, Scotney, Parr, and McClean a software framework is presented that includes a semantic layer, which enables exploitation of domain specific data based on the concepts and relationships between these concepts [24].

Anthopoulos and Fitsilis [25] explored various smart cities around the world and concluded that the architecture that is preferred by well-managed cases is the multi-tier architecture, which is applied in new, existing and smart planting cases, while it addresses both soft and hard infrastructure, and it considers natural environment and the evolving Internet-of-Things (IoT) in terms of sensor installation.

Obviously, architectures that in many cases were operational in the near past seem to be inadequate for the future and have deficiencies. For example, they are tuned for static service provisioning but not for dynamic service composition, they are controlled in most cases centrally and they do not allow ad-hoc collaboration between services (service choreographies) while smart city subsystems are interconnected and integrated but they do not exhibit intelligent behavior (situation awareness, adaptive behavior), etc. In order to overcome these deficiencies, in the sequel, we present the introduction of a new layer, which will provide teamwork functionality and could be utilized to solve some of the above-mentioned problems.

IV. TEAMWORK LAYER

In this paper, we do not present a complete architecture since specific functional requirements do not exist; they are generic and not analytical for a particular smart city implementation. What we discuss here, is best described as a conceptual application architecture layer, capturing the most prominent requirements for exhibiting an intelligent teamwork-collaborative behavior to smart cities’ applications. However, this conceptual teamwork layer could be modified and transformed as necessary, to address all specific functional and quality requirements for specific smart city frameworks or projects. This teamwork layer, ideally, could be used with the role based modelling approach, for presenting the services/components that cooperates within the smart city ecosystem. According to this approach, for each smart city/domain a set of roles is defined. Each role is a set of behaviors. A role model of the domain contains all roles and their defined behaviors. The set of roles that each service acquires implies paths for the collaboration of the service with other services of the domain. By defining services as set of roles, it allows an abstraction and helps to capture other entities that might exist and cooperate in the domain to form heterogeneous teams, e.g., teams of services, agents and robots. This is also necessary since, although some services may have the same functional requirements, not all services can exhibit the same behavior concerning nonfunctional requirements. The role model and its application to model composite services is defined in [26].

Even though the role model is an abstraction that describes the patterns of interactions among a set of entities, our intention is to introduce in this paper specialized team work roles that intervene when particular behaviors extracted, for infusing team working behavior within smart and sustainable city services. By researching the related bibliography in human and agent team working, the

![Figure 1. Smart and Sustainable City Architecture ITU-T [22]](image-url)
following fundamental roles have emerged. The description of each role is minimal in the sense of reflecting solely the most substantial aspects of teamwork during the collaboration. Additional aspects occur in specific cases; these may be addressed by modifying the role and adapt it to the detailed behaviors.

**Planner role.** Complex smart city services need to be executed according to an overall plan. This role should be assigned to services having central function within different smart cities subsystems. For example, we should have one planner role for each different type of transportation service.

**Organizer role** is a role needed for organizing and monitoring the execution of different plans. It is possible that different services are assigned both the roles of planner and organizer, however these services should be strongly coupled (planners and organizers).

Similarly, the **inspector role** is the role that monitors the execution of the plan within the domain of a smart city. It is responsible to keep track of the progress, to inform organizer for possible delays and to trigger the planner when a new plan re-scheduling is required.

The **promoter role** is a role that enables interacting with different domains, e.g., by promoting services offered outside the domain of specific smart cities. A service having this role should be aware of the capabilities of all services of the domain. This is done with the aim to expand the offered services of a smart city or for looking about potential new services that are in demand.

**Producer** is a generic role that is assigned to all software services offering added value services to the citizens within the domain of a smart city.

**Advisor role** is needed for exploring new alternatives to develop the offered services within the domain of a smart city. Through history execution of services in the domain, it can reason and evaluate a set of services that will make the team formation. In a more advanced form, the advisor is based on semantic constructs such as domain ontologies in order to offer better reasoning using knowledge retrieval algorithms and provide recommendations of better quality.

**Maintainer role.** The main goal of the maintainer is to ensure that standards and processes of the domain are upheld and to maintain team functionality. It check for new updates for the system and keeps the configuration of the system.

**Innovator role** could be assigned to all experimental services of the domain, or to services running at a test system e.g., a landscape that have not been deployed yet.

As it is already mentioned, this team working model could be executed within a smart city domain to improve the collaboration of the composed systems. Services executed within the same domain will be aware of this fact, and will be able to share knowledge artifacts of the domain existing in various forms and formats. Further, through the role of the **advisor**, services are informed about other services that have similar behavior, their capacity, which of them are trusted, their functioning within the system in relation to the smart city’s semantic model (e.g., smart city ontology) and the geospatial information of each service (e.g., which smart building is in the proximity of a smart vehicle). The satisfaction of these requirements would lead to the implementation of important operations within a team such as delegation, common intention and knowledge sharing behavior.

The implementation of team working services essentially follows the three-step implementation, which are: a) Service design phase, b) Service composition phase and c) Service execution phase. During the service design phase, a choreography could be designed using a business process modelling language, such as BPMN 2.0. The design is done after capturing the service requirements in collaboration with domain experts and users. Service composition could be done using BPMN 2.0 and after discovering the appropriate service instances needed. At this phase, after the **planner** provides a plan for the composition, the **advisor** role is needed in order to identify and evaluate the services published by providers within the domain. For describing the service plan, the behavior, the interactions, and messages exchanges need to be specified. This is implemented in the context of the **planner** role. The result of service composition
is the description of services to be executed and in this context the inspector role need to be activated. Meanwhile, service innovator is in collaboration with service promoter and according to the availability of services in service registry, they either promote existing services to be used or search for new available services that could be found from other providers through the internet. The inspector role in collaboration with the organizer role are the necessary components for running and monitoring the final choreography. This scenario is presented in Figure 2.

V. CONCLUSION AND FUTURE WORK

Collaborative processes performed by teams of services in a smart city environment require teamwork abilities. In this paper, we outline the principles for service teamwork roles, which are a fundamental building block for our proposed model of service teamwork in the context of a smart city. More analytically, we habilitate these roles with indicative teamwork behavior that services need as participants of an optimal team in order to underlie the required teamwork abilities and go beyond other approaches, by providing teamwork grounded service abstractions. Clearly, this is not sufficient and the analytical primitive behaviors should be designed that would be extracted from each team role according to the proposed role descriptions and the application domain. This is a step towards the definition of the architectural design and for creating a sophisticated smart city scenario where all defined roles will intervene and contribute, using real data from a smart city ecosystem. The benefits of applying this approach is that as smart cities are becoming even more complex systems we need to introduce concepts of intelligent collaboration and autonomous behavior that will allow such systems to evolve and to be managed easier.
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I. INTRODUCTION

When one thinks of smart cities [1], the focus is often on technical aspects, such as sensors or digitisation aspects in general. Administrations are also opening up, offering more transparency and new opportunities for citizens to participate. However, do smart cities also take their citizens on the way to become inhabitants of a smart city, maybe so-called smart citizens [2] and define their role? Moreover, what kind of people are these citizens who are already actively involved in this transition phase, want to participate and shape something with and for their city and fellow citizens.

Studies in the field of Smart Cities often refer to concrete projects within cities, to the transformation within the framework of digitisation as well as to fields such as sharing services or the opening of administrative activity (open government [3]). The area of Smart Cities is not limited to these factors and offers a wide range of aspects worth considering. An overview of the different elements is given in [4]. All these aspects are important, and some of them lead to more free and open data being available. This is particularly the case when you look at E-government and primarily Open Government and thus the right of citizens to inspect documents and processes. This right involves the publication of open government data, which should be available in machine-readable form as raw data. The data sets are often made available by cities and municipalities on open data portals and can be easily obtained. However, someone has to work with this data, develop something from it, create added value. Since these are data from specific cities, the citizens of these cities, in particular, can gain insight into what is happening in their city. These citizens, who have further knowledge of the city in which they live, are therefore particularly suitable for further processing. Depending on the type of further processing, various skills are required. In this article, the focus is therefore on the interested and committed citizens who join forces to do something for their city, their fellow citizens and thus also themselves. Therefore, the first steps on to a research tool are described to develop an understanding of who these committed citizens are and what motivation drives them to get involved. The Open Knowledge Labs, initiated by the Open Knowledge Foundation, are used as a starting point, as interested people develop tools or visualisations for their city without too particular reference to specific topics. Initially, the Open Knowledge Labs in Germany will be included, but the tool to be developed should not be explicitly limited to this, but can also be used for other countries and similar communities.

The structure of this paper is as follows. In Section 2, the Open Knowledge Labs in Germany will be introduced. The related work is mentioned in Section 3. In Section 4, the methodology towards creating the instrument is described. Finally, in Section 5, conclusions are drawn, and future work is mentioned.

II. OPEN KNOWLEDGE LABS IN GERMANY

It is difficult to identify why individual citizens take part in participatory processes and how (e.g., using a digital service provided by the city via the web or an app). Sometimes an app is only tested or used sporadically, or a single request to a specific service is made. On the other hand, groups that meet regularly to develop their city or develop something for their city often have established a long-term interest and motivation for this topic. These communities can then be examined regarding their composition, how the individual members find their way into the community and what motivates them to deal with such topics in their free time. However, these are only a few aspects that affect the participants. Examples of such groups are the Open Knowledge Labs (OK Labs), which were initiated by the Open Knowledge Foundation. The focus is initially on Germany, where the Code for Germany project was started. The project aims to network developers, designers and people interested in open data, who meet regularly to exchange ideas and work together. The aim is to develop and promote projects and applications around open data concerning the own city. All people are welcome, regardless of their professional or personal background. The term Code is not meant to be restrictive: it is not only about programming, but it is also a desired ability. Currently, there are 25 Open Knowledge Labs in different parts of Germany. In the context of a future study, the instrument will be used at all 25 labs in Germany to obtain an overview of the composition, topics, motivations...
and organisation. In the following, the instrument is to be made adaptable and standardised concerning the aspects of the investigation so that it can also be used in other countries. The consideration of local peculiarities is explicitly provided for. The study concerns the participants, the organisers and the environment of the labs. The focus is on the people, their backgrounds and motivations in this citizen-centred approach. The individual dimensions of the investigations are explained in more detail in the section Methodology.

III. RELATED WORK

The study of communities dedicated to a topic is not fundamentally new and has already been carried out for different types of communities and taking into account various aspects. For example, an empirical study on the participation in free and open source (online) communities shows that “70% of the surveyed members, stated that meeting and talking to people with similar interests was one of their main reasons for their participation.” [5] The basic motivation has been described in this paper as to perform some function and to do something. Whereas social exchange seems to be important, problem solving was the reason with the most votes. As the instrument will use a citizen-centric approach, one central aspect is the motivations why and how citizens engage in such communities and projects. As open source communities seem to have a similar approach (despite they often exist in the form of an online community instead of local groups that meet regularly), research on these communities can be helpful to build a research instrument for Open Knowledge Labs. The motivation for participation in open source software communities has been investigated by Ke & Zhang [6]. They relied on different motivational theories and referred to different types of motivations in the context of open source software communities regarding the participational aspect. From that, they composed their research model which focuses “… the interaction effects of external motivation and personality traits, and of identification motivation and personality traits.” [6] This research model can be a basis for the studying the motivational aspects in our instrument. Their results based on a study carried out in specific open source communities, collected using an online survey.

In contrast to these and other such studies, the Open Knowledge Labs have a distinctive characteristic: the meeting does not take place because of a fixed, tangible goal, but because of the interest and motivation to do something for one’s environment. It is not clear what kind of results are obtained, what tools are used or how the results are communicated and disseminated. There are presumably very heterogeneous groups here, which are dedicated to different projects and which are connected only by the common motivation for the improvement of the city. Regarding improving the city, however, many aspects, such as the environment, transport, communication, are possible. The intended instrument should, therefore, be as general and broad as possible, so that many factors can be included in the inventory and a multi-perspective overview emerges as a result, which can be used for further investigations. Through such a common interest, a parallel can be drawn with other types of communities: Communities of Interest [7] or Communities of Practice [8]. In a study on the classification of communities, Herranz et al. [9] highlighted the differences between Communities of Interest and Communities of Practice. Based on this study, a categorisation of Open Knowledge Labs as Communities of Interest seems more appropriate, as they have a complex character, can change in personnel at any time and pursue common goals that are not tied to specific methods or tools. The further development of the instrument can build on this classification. From the research results obtained, an evidence-based decision can subsequently be made regarding categorisation of the individual Open Knowledge Labs.

IV. METHODOLOGY

To get a complete picture of these communities and their members, a research tool is being developed to investigate these and other aspects. The dimensions of this instrument are shown in Figure 1.

The five core dimensions (People, Organisational factors, Communication, City, and Exchange) build up the basis for the investigation instrument. Every dimension carries further aspects with it, which need to be further developed and refined. The aspects of the individual dimensions are described in more detail below.

A. People

Since the approach of the investigation instrument is aimed in particular at the participating citizens and their motivation as well as their professional and personal characteristics, this aspect comes first. In addition to general demographic data such as age, gender and the number of participants, the professional background (training and current employment) and in particular the motivational factors for participating in such a community are collected. The evaluation also distinguishes between lab leads, regular participants and sporadic participants. Also, the wishes and expectations of participants and potentially interested parties are asked. If possible, the reasons why people have left an Open Knowledge Lab should also be collected.

B. Organisational factors

The organisational factors include aspects that deal with the organisation of an Open Knowledge Lab. This consists of the organisational and management structure, as well as local and temporal factors. Is there a fixed location for the meetings and a fixed time frame? How often do meetings take place and is there the possibility of spontaneous changes regarding space and the extension of meetings? Besides, the financing
of projects and the legal status of Open Knowledge Labs are examined.

C. Communication

The fact that a community exists like an Open Knowledge Lab must first get around. This dimension deals with various aspects of communication. How are meetings announced and where can I find out more about the idea, the current projects and in general get more information on the Open Knowledge Lab? It is examined whether a website exists, which social media channels and community tools are used for what purpose and in what frequency, and generally how the public relations work of the individual labs is carried out. Among other things, it is essential to know how new members can find their way to an Open Knowledge Lab and how completed projects can be prominently presented, which in turn can arouse the interest of other interested citizens and representatives of the city.

D. City

The involvement of the city or people from the administration in the activities of the Open Knowledge Lab is an important aspect when it comes to implementing projects to improve the city. Here, it is examined whether the city or municipality operates an Open data portal or there are persons in the administration who are responsible for this area. Also, the connection to the administration is considered concerning whether an exchange and, if applicable, participation in Open Knowledge Lab meetings have been realised and what experiences have been made with them. Furthermore, the involvement in urban decision-making processes, the transparency of the administration as well as the general state of the city on the way to a smart city is considered. This makes it possible to assess the Community’s activities with the development phase of the city. It is also of interest what experience the citizens have already had with contact with the administration, what paths they prefer and what possibilities can be created here in joint projects. Studies like this from Reddick & Anthopoulos [10] can be consulted to investigate interaction with administrations further. Another aspect is to investigate whether institutions (such as universities) or associations (such as digital innovation hubs or business incubators) exist in the respective city that promote the presence and development of smart citizens.

E. Exchange

Open Knowledge Labs are usually not the only one of communities working on digital projects. For projects from the Open Source environment, as well as other community projects (e.g., Linux, OpenStreetMap, etc.) there are often local user groups that come together for similar reasons, but often with more concrete projects and ideas. This dimension investigates whether there is cooperation or contact with other communities in the city or the surrounding area and to what extent this can influence the work. Besides, there is a link to the organisational factors, for example, the question of whether several communities share a meeting point.

F. Realization

The instrument will be used in surveys and interviews. These methods are used to collect data during personal visits to all Open Knowledge Labs. Alternatively, the data can also be obtained online and gathered again on a regular basis.

V. Conclusion and Future Work

The presented instrument should enable an inventory of data on people and their motivation to participate in topic-specific groups in participatory activities to improve the city. Before a first concrete application, the individual dimensions and the aspects contained therein are rechecked and supplemented or revised. Also, tests are carried out in which the aspects are processed within the framework of specific surveys or interview guidelines. The contacts to some labs already exist, and the membership of the authors creates direct access to the persons. The results will provide a first insight into the structures, composition and working methods of Open Knowledge Labs, which are not yet available and have not yet been examined in their entirety. From this data collection, measures to optimise the work and possible positive and negative influences can be discovered. In further steps, the data can be used for analytical purposes and international comparisons, for example, if corresponding data collections also take place in other countries. Similarly, this can lead to further dialogue between citizens and the city administration and strengthen mutual understanding if both sides approach and work together transparently.
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