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Foreword

The First International Conference on Advances in Cognitive Radio [COCORA 2011], held
between April 17 and 22 in Budapest, Hungary, was an inaugural event dealing with various aspects,
advanced solutions and challenges in cognitive (and collaborative) radio networks. It covered
fundamentals on cognitive and collaborative radio, specific mechanism and protocols, signal processing
(including software defined radio) and dedicated devices, measurements and applications.

Most of the national and cross-national boards (FCC, European Commission) have a series of
activities in the technical, economic, and regulatory domains in searching for better spectrum
management policies and techniques, due to spectrum scarcity and spectrum underutilization issues.
Therefore, dynamic spectrum management via cognition capability can make opportunistic spectrum
access possible (either by knowledge management mechanisms or by spectrum sensing functionality).
The main challenge for a cognitive radio is to detect the existence of primary users reliably in order to
minimize the interference to licensed communications. Optimized collaborative spectrum sensing
schemes give better spectrum sensing performance. Effects as hidden node, shadowing, fading lead to
uncertainties in a channel; collaboration has been proposed as a solution. However, traffic overhead and
other management aspects require enhanced collaboration techniques and mechanisms for a more
realistic cognitive radio networking.

We take here the opportunity to warmly thank all the members of the COCORA 2011 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to COCORA 2011. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the COCORA 2011 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that COCORA 2011 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of cognitive radio.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the historic charm of Budapest, Hungary.
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Abstract—The paper is about performance evaluation of the IP 
Spectrum Aware Geographic routing protocol (IPSAG). 
IPSAG is an opportunistic cognitive routing protocol, which 
determines a source-destination route in a hop-by-hop manner, 
based on global and local information. Simulation results are 
reported for a particular case of IPSAG, where the cognitive 
radio (CR) nodes are uniformly distributed inside the cognitive 
radio network (CRN) and a two-dimensional random walk 
model is used to model the mobility of CR nodes. The results 
show that the IPSAG protocol is performing well in the case of 
a highly mobile CRN and that the source-destination path is 
successfully found in the majority of cases, especially when the 
network is highly populated. 

Keywords-Cognitive Radio Network (CRN); IP Spectrum 
Aware Geographic (IPSAG) routing; random walk 

I. INTRODUCTION 

Cognitive Radios (CR) have been suggested as a solution 
to the problem of scarce spectrum resource, by giving the 
possibility for the secondary users to use the licensed users 
channels sensed to be free. 

In relation to the existing wireless technologies, the CR 
technology has a revolutionary character by providing new 
functions. The most representative functions are: 
• Sensing function: the CR terminal is able to sense the 

entire environment and accordingly change the 
behavior. 

• Sharing function: the CR users must respect the primary 
users priority regarding the channel access and, at the 
same time, must be able to share the free channels with 
other CR users. 

The new features have a strong impact on the routing 
function. Due to the unstable nature of CRNs, regarding both 
node mobility and channel availability in time, a very 
dynamic routing protocol is needed. In this direction, 
especially when the channel availability period is much 
lower than the CR transmission duration, there is need for a 
totally opportunistic routing [1]. 

Today, a large number of suggested CR routing are based 
on existing routing algorithms for ad-hoc networks, adjusted 
to respond to CR demands. Most of the solutions are based 
on the Ad Hoc On-Demand Distance Vector protocol 
(AODV), while limiting the broadcast area of the Route 
Request (RREQ) message [2]. 

Furthermore, in order to avoid the network flooding with 
control messages, source/destination based routing solutions 
are advanced. In this case, the needed information is 
obtained with the help of Common Control Channel (CCC) 
[1]. 

Along with the traditional factors (delay, interference, 
throughput), the routing metrics also include the fluctuation 
of the link availability. The vacant channels are selected 
based on probabilistic information [3] or by considering the 
switching frequency from one channel to another [4]. 

Within this context, the IP Spectrum Aware Geographic 
routing protocol (IPSAG) was advanced as a solution to 
routing in CRNs [5]. IPSAG uses the IP principle of step-by-
step forwarding with respect to the channel availability 
status, QoS features and CR node geographic positions. 

The paper evaluates the IPSAG behavior in different 
mobility conditions, from stationary to high CR mobile 
nodes. The CRN model is implemented and tested in Java. 

The rest of the paper is as follows. Section II describes 
the IPSAG protocol functionality. Section III presents the 
advanced CRN model to test IPSAG correctness. Sections IV 
and V provide the obtained results of IPSAG simulation in a 
one-cell and a seven-cells CRN, respectively. Section VI 
concludes the paper. 

II. IPSAG PROTOCOL DESCRIPTION 

The IPSAG protocol is a highly opportunistic protocol 
for CRN routing. IPSAG is inspired by the IP flexibility 
regarding the route selection process. The path is determined 
step-by-step according to a position-based approach, which 
also considers the channels availability and the Quality of 
Service (QoS) features. 

The characteristics of the protocol are as follows [5]: 
• The next-hop decision process is an individual one, 

taken by each CR node on the source-destination path. 
No previous determined route is used when forwarding 
the data packet. This is the basic concept of IP. 

• The spectrum opportunities of CR nodes are considered 
when constructing the step-by-step path: a link between 
two CR nodes can be part of the source-destination route 
if the corresponding CR nodes have at least one joint 
channel sensed to be free; i.e., IPSAG is a spectrum 
aware routing protocol. 

1
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• QoS elements in the form of signal-to-noise ratio (SNR) 
are considered in determination of a channel between 
two arbitrary nodes. Hereby, a channel sensed to be free 
is allocated only if the channel has the SNR above a 
given threshold. 

• Geographical routing principles are used to reach the CR 
destination node. Given the CR neighbors with common 
spectrum opportunities (SOP) with QoS, the CR node 
selects the next-hop to be the one closest to the 
destination. 

The local decision process regarding the next-hop 
election is as follows (see Figure 1): 
• Each CR node determines its geographical neighbors 

inside a circle (with the node at the center and variable 
radius, usually selected to be equal with the transmission 
range). 

• Within the neighborhood, the CR node determines the 
neighbors with which it has common SOP (also 
satisfying the QoS demands); 

• The next-hop is the closest node to the destination 
between the pre-determined neighbors. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  IPSAG routing example [5] 

For instance, in Figure 1, the Source is running IPSAG 
inside its neighborhood and chooses node Int_1 as the next 
hop to forward the packet. Similarly, node Int_1 selects node 
Int_2, and Int_2 selects Int_3 to be the next-hops. Finally, 
node Int_3 determines that the destination is located in its 
neighborhood and forwards the packet [5]. 

III. SIMULATIONS MODELS 

In order to analyze the IPSAG performance for mobile 
CR nodes, a CRN model has been created in Java. The 
elements that provide the CRN simulation environment are: 
• Channel class, which models the primary radio channel. 

The channel is characterized by an availability status 
and a variable SNR. It also has an index based on which 
it is identified in the corresponding cell. In our 
simulations the channel status is considered to vary 
between “available/unavailable” with a probability of 
0.5 at each IPSAG iteration. 

• Cell class, which models the radio cell. This class 
extends the Polygon Java class and it is described by the 

set of radio channels that can be utilized on its area. 
Also, in each cell, the available radio channels at a given 
time, which correspond to a required SNR threshold, can 
be determined. 

• Node class, which models the CR node. Each node is 
able to determine and maintain a table with its 
neighbors, and it can choose the next-hop when running 
IPSAG. The neighborhood radius along which the node 
discovers its neighbors can be varied. The CR node can 
determine the cell in which it is located at a given time. 
It is identified by a global index in the CRN. Initially, 
the CR nodes are uniformly distributed along the 
network and each CR node moves across CRN 
according to the two-dimensional random walk model in 
a discrete manner [6]. At each IPSAG iteration, the CR 
node has the possibility to move with a probability of 
0.5 at left/right and up/down, respectively. The random 
walk implementation avoids the CR nodes exceeding the 
CRN perimeter. The case when a CR node crosses the 
border is not considered. 

• Network class, which models the CRN. The user can set 
the simulation parameters. These are: total number of 
CR nodes, number of cells that form the CRN, number 
of radio channels per cell, geographical dimensions of 
the radio cell, number of the channels belonging to the 
Industrial, Scientific and Medical (ISM) band used for 
inter-cells routing and the random-walk step where the 
nodes are moving. 

Two CRN models are used in our simulations, namely 
one cell CRN and seven cells CRN (see Figure 2). 

 
Figure 2.  The CRN models used in simulations 

In the first case, the IPSAG routing is used inside the 
cell. In the second case, the IPSAG routing is extended for 
inter-cells routing, with the difference that the channels are 
allocated from the ISM band. 

In all simulation cases we consider a number of 120 radio 
channels per cell. This corresponds to the spectrum 
reutilization scheme factor of N=3, for the 800 MHz band 
(62 carriers for each uplink/downlink communications 
direction) [7]. As mentioned above, the channel availability 
is varied at each IPSAG iteration with a 0.5 probability. 

Furthermore, the cell radius is considered to be 2 000 m, 
which is a common value. 
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IV. SIMULATIONS RESULTS – ONE CELL 

The IPSAG simulations focus on the probability to 
successfully find a source-destination route. Also, the 
probability of not finding the route from the first attempt is 
analyzed in different conditions. According to [8], this is the 
first performance criteria when evaluating a total 
opportunistic routing protocol. At the same time, the number 
of intermediary nodes between source and destination is 
observed. In this case, the results are reported with a 
confidence interval of 95 %. 

The parameters considered in the simulations are: 
• The random walk step, from the stationary case to a step 

value around the transmission range of 533 m [9]; 
• The number of CR nodes, which gives information about 

the manner in which IPSAG is performing in a 
poorly/highly populated CRN; 

• The neighborhood radius value of the circle, inside 
which a CR node determines its neighbors. 

Our results are as follows. 

A. Experiments regarding the random walk step 
For this simulation type, different movement situations 

are considered (random walk step values of 50, 100, 250, 
350 and 500 m, respectively) such as to analyze the influence 
on the IPSAG behavior. The number of CR nodes is 
maintained constant (100 nodes), a value that is very close to 
the number of radio channels (120). 

As we observe in Figure 3, the average number of 
intermediary nodes grows with the random walk step. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.  The CR nodes random walk step influence on the number of 
intermediate nodes 

At the same time it can be observed that a higher value 
for the neighborhood radius decreases the number of 
intermediary nodes along the path. This is because a higher 
number of CR nodes means a higher number of next-hop 
candidates, influencing thus the optimum next-hop selection. 

We compare our protocol with two other CR protocols. 
These are Cognitive On-Demand Distance Vector 
(CAODV), which is an improvement of AODV protocol for 
CRN [10], and Opportunistic Service Differentiation 
Routing Protocol (OSDRP), which chooses the “minimum 
delay-maximum stability” route based on the channels 
availability issues [11]. The performance of these protocols 
has been observed to be similar to the IPSAG one cell case, 

for 100 CR nodes. Thus, if IPSAG gives an average hop 
count number of 2.5, respectively of 4 [see Figure 3], 
COADV offers an average hop count of 3.5/4 (see Figure 8 
in [10]) while OSDRP gives a total number of 3 to 8 
intermediary CR nodes (see Figure 4 in [11]), depending on 
the particular simulations parameters. 

An important advantage is that, in a highly mobile CRN, 
IPSAG has a larger probability to find the source-destination 
route from the first attempt compared with the stationary 
case (see Figure 4). In other words, regarding the path 
determination, IPSAG is performing better in a mobile 
environment than in a stationary case. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Probability to find the source-destination route (533 m 
neighborhood radius) 

A small degradation in finding the path at the first 
attempt is observed when decreasing the neighborhood 
radius. However, this still has a better behavior at a high 
random-walk steps (see Figure 5). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Probability to find the source-destination route (450 m 
neighborhood radius) 

These results show therefore that IPSAG is performing 
very well in the case of mobile CR nodes. The neighborhood 
radius value can however diminish the performance at lower 
values or improve it at higher values, which are approaching 
the transmission range. 

B. Experiments regarding the number of CR nodes 
These experiments focus on the number of CR nodes and 

the influence on the IPSAG behavior. In the previous 
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simulations the number of CR nodes was maintained 
constant, but in this case it varies between 50 and 200. Also, 
the neighborhood radius is preserved at an optimum value, 
represented by the transmission range (533 m). 

The simulation results show that, in a highly populated 
network, IPSAG is behaving better than in a poorly 
populated CRN. As it can be observed in Figure 6, the 
average number of intermediary nodes is bigger when there 
are only few CR nodes inside CRN. The simulation results 
confirm the previous results according to which the average 
number increases with the random walk step (see Figure 2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.  The number of CR nodes influence on the average number of 
intermediate nodes in the source-destination path 

The probability of finding the route from the first attempt 
is approximately maximum when the CRN is very populated, 
and significantly decreases (0.7) for a lower number of CR 
nodes (see Figure 7). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.  Probability of finding the source-destination route (random walk 

step 100 m) 

The probability of successfully finding the route is 
considerably low when the CR numbers and the random 
walk step have small values. The worse case scenario is 
considered for 50 CR nodes and a random walk step of 100 
m, when this probability is going to be approximately 0.6 
(see Figure 7). When the CR nodes are stationary, this 
probability becomes lower than 0.6. 

This decrease is however improved in a highly mobile 
environment (see Figure 8). If, at a 100 m value for the 

random walk step, the probability to find the route at the first 
attempt is around 0.7, for a 250 m step this probability 
increases at 0.8. This result confirms the good performance 
of IPSAG in a highly mobile network. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.  Probability of finding the source-destination route (random walk 

step 250 m) 

Thus, the results clearly show that a populated CRN 
improves the IPSAG performance. 

V. SIMULATIONS RESULTS – SEVEN CELLS CLUSTER 

The conditions considered in Section 4 remain valid. A 
number of 120 radio channels and a cell radius of 2000 m, 
respectively, are maintained for each cell. Also, the average 
number of intermediary nodes along the path and the 
probability to successfully find the route are considered in 
evaluating IPSAG. In addition, the average number of inter-
cells routing is analyzed. 

A. Experiments regarding the random walk step 
The average number of intermediary nodes between the 

source and destination increases with the growth of the 
random walk step. A lower neighborhood radius value also 
increases this parameter (see Figure 9). This is because, in a 
highly mobile environment, the IPSAG geographical 
selection of the next-hop (closest neighbor to the destination) 
does not have the accuracy of the stationary case. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9.  The influence of the step of random walk on the average 
number of intermediate nodes 

At the same time, the average number of inter-cell 
routing steps has a similar behavior as in the case of average 
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number of intermediary nodes on the path, but with a 
smaller dependence (see Figure 10). The low dependence 
can be explained by the fact that the next-hop is determined 
at each IPSAG iteration while an inter-cell routing step is 
done only when the destination is located in another cell. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10.  The influence of the step of random walk on the average 
number of inter-cell routing steps 

As it can be observed in Figure 11, the probability of 
finding the route from the first attempt is good, with the 
remark that, relative to the one-cell CRN instance, it presents 
a higher variability. Also, the good behavior of IPSAG for 
high mobility is maintained. This is because, when CRN is 
very dynamic, the current node always has neighbors that 
satisfy the IPSAG conditions. The price is in form of a 
longer route, given that the number of intermediary nodes 
increases with the mobility degree. 

When the neighborhood radius is reduced, the number of 
neighbors for a given CR node is also reduced and thus, the 
probability of finding the route at the first attempt decreases. 
Furthermore, the tentative number for successfully finding 
the route increases (see Figure 12). 
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Figure 11.  Probability to find the source-destination route (533 m 

neighborhood radius) 
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Figure 12.  Probability to find the source-destination route (450 m 

neighborhood radius) 

The simulations show therefore that IPSAG is 
performing well in a high mobility environment, even when 
the CRN area is broader, with a perceptible deterioration 
when the neighborhood radius is decreased. 

B. Experiments regarding the number of CR nodes 
In this experiments set the neighborhood radius is 

maintained constant (533 m). 
As showed in the one-cell CRN case, the increase of the 

CR nodes number inside the CRN improves the IPSAG 
performance. When the CRN grows from one cell to a seven 
cells area, the number of intermediary nodes suffers a 2/3 
orders increase (see Figure 13). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13.  The influence of the number of CR nodes on the average 
number of intermediate nodes on the source-destination path 

Note. Given that the CR nodes are uniformly distributed 
along the CRN area and they are moving according to the 
random walk model, the number of CR nodes may be 
different from one cell to another. This is the reason of using 
the parameter “average number of CR nodes per cell”. 

As expected, a similar behavior shows the average 
number of inter-cell routing steps with the CR nodes density 
growth. As shown in Figure 14, this parameter decreases 
with the increase of the random walk step, which implies a 
short path. 
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Figure 14.  The influence of the number of CR nodes on the average 
number of inter-cell routing steps on the source-destination path 

Similar to the case of a one cell CRN, the probability of 
finding the path has a high value in a populated CRN (see 
Figure 15). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 15.  Probability of finding the source-destination route (random walk 

step 100 m) 

Also, there are no major differences for a random walk 
step variation from 100 m to 250 m (see Figure 16). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 16.  Probability of finding the source-destination route (random walk 

step 250 m) 

Therefore, IPSAG has been proved to perform well even 
when the CRN area increases. 

VI. CONCLUSION AND FUTURE WORK 

The paper has focused on evaluating the performance of 
IPSAG – a new suggested CR routing protocol. 

A simple CRN simulator has been developed in Java. 
The experiments have focused on the IPSAG performance in 
different mobility conditions. In this respect, a two 
dimensional random walk model was implemented for the 
CR nodes. 

The simulation results showed that IPSAG is well 
performing at high random walk steps. The path was 
successfully found in the majority of cases from the first 
attempt, with the drawback of a longer route in terms of 
intermediary nodes between source and destination. Also, it 
was observed that the IPSAG performance improves in a 
high populated network and diminishes through the 
neighborhood radius decrease below the transmission range. 

The conclusion is therefore that IPSAG responds very 
well to the CRN highly dynamism. This good behavior can 
be explained by the total opportunistic character of the 
protocol in finding the path. 

The future work will focus on the IPSAG performance in 
large areas, by splitting the network into clusters.  
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Abstract—The rapid growth of mobile internet traffic has
forced wireless service providers to deploy increasingly higher
capacity in their wireless broadband access systems. The flat
rate revenue streams in combination with the rapidly growing
costs associated with conventional access deployment is usually
referred to as the “revenue gap”. In this context, various schemes
for infrastructure sharing to reduce unnecessary duplication of
infrastructure present an interesting solution. Besides explicit
cooperation, competitive sharing (“coopetition”) where various
access providers provide partially overlapping coverage is one
interesting sharing mechanism. In this paper, we analyze such a
scheme and study how the operator should deploy their networks,
striking a balance between areas of exclusive coverage, where
each provider has a monopoly situation, and overlap areas with
provider competition, to achieve maximal profitability. The com-
petition is based on the proportionally fair auction scheme. The
users behave selfishly as they bid for the various access providers.
The access providers compete with each other by selecting the so
called reservation price. Results are expressed in terms ofNash
equilibrium solutions, which are numerically derived for some
sample scenarios. Results indicate that the fraction of coverage
overlap does play an important role for both the performanceof
the system and the profitability of the service providers. Asthe
level of overlap between the two networks increases the revenue
that each base station gets decreases significantly. In addition,
the user experienced throughput degrades considerably forlow
demand but the cost per transferred Megabyte is not greatly
affected. Further, we conclude that a win-win situation for both
users and access providers can be achieved with a suitable overlap
coverage by two networks.

Index Terms—Wireless access markets; coverage overlap; com-
petition; resource allocation; Nash equilibrium

I. I NTRODUCTION

A. Overview

The rapid increase of mobile internet traffic has put the
spotlight on how the future wireless broadband access systems
should be deployed and operated at significant lower costs per
transmitted bit than today. The flat rate revenue streams in
combination with the rapidly growing costs associated with
conventional access deployment is usually referred to as the
“revenue gap. Nowadays, closing this “gap” is on top of the
priority list of wireless mobile service providers. Low cost
deployment and more efficient utilization of existing resources
are key solutions to be investigated.

The traditional way of infrastructure deployment has been
that every service provider offers his own access system in
all locations, i.e., achieving “full” coverage by himself.This

has been possible in most mobile phone systems due to the
relatively low costs and high profit margins. As the increasing
data rates require a much denser (and more expensive) network
of base stations, full coverage is no longer an option to
most service providers. InsteadInfrastructure sharing, where
providers share infrastructure in low user density areas isone
possible alternative to offer better coverage and quality of
service (QoS) in a cost efficient manner [1].

The sharing of wireless infrastructure, however, raises the
question of how resources and revenues should be divided
when multiple subsystems, managed by potentially competing
actors, are involved in delivering the access service. An
alternative would be to share the infrastructure implicitly by
establishing an open wireless access market wherein networks
not only compete for users on a long-term time-scale, but also
on a much shorter time-base. This could be realized with
an architecture where autonomous trade-agents, that reside
in terminals and access points (APs) or base stations (BSs),
manage the resources through negotiations [2]–[5].

In competitive multi-user networks, services are provided
to users that are assumed to be rational, choosing strategies in
order to maximize their own utility. This resource management
problem can be expressed as a noncooperative game and the
system performance can be analyzed in terms of the Nash
equilibrium, i.e., a set of optimal bids such that no single user
wishes to deviate from its bid given that the bids of the other
users remain the same and cannot further improve their utility
[6]–[8].

B. Prior Work

In [2], the authors developed a framework for studying
demand-responsive pricing in contexts where access points
(APs) with fully overlapping coverage compete for users.
Resources are partitioned through a proportional fair divisible
auction and they investigated if, and when, an open market
for wireless access can be self-sustained. They showed thatin
scenario where access providers (APs) compete an open access
market results in better services at lower price, compared to
a case where APs cooperate. They utilized an architecture
where autonomous trade-agents manage the resources through
negotiations.

In [4], a market-based framework for decentralized radio
resource management in environments populated by multiple,
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possibly heterogeneous, APs and the service provided to
the users is of file transfers, was introduced. The problem
addressed for the user is to determine how much resources it
should purchase from the different APs in order to maximize
its utility (“value for money”).

In [7], Maheswaran et al. introduced a bidding mechanism
for allocation of network resources among competing agents,
and study it from a game-theoretic perspective. Although they
proved the existence and the uniqueness of Nash equilibrium
in a decentralized manner, the user’s performance (QoS) and
service providers’ revenue have not been studied.

C. Our problem

In this work we study how competitive sharing (“coopeti-
tion”), where various access providers provide partially over-
lapping coverage in a competitive fashion, can reduce cost.

The scenarios studied can be illustrated as in Figure 1. We
analyze how the balance between areas of exclusive coverage,
where the provider has a monopoly situation, and overlap areas
with provider competition affects the profitability of the access
providers. We also analyze how the user’s QoS is affected
by this level of overlap among networks and by traffic load
variation. A game-theoretic approach and the proportionally
fair auction mechanism [9]–[11] are used aiming to answer
the following questions:

• How is the operator revenue affected by the level of
overlap and the traffic load variations in the system?

• Is the user quality of service, QoS, in terms of available
data rate and cost per Megabyte affected by these two
parameters?

The rest of the paper is organized as follows. In Section II,
we introduce our basic assumptions and describe the wireless
architecture-scenario, resource allocation mechanism, and
user demand model. Section III gives a thorough overview
of the user game. Section IV outlines the service providers’
strategy. In Section V we show the numeral results from
simulation and in Section VI we present out the conclusion.

II. SYSTEM MODEL

The system model with the basic assumptions, a description
of the scenario under consideration and the resource allocation
mechanism applied in this work are introduced in the follow-
ing.

A. Basic Assumptions - Scenario

Given the network deployment illustrated in Figure 1, the
problem for each BS is to select a reservation price,ǫ, so that
its expected revenue is maximized. When the user is in a non-
overlapping area, this user can only bid for resources from
the single BS that provides coverage of this area. This user
faces a monopolistic market, since the BS can charge any price
due to the absence of a competitor. Both, in overlapping and

nonoverlapping coverage the users may choose not to utilize
a specific BS if the price is too high.

Figure 1 illustrates the basic scenario under investigation,
wheresmi,j denotes the bid, inmonetary units, that userj places
in auctioni at BSm, in order to get a portion of the available
transmission timexi,j for a file transfer (Note that we have
assumed a purely time division multiplexed link). The link
user−SP indicates the link provided by access provider who
dominates the market in this area (i.e., the access providers
who provide coverage) and it is to this BS that users should
send a positive bid in order to be served.

We model a file download service, specifically, the down-
load time in a wireless TDMA system withN selfish com-
peting users andm BSs with overlapping coverage areas.
The BSs are assumed to be identical in transmit power,
system bandwidth, minimum received signal to noise ratio
requirement, etc.

The resources that we focus on are downlink transmission
slots. These slots are allocated to different users in orderto
share the downlink throughput among them. Allocation of the
resource is done through a proportional fair divisible auction.
We assume that the resource is infinitesimally divisible and
that the cost associated with the file transfer depends on the
total time-duration and the monetary expenditure requiredfor
the complete file download.

Fig. 1. Basic scenario - Illustration of a wireless network architecture with
different percentages of overlap, which represents a system with different
levels of competition

As in [2] [4], we investigate a trade-agent-based model
for the auction bidding process.The trade-agents are entities
located in the BSs, who act selfishly on behalf of their users.
The main objective of each trade-agent is to maximize its
user’s utility (here computed asvalue for money). The portion
of the transmission time allocated to userj can be expressed
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as follows:

xi,j(s) =
si,j

si,j + Si,−j

∈ [0, 1), (1)

where Si,−j represents the strategies (bids) of all the
opponents’ trade-agents and it is equal to

∑

k 6=j si,k + ǫ

where the reservation priceǫ ∈ [0, ǫmax). The reservation
price is a nonzero price floor below which the resource will
not be sold. Note that by definition the price floor must be
nonzero as if it were zero, then there would be no price floor.

Assuming that the peak data-rate of a single userj on whose
behalf the trade-agentj is acting, remains unchanged during
the entire file transfer and that this applies for all the users,
i.e., Ri,j=Rz,j ∀ i, z, the total demand associated with the
other trade-agents, thus

∑

k 6=j si,k=
∑

k 6=j sz,k ∀ i, z.

Note that z is the last round of the auction. Due to these
assumptions, each trade-agent will place identical bids inall
the auctions.

B. Resource Allocation Mechanism - Proportionally Fair
Divisible Auction

As described in the previous section, the total transmission
time is divided via employing a proportional fair divisible
auction . In a proportional share allocation scheme each user is
characterized by a parameter that expresses the relative share
or amount of the resource that it should receive. Hereafter,
the bid that the user submits to the BS is used to express the
user’s share. In this work a dynamic system has been modeled
in which users are assumed to dynamically join and leave
the competition (game). Therefore, the portion of the resource
depends on both the number of users that enter the game and
the level of competition at different times. On light of this,
this mechanism allows flexibility, since the users can decide
when to join or leave the competition, and ensures fairness,
which follows from the fact that the users always get a share
of the resource proportionally to their bids (as expressed in
Equation 1).

The auction process is held by an auctioneer located in the
BS (thus since the users’ trade-agents are also allocated inthe
BS all the communication between the trade-agents and the
auctioneer is strictly local to the BS). This concept was intro-
duced in [9] and analyzed later in competitive environments
for networks with fully overlapping coverage in [2], [4]. We
examine the case where the file transfer requiresz auctions to
complete, i.e.,i = {1, ..., z} (see Figure 2).

Figure 2 illustrates the auction procedure associated witha
file transfer [4]. In this example trade-agent j initiates a file
transfer in auction 1.

Since, at the beginning of each allocation cycle, an interrupt
is generated in the system, too short a cycle may cause a large
overhead in the system, in the long run (i.e., in Operating
Systems each allocation cycle is in the order of milliseconds).

Fig. 2. Illustration of auction procedure associated with afile transfer

On the other hand, a cycle of too long duration (i.e., cycles of
one minute) may induce a large delay for the file download,
thus, a degradation in the user QoS.

In our analysis, we assume that each auction is carried
out every one second [2], [4]. This means that each auction
determines the allocation of resources for the time after the
conclusion of the auction and that a new auction starts every
second. Note that the auction can proceed in parallel with
the usage of the link resources for downloading, but this
usage is according to the resource allocation determined by
the last auction. For simplicity of the analysis, we neglected
the overhead that can occur in a real system application.

In a proportional fair resource allocation mechanism, a user
knows exactly how much it has to “pay” over any interval
of time while this is active, considering that they choose how
much they will bid for the resource. The user cannot, however,
predict how much service time it will actually receive. Thisis
because the fraction of the resource, and therefore the service
time the user will receive, may change at any time depending
on the level of competition for the resource [10].

In each auction, userj is allocated a portionxi,j of the total
available transmission time during each auctionTA (where
TA = 1 second), and depending on its peak data-rateRi,j the
agent will be able to transfer a total ofxi,jRi,jTA bits. After
participating inz auctions the file transfer is completed and
the trade-agentj awaits for a new request from its user to
enter the competition again.

C. User Demand Model

A demand function that consists of files with an expected
sizeq in Megabits is considered. Each file arrives to the system
of BSs according to a Poisson process characterized by an
intensity,λ.

D0 represents the potentially offered load, which can be
defined asD0=qλ, and it is assumed that the aggregate
demand is perfectly known for all BSs [2].

III. U SERGAME - UTILITY MAXIMIZATION

We focus in finding the Nash Equilibrium Point (NEP) for
the reservation price of the resource,ǫ, considering the two
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games (competition among users for resources and among
BSs for users) in the competition area for different levels of
coverage overlap. This NEP is related to the Best Response
from the trade-agents (acting on behalf of the users). In the
monopolist area (non-overlapping coverage) only competition
among users is observed.

By obtaining the NEP we are able to analyze the BS’s
expected revenue with different levels of competition. These
results enable us to predict the users’ performance (in terms
of throughput and monetary expenditure per transferred file).

The users compete against each other for resources - while
trying to maximize their utility function in order to transfer
a file. This game is expressed later in Equation (2). For our
analysis, we assume that the file size is finite (and identical),
q = 1 Megabyte.

ϕ(s−j) = argmax
sj

Ui,j(sj , S−j) (2)

∀ j ∈ {1, ..., N},m ∈ {1, 2}.

In the above equationUi,j(sj , s−j) is related to the
throughput,xi,jRi,j , associated with userj and is defined as:

Ui,j =

2
∑

m=1

max

[

0, xi,jR
m
i,j − smi,j

]

. (3)

Deriving the first order solution (i.e., as a linear equation)
of Equation (3) with respect tosmi,j we can obtain the best
response(BR), which describes how trade-agentj should
react to the strategies (optimal bid that the trade-agent should
submit the BSs) of all the other trade-agents in order to
maximize its user’s utility. This would be expressed as follows:

smi,j =

√

Rm
i,j(

∑

k 6=j

smi,k + ǫm)−
∑

k 6=j

smi,k + ǫm. (4)

Since the peak transfer rate for all of the users is the same
over all auctions, and they all have to transfer the same size
file, then giving each user the whole channel (i.e., all of the
time slots) enables this user to complete and leave the system,
hence leaving all of the remaining resources for theremaining
users.

The monetary expenditure,Em, incurred by userj is given
by the summation of the bids submitted in all the auctions,
zj , required to download the file, as indicated in:

Em
j =

zj
∑

i=1

smi,j (5)

IV. BASE STATION STRATEGY-REVENUE MAXIMIZATION

A. Open Access Market-Competing BSs

This game take place among BSs, who selfishly, try to
maximize their own expected revenue per second, as defined
in Equation (6).

φm(ǫ−m) = argmax
ǫm

Φ(ǫm, ǫ−m), (6)

whereφm(ǫ−m) represents the best response(BR) function
associated with BSm. Equation (7) describes the NEP, which
is the solution to the competitive game among BSs.

ǫ∗m = φm(ǫ∗−m) ∀m ∈ M. (7)

The stability and uniqueness of the NEP for the games have
been calculated through successive iterations (negotiation)
between the BSs and users via mean of simulation. It has
been proved that symmetric wireless systems with proportional
share resource allocation mechanism converge to the NEP
reaching the nearest optimal performance [2]–[4], [6], [12].

V. NUMERICAL RESULTS

The requests of the files to be downloaded by the users
arrive according to a Poisson process and the resources are
allocated once per second based on the NEP. In this work we
characterize the user’s performance (QoS) by using the average
user throughput and monetary expenditure per Megabyte. The
BSs’ performance is quantified by the average revenue per
second. The pathloss has been modeled as expressed bellow:

L(d) = 35.3 + 38 log
10

(d) in units of dB, (8)

where d denotes the distance between the BS and the
mobile terminal. In our experiment we have neglected shadow
fading and modeled interference as coming from constantly
transmitting BSs. As in [2], we use a truncated version of the
Shannon bound that has been adjusted to include efficiency
losses, leading to the peak data-rate:

Ri,j = min

(

W log
2

(

1 +
Γi,j

2

)

, Rmax

)

, (9)

where W = 3.84 MHz is the channel bandwidth,Γi,j

represents the signal to interference and noise ratio andRmax

denotes the maximum bit-rate that can be achieve by the user.

A. Simulation Settings

Extensive simulations in MATLAB were carried out
with a granularity of one second (auction cycle) for two
wireless access providers. Table. I summarizes the simulation
parameters that were used. These values have been taking
from the prior analysis introduced in [2].
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TABLE I
SIMULATION PARAMETERSVALUES

Parameters - with units in square brackets Value
BS Transmit Power (P ) [W] 20
Users distribution Uniform
Cell Radius [meters] 440
Number of CompetingBSs (M ) 2
File size (q) [Megabyte] 1
Maximum bite-rate (Rmax) [Mbit/s] 7

B. Simulation Results

Figure 3 shows theBR function for the non-cooperative
game under different levels of competition where there, in
average, 0.4 packets/BS/s enter the system. In this figure A
represents the percentage of overlap of the two wireless access
networks coverage.
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Fig. 3. Average revenue per BS as a function of the reservation price,ǫ.

Based on the results in Figure 3 we observe that there exist
at least one NEP in the system.

1. User PerformanceThe experienced users’ QoS in terms of
throughput and average price per transferred file as a function
of the potentially offered load,D0, is shown in Figure 4.
These depend on the load demand density and are affected
by the level of competition introduced with the coverage
overlap between networks (representing different levels of
competition).

It can be observed that for low load demand, the throughput
experienced by users degrades considerably as the level of
competition increases. This is due to the fact that the fraction
of the resource that each user gets decreases as more users
fall in the competition area (in the overlapping coverage).

When the load density increases (2.4 Megabits/second and
higher, from λ=0.3 files/s) the throughput degradation is
slightly smaller leading to less negative impact on the user’s
experienced QoS, compared to fully overlapping coverage.
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Figure 5 shows the average price per transferred Megabyte
experienced by users. We observe that an architecture where
BSs compete and share their resources implicitly, combined
with autonomous trade-agents acting on behalf of the users,
has the potential to reduce price. For networks with low
demand density the average price per transferred Megabyte
is affected (small increment) in a low scale.
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Fig. 5. Average price,p, per transferred Megabyte of data for different levels
of overlapping coverage as a function of the potentially offered load,D0, (file
arrival rateλ).

As illustrated in Figure 5, the resulting user’s monetary
expenditure per Megabyte increases rapidly as a function of
the potentially offered load,D0, and on a slightly basis as the
level of overlap (competition) is reduced.

2. Base Station’s Revenue;The average revenue associated with
the BS game for different levels of coverage overlap can be ob-
served in Figure 6. As the overlapping area by the two wireless
networks increases so does the level of competition and more
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users experience anopen access market. The reservation price
for the resource decreases as a consequence of the competition
leading to lower BS’s revenue.
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Fig. 6. Average base station’s revenue per second and slot associated with
the BS game as a function of the level of coverage overlap. On average 0.4
files/s arrive to each BS, each file is of size q = 8 Megabits.

Figures 4 and 5 show that the experienced user’s QoS is
affected for low demand density. However, we can notice
that for load density higher than 3.2 Megabits/second (λ=0.4
files/s) the degradation is slightly smaller leading to less
impact on the user’s experienced QoS and providing a great
gain (more than 50%) in the BS’s revenue.

Generally, our results indicate that both users and access
providers can benefit when a suitable overlap coverage by
two networks is achieved. According to our results a proper
percentage of overlap might be approximately 35% based on
the interest or objective function of all the involved parties.
We investigated the behavior of the system by considering
only two wireless networks in order to get insight on to
which extent competition can be beneficial for both providers
and users.

VI. CONCLUSION

In this paper, we analyzed a competitive sharing scheme
(“coopetition”) where two access providers provide partially
overlapping coverage in a competitive fashion as an option to
maximize their revenue. We study how the balance between
areas of exclusive coverage and overlap areas with provider
competition affects the profitability of the access providers.

Access providers with symmetric wireless networks that
overlap partially in coverage compete with each other by
selecting a reservation price. It has been shown that, under
our assumptions, the system converges to a unique Nash
equilibrium point. Results indicate that the fraction of coverage
overlap does play an important role for both the performance
of the system and the profitability of the access providers.

We observe that as the level of overlap increases the revenue
that each base station decreases significantly. In addition,
the user’s experienced throughput degrades considerably
for low demand density meanwhile the cost per transferred
Megabyte is affected in a low scale. Further, we conclude that
a win-win situation for both users and access providers can
be achieved with a suitable coverage overlap by two networks.
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Abstract—We design a novel routing procedure for multihop
cognitive radio networks composed of adequate metrics and a
strategy to combine these metrics. In cognitive radio networks,
channels are not permanently available. The objective is then
to increase channel availability when the routes are established.
Two global metrics are defined. The stability metric evaluates
the utilization efficiency of channels by capturing their sporadic
availability to cognitive users. The predicted power metric es-
timates the spectrum capabilities for the on-going transmission
without interrupting licensed users. We use fuzzy logic theory to
compute and combine these metrics in order to make suitable
routing decisions. Numerical analysis and simulation results show
that our procedure is able to find the route that goes through
the nodes with better channel conditions. Fuzzy logic seems then
to be an appropriate technique to decide the routes to establish
in multihop cognitive radio networks.

Keywords-Cognitive Radio Networks; Routing; Fuzzy Logic;

I. INTRODUCTION

Cognitive Radio is an emerging and promising technology

that aims to increase the overall utilization of radio resources

by enabling dynamic allocation of portions of the wireless

spectrum. Unlicensed users, through cognitive radio devices,

can opportunistically operate over the current unused parts

of licensed bands called white spaces, spectrum holes, or

spectrum opportunity [1]. The unlicensed users should be

equipped with new smart and programmable radios that sense

large portions of the spectrum, learn their surrounding en-

vironment, analyze and make intelligent decisions, identify

the instantaneous unused channels, use multiple channels in

parallel, dynamically reconfigure their transmission parameters

to adapt to the current unused parts of the licensed bands.

Proposed traditional routing solutions in multi-channel mul-

tihop ad hoc and mesh networks are not appropriate for

cognitive radio networks (CRN). First, in CRN no static

spectrum allocation is possible hence nodes cannot assume

permanent access to the channels. Therefore, the channel

selection must be part of the routing decisions and must be

taken at the network layer jointly with the MAC (Medium

Access Control) layer. Second, the transmission of unlicensed

users on a channel can be interrupted by the licensed users

activity thus forcing cognitive radios (CR) to look for in-

stantaneously available opportunities. As a direct result, the

Part of this work was supported by the grant ANR-10-VERS-005-03

unlicensed users should permanently scan the spectrum and

choose the appropriate route to follow before starting the

transmission. The established path should avoid, if possible,

route handover. Third, the unlicensed users should adapt their

transmission power to avoid any interference with licensed

users operating over the primary radios (PR), which have the

absolute priority of using the channels.

In this paper, we introduce a novel routing procedure based

on the inferred behavior of licensed users. Each channel at

each node is evaluated by two metrics. First, the stability met-

ric aims to reflect the utilization efficiency of the spectrum by

studying the sporadic availability of the licensed bands to the

unlicensed users. Second, the transmission power estimation

metric aims to characterize allowed transmission power and

its variation over time. We use the fuzzy logic theory [2] to

combine these metrics in order to make good routing decisions.

In general, fuzzy logic allows the partial membership of a vari-

able x in a set A. The degree of membership is specified using
membership functions and linguistic variables. Fuzzy logic

theory is an adapted technique to solve the uncertainty, the

heterogeneity, and the information incompleteness of routing

problems in cognitive radio environment. Particularly, even if

the properties of channels are well identified, it is still difficult

to assess with certainty the impact of these properties on the

performance of a given route.

The contribution of this paper is twofold. First in presenting

routing metrics that characterize the dynamic and unstable

aspects of cognitive radio networks and second in proposing

a technique that avoids combining these parameters through

inflexible methods similar to the weighted sum. Indeed, the

fuzzy logic allows partial membership of a channel to a metric

and a metric to a path thus capturing the dynamic and uncertain

behavior observed in cognitive radio networks. Besides, we

validate our metrics and routing procedure with simulations

and show that our routing ensures long term stability by

implicitly accounting for instantaneous channels variations.

II. PROBLEM FORMULATION

A. Routing in Cognitive Radio Networks

Because in Cognitive Radio Networks channels are not

permanently available, proposed routing techniques for multi-

channel multi-hop ad hoc or mesh networks cannot be reused

for CRNs. Any proposed routing strategy in CRNs should
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characterize the non-permanent availability and describe the

sporadic accessibility of the spectrum bands. Other CRN

routing proposals address the above issue by simply computing

the percentage of availability for each channel [3] [4].

B. Objective

We consider a multihop cognitive radio network where data

is forwarded through multiple cognitive radio nodes between a

source and a destination. Cognitive nodes try to share several

channels occupied by licensed users belonging to different

networks and thus having different properties. The objective

is then to design an appropriate routing strategy that builds

a single path from a source node to a destination using only

cognitive radio nodes as intermediate relays. The steps of the

design are as follows:

1) Given a multihop cognitive radio network, find the best

routing metrics that best characterize the availability and

usability of the channels.

2) Given a number of computed metrics, propose a flexible

method of combining parameters able to capture uncer-

tainty and variations of the computed metrics.

3) Given the metrics and their combination, find the best

path between a source node and a destination. The path

is composed of an aggregated set of channels on every

hop.

III. ROUTING METRICS

We describe in this part the proposed routing metrics and

their combination using fuzzy logic. We first emphasize on the

stability metric and the transmission power estimation. Then,

a channel weight is computed for every link by the means of

a fuzzy logic controller.

A. Stability

The goal of the stability metric is to capture the activity

behavior of PR nodes over the licensed channels and hence

the sporadic availability of these channels to CR nodes. In

other words, the stability aims to describe how the availability

of channels is distributed over time. The distribution model

of channels availability can be described by the number of

periods during which channels are available to CR transmis-

sions and the manner these periods are disposed in time,

such as the distance between two successive periods and

the difference in their durations. We call a channel stable

when it switches between long available periods and/or long

unavailable periods. When unavailable periods are small the

channel is of course excellent to use, but long unavailable

periods also provide us a good information which is avoiding

to use the channel for sure. An unstable channel switches

quickly between availability and unavailability. The degree of

stability can be specified according to its position between a

channel that is almost static and a highly unstable channel.

In this work, we use 3 parameters to compute the stability of
channels. The frequency of transitions between availability and

unavailability, the deviation in the duration of available periods

and the deviation in the duration of unavailable periods. In

the following, we describe the impact of each parameter on

the stability. Figure 1 shows an example of the impact of

the frequency of transitions between available and unavailable

periods on the stability of channels. It is clear that for the

same percentage of channel availability, the degree of stability

decreases proportionally with the increase of the frequency of

transitions.

(a) Stable channel (b) Unstable channel

Fig. 1. Impact of frequency of transitions on the stability

Figure 2 shows that two channels with the same percentage

of availability and the same frequency of transitions can have

two different degrees of stability. This can be captured by the

deviation of available periods. We notice that when the value

of deviation in the duration of available periods increases,

the distribution model of channel availability is more similar

to the stable case. In fact, the availability of the channel in

Figure 2(a) is composed of one long and several short available

periods. The long period is similar to the long available period

in the original stable case in Figure 1(a) and the short periods

are almost not useful and can offer in the rest of the time the

same performance as the long unavailable period in Figure

1(a). Similar remarks can be made about the unavailability

periods deviation where the increase of the unavailable periods

duration increases the system stability.

(a) High σONperiods (b) Low σONperiods

Fig. 2. Impact of availability deviation σONperiods on the stability

To compute the degree of stability of each channel, we

combine the 3 parameters using the Fuzzy Logic Controller
FLC 1. The FLC 1 consists of 3 inputs linguistic variables
(frequency of transitions between availability and unavail-

ability (input1), deviation in the duration of available pe-
riods (input2), and deviation in the duration of unavailable
periods (input3)). FLC 1 inputs are characterized by the
membership functions depicted in Figure 3(a), whereas its

output linguistic variable (Stability), is characterized by the
membership function depicted in Figure 3(b). Each input

linguistic variable is specified by a term of three fuzzy

sets, T (input) = [Low,Medium,High]. The output linguis-
tic variable is characterized by a term of four fuzzy sets,

T (output) = [V eryLow,Low,Medium,High].
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(a) Input: Frequency of transitions,
σONperiods, or σOFFperiods

(b) Output: Stability

Fig. 3. Membership functions of FLC1

The output is a value between 0 and 100. In order to

obtain the channel stability, we define the fuzzy Rule Base

shown in Table I. This table is a proposal for the FLC 1

determined via the analysis in the previous section but also

by observations during simulations. Note that the rule base

is malleable enough so that other researchers can argue and

propose different rules for different reasons. For instance, if

the frequency of transitions is medium and the deviations are

very high, one can consider that the stability is high rather

than medium.

TABLE I
FLC1 FUZZY RULE BASE

IF THEN

Frequency of transitions σONperiods σOFFperiods stability

High High High Low

High High Medium Low

High High Low Low

High Medium High Low

High Medium Medium V eryLow

High Medium Low V eryLow

High Low High V eryLow

High Low Medium V eryLow

High Low Low V eryLow

Medium High High Medium

Medium High Medium Medium

Medium High Low Medium

Medium Medium High Medium

Medium Medium Medium Low

Medium Medium Low Low

Medium Low High Low

Medium Low Medium Low

Medium Low Low Low

Low High High High

Low High Medium High

Low High Low High

Low Medium High High

Low Medium Medium High

Low Medium Low High

Low Low High High

Low Low Medium High

Low Low Low High

B. Transmission Power Estimation

The stability metric characterizes the spectrum holes to

be used by cognitive radio transmissions. Nevertheless in

order to exploit these white spaces, CRs must judiciously

compute their transmission power in a way not to disturb

primary radios activity. Moreover, since interference at PRs is

additive, the estimated transmission power should also account

for neighboring CRs activity over the channel. Consequently

every CR should continuously estimate the maximum allowed

transmission power Pmax over every available channel. Practi-

cally, the estimated transmission power dictates the set of CR

receivers on every channel i.e the obtained CRN topology.

The predicted Pmax to be considered for next transmissions

can be computed based on a set of previously measured values

of Pmax, in addition to the current measured value. Many

methods exist in the literature to predict the next value of

random variables such as regression models or Kalman filters.

The appropriate prediction method to use is out of the scope

of this work. We rather focus on how we can benefit from the

results obtained from the prediction method by considering a

general output from the prediction module. We assume in this

work that any considered estimation technique, provides the

predicted value PPredicted of Pmax and the confidence interval

[PPredicted- β, PPredicted+β], where β is the error level.

By means of the Fuzzy Logic Controller FLC2

each CR node computes the final predicted power

(FinalPredictedPower) for each channel based on

the two outputs of the prediction method (PPredicted, β).

The FLC2 consists of two linguistic variables inputs

(PPredicted and β) characterized by the membership functions
depicted in Figure 4(a) and 4(b), and one output linguis-

tic variable (FinalPredictedPower), characterized by the
membership function depicted in Figure 4(c). PPredicted is

characterized by a term of three fuzzy sets, T(PPredicted)

= [Low,Medium,High], and β is characterized by one fuzzy
set, T(β) = [High]. The output linguistic is characterized by
T(output) = [VeryLow,Low,Medium,High]. The exact output
power can be computed in Watts by normalization however

this operation is not necessary since the objective in our metric

is the comparison between channels.

Finally, note that FinalPredictedPower is the maximum
allowed transmission power beyond which primary users are

disturbed. It is not necessarily the power that is going to

be used when transmitting. Clearly, the used power can be

optimized based on the location of the receiver node.

(a) Input: PPredicted (b) Input: β (c) Output: Final Pre-
dicted Power

Fig. 4. Membership functions of FLC2

The policy of FLC2 is based on six simple rules shown in

table II. Rules 1, 3, and 5 indicate that the final result of the

predicted power (FinalPredictedPower) is proportional to
the value of PPredicted. Rules 2, 4, and 6 point that the final

result of the predicted power of a channel with a high value

of β must be lower than a channel with a comparable value
of PPredicted and smaller value of β.
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TABLE II
FLC2 FUZZY RULE BASE

IF THEN

n PPredicted β FinalPredictedPower

1 High High

2 High High Medium

3 Medium Medium

4 Medium High Low

5 Low Low

6 Low High V eryLow

C. Channel grade

The Fuzzy Logic Controller FLC3 depicted in Figure 5

combines these two routing metrics to compute the grade of

each channel at each node. The best channel is the most stable

channel with a high final predicted value of Pmax (greater than

the minimum needed for transmission). The higher the final

predicted power, the higher the number of neighbors and thus

the higher the route possibilities to select. Also, a higher final

predicted power provides a security margin before violating it.

Membership functions are depicted in Figure 5, while other

finer rules are summarized in table III.

(a) Input: Stability (b) Input: Final Predicted Power

(c) Output: Channel Grade

Fig. 5. Membership functions of FLC3

IV. ROUTE CONSTRUCTION

The computation of the routing metrics must take place

for each channel in all the routes from the source to the

destination. The grade of a link between two CR nodes (a

value between 0 and 100) is equal to the sum of the grades

of all channels that are going to be used for transmission

Fig. 6. The global FLC of the channel grade computation

TABLE III
FLC3 FUZZY RULE BASE

IF THEN

Stability FinalPredictedPower Channel Grade

High High V eryHigh

High Medium Medium

High Low V eryLow

Medium High High

Medium Medium Medium

Medium Low Low

Low High Low

Low Medium Low

Low Low Low

between these two nodes. As for the grade of a route we aim

at including in the final grade also the number of hops. To

do so, the link grades are inverted, then the final grade is the

inverse of their sum. The route with the highest grade is the

best route from the source to the destination since the lowest

sum of the inverted link grades tends intrinsically to reduce

the number of hops in addition to considering links with high

grades.

More formally, if we denote by R the set of all routes
between a source node S and a destination D, and by nr the

number of links that constitute route r, r ∈ R, then computing
the best route based on the grades of routes between S and D
can be written as

max
r∈R

(

nr
∑

l=1

1/gr

l

)−1

(1)

where gr

l
is the grade of link l in route r (l ∈ 1 · · ·nr, r ∈ R).

When the source wants to establish a connection, it is

possible to incorporate the computation of the route grades

in an AODV-like [5], [3] or a DSR-like [6] routing protocol

that allows also to reach the destination.

The predicted maximum allowed power for transmission

should be updated while the route is constructed towards

the destination. This is because the addition of a channel

to the route activates the channel for transmission and will

add possibly an interference at PR receivers. The predicted

power is then possibly reduced for the same channel of

next links in the route. This update cannot use the recent

measured powers received from the sensing module of the

cognitive radio since the transmission is not yet started. The

deployment of a procedure that updates the maximum power

during route construction is challenging and increases the

complexity of the route establishment especially that it would

require message exchange between CR nodes and distributed

power computations. However, in our case, channels with

higher maximum power are chosen first, which reduces the

probability of violating the interference condition if more than

one CR node use the same channel in the route. Practically,

this will not affect PR activity but establishes a route where

some CR nodes will not be able to transmit as predicted.

Designing a lightweight procedure to update the maximum

power dynamically is one of our future work.
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V. PERFORMANCE EVALUATION

A. Metrics Validation

Before simulating the whole routing procedure, we first

validate the effectiveness of using the fuzzy logic within the

proposed metrics. Since our proposed metrics are based on IF-

THEN rules and not on mathematical equations, we show how

these metrics change with the variation of the FLCs inputs. We

consider here a simple one hop network since the objective

is to show that the developed metrics capture efficiently the

cognitive radio environment. All simulations were conducted

using MATLAB.

Figure 7(a) represents how the output of the FLC2

(FinalPredictedPower) changes as a function of its two
inputs (PPredicted and β). It is clear that the Final Predicted
Power is proportional to the PPredicted obtained through

the prediction operation. However, if a CR node compares

between two channels, the channel that has the highest value

of PPredicted is not always selected. For instance, if two

channels have close values of PPredicted, a CR node chooses

the channel which has the lowest value of β. In other words,
the chosen channel is the one whose operation of prediction

gives the highest level of confidence. Such result cannot be

obtained through the classical PPredicted − β function.

(a) Final Power as a function of Pre-
dicted Power and prediction error

(b) Channel Grade as a function of
Stability and Final Predicted Power

Fig. 7. Stability and power estimation validation

Figure 7(b) shows how the channel grade varies based

on the stability and the FinalPredictedPower. Note that
if the stability is very low, the channel grade is also low

regardless of the FinalPredictedPower value. However, if
the stability is high, the channel grade switches between

very high and very low levels and it is highly dependent

on the FinalPredictedPower. The two previously obtained
results typically express the relation between the stability

and the FinalPredictedPower. In fact, a stable channel
should be selected based on the FinalPredictedPower since
the current state of the channel will mostly continue in the

future for a significant period of the time. On the other

hand, an unstable channel will probably switch several times

between availability and unavailability during a short period,

and then the impact of the current state on channel selection is

widely reduced. It is also remarkable that during unavailability

periods, an unstable channel is preferred over a stable one

since the former allows starting the transmission faster than

the latter one and provides at least some throughput guarantee

even with intermittent connectivity. This example shows again

the flexibility provided by the fuzzy logic to control carefully

the channel selection. Such figure cannot be obtained using a

traditional weighted sum equation.

B. Routes Construction Simulations

In order to simulate the routing procedure, we use 64 nodes

placed in a grid topology (Figure 8). The source node is

the node placed in the top left corner of the grid while the

destination node is the one placed in the bottom right corner.

There are 6 licensed channels between every two nodes. For

all the simulations, all channels have 50% availability ratio in
the long term. We simulate three types of channel models

corresponding to different degrees of stability. These types

are placed in the network in order to creates three regions

of channels as shown in Figure 8. The channels of the bottom

region behave following a high stability scheme, channels of

the top region behave as a low stability scheme whereas the

channels of the middle region behave as a medium stability

scheme. Schemes are similar to Figures 1 and 2 and they

are created randomly. This configuration will show clearly

how routes are chosen through different links with different

conditions.

Fig. 8. Simulated network topology

First, we run the routing algorithm to find the best route

from the source to the destination. Figure 9(a) shows the

route constructed through links with highest grades. It also

highlights that the number of hops is considered in the route

construction, for this reason the route is close to the moderate

stability region. Hence, the chosen route is a good tradeoff

between the quality of links and the route hop count.

Second, we continue running the algorithm between the

same source and the same destination but for new connections

up to 9 routes which is the maximum possible in this topology.
We repeat this operation several times while varying randomly

and uniformly the starting time of each route establishment.

The obtained routes can be categorized into two types. Exam-

ples of these successive routes are shown in Figures 9 and 10.

In Figure 9, we notice that the first four constructed routes

are in the bottom region of the topology where the stability is

higher, routes 5, 6, and 7 are hybrid between the higher and

the moderate stability region, and finally the last two routes

are totally in the lower stability region. This types of routes

looks indeed intuitive and validates the routing algorithm in

contrast to the second type shown in Figure 10.

In Figure 10, we highlight a different scenario observed

during our simulations. In some cases, the first established

routes in the network start surprisingly from the unstable
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(a) Route 1 (b) Route 2 (c) Route 3 (d) Route 4 (e) Route 5 (f) Route 6 (g) Route 7 (h) Route 8 (i) Route 9

Fig. 9. The case where the first constructed routes start from the high stability region of the network

(a) Route 1 (b) Route 2 (c) Route 3 (d) Route 4 (e) Route 5 (f) Route 6 (g) Route 7 (h) Route 8 (i) Route 9

Fig. 10. The case where the first constructed routes start from the low stability region of the network

region and they finish in the stable one. In fact, the routes with

stable channels have very low grades when the predicted power

is low and/or β is high. These routes were indeed established
when the final predicted allowed power is too low or does

not allow transmission. Although the unstable links have low

grades, these grades are still greater than the grades of stable

ones during periods where the channels are not really available

for transmission. Here, among bad quality routes, our strategy

selects the less worse one.

VI. RELATED WORK

Some routing techniques for cognitive radio networks were

proposed in the literature. Sharma et al. proposed in [7] a way

to integrate the interference temperature into routing decisions.

Routing metrics are combined using a simple weighted sum.

Yet, this way is not flexible enough and it was not evaluated

by simulation or models. Akyildiz et al. proposed in [3]

STOD-RP an on-demand routing protocol based on clustering

approach. In STOD-RP, a single channel is used within each

cluster and a recovery mechanism is provided to tolerate

spectrum loss. However, the throughput is much reduced

within each cluster and the cluster heads become quickly

bottleneck links. A new routing metric was proposed in [8]

based on a probabilistic definition of the available capacity of

channels in order to find the route with the higher probability

of availability. After the route establishment, new channels are

added until the throughput demand is satisfied. Probabilistic

throughput computation is adequate to increase the long term

availability but it may not be adapted for short connections.

In [9], a new routing scheme was proposed in order to

reduce the power consumption. This usually leads to select

the nearest neighboring node, and then the number of hops

in the route is significantly increased. Authors in [4] present

SAMER a new routing scheme to provide a tradeoff between

the local spectrum conditions at the forwarding nodes and the

global spectrum view of the entire routing path. However,

the complex distribution of channels availability is simply

presented by a general average of availability.

Our work differs from previous proposals in two aspects:

First, by presenting a new flexible and efficient way to

combine routing metrics in cognitive radio networks. Second,

by proposing new routing metrics able to capture the uncertain,

dynamic and sporadic availability of licensed bands.

VII. CONCLUSION AND FUTURE WORK

This paper proposes a new routing approach for multihop

cognitive radio networks based on the sporadic availability of

channels. Two routing metrics are defined based on the power

allocation at cognitive radio nodes. These metrics are com-

puted and combined using the fuzzy logic theory. Numerical

analysis and simulations show that our routing procedure is

able to exploit adequately all types of channels whenever there

are available spaces. The established routes achieve a good

tradeoff between availability, transmission ability and stability.

Based on our results, further investigations can be made

including especially experimenting other fuzzy rules that can

be tuned for specific application requirements. It is also

interesting to estimate the benefit from designing a distributed

update of the maximum allowed power during the construction

of the route.
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Abstract—A challenge for routing in cognitive radio networks
is the intermittent connection due to the occupying and releasing
licensed channels of primary users. To solve this problem, the
routing protocol will choose the most stable channel (the channel
with the longest average length of idle period) to build up the
stable path. This approach, however, can lead to the increase of
channel competition between cognitive users since the most stable
channels are preferred to be utilized by all cognitive users. In this
paper, an application-oriented routing protocol is proposed. The
main motivation is to reduce the channel competition between
cognitive users by finding the appropriate path according to the
application of cognitive users. Simulation results show that our
proposed routing protocol reduces the loss ratio and increases
the throughput significantly.

Index Terms—cognitive radio; application-oriented; routing;
stability

I. INTRODUCTION

In wireless communication, the most valuable resource is
the radio spectrum. However, according to recent studies[1][2],
while the assigned spectrum (licensed spectrum) is under-
utilized in various geographical locations and time, the un-
licensed spectrum is always overloaded because of the growth
of wireless services. To reduce the waste of licensed spectrum
usage and provide more available spectrum resource for un-
licensed users, an efficient way is allowing unlicensed users
to opportunistically access the licensed spectrum without pe-
nalizing Quality of Service (QoS) of licensed users. Cognitive
Radio (CR) [3] is envisaged as the sufficient technology that
aims to flexibly use wireless radio spectrum. Each node in the
Cognitive Radio Network (CRN) is equipped with a cognitive
radio which has capabilities of sensing the busy channel,
reconfiguring the radio parameters and switching to another
channel. Due to the information collected during the sensing
process, the CR users will use the idle licensed channel during
vacant time and immediately release the channel whenever CR
users detect any use of licensed users on this channel.

One of the most important problems in routing in multi-hop
CRN is the intermittent connection. Unpredicted operation of
primary users (PU) prevents secondary users (SU) from having
a stable usage of the licensed spectrum. The intermittent
connection will lead to frequent route corruptions whose
consequence is that the re-routing process must be called

several times, increasing transmission delay and packet loss.
Although there are many routing protocols proposed for CRN,
only few of them tackle the intermittent connection problem.
There are two possible methods used to solve the problem
of intermittent connection: corruption avoidance method and
corruption reaction method. In the corruption reaction method
[4][5], the proposed routing protocols define mechanisms to
recover the route in case that the route is corrupted. Therefore,
network can avoid the performance degradation whenever the
route is corrupted due to the coming back of primary users.
In the corruption avoidance method, the proposed routing
protocols [6]-[11] define mechanisms to select the most stable
route in order to avoid frequent changes of route and improve
network performances. By considering the spectrum stability
as the metric in the routing protocol, nodes will select the most
stable link for each hop and obtain the most stable route.

The above channel selection algorithm [6]-[11] is designed
with cross layer approach in which the channel information
is collected by lower layers and used by network layer for
routing decision. Even though this channel selection algorithm
can help nodes to choose the most stable channel, it still leads
to some problems. Firstly, by forcing all CR nodes in an
area to operate over the most stable channel, the competition
among CR nodes for the same channel resources will cause
contention and collision problems in which the consequence
will be an increase of end-to-end delays or a decrease of
throughput. Secondly, the stable-channel approach will under-
utilize the ability of operating on different channels which
cognitive radio offers. Therefore, a novel spectrum allocation
strategy is needed to provide better spectrum utilization in
CRN.

As each application has its own traffic pattern which decides
the transmission behaviour, the channels can be allocated to
CR users according to their application types. For example,
with Constant Bit Rate (CBR) Voice over IP (VoIP) applica-
tions or Delay Tolerant Network-liked applications in which
the transmissions usually happen in short period of time, the
channels which are not stable and often idle will be the
appropriate candidate channels. Therefore, taking into account
the type of applications, we can provide better channel alloca-
tion strategy in which the channel competition or interference
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will be reduced. In this paper, we introduce the Application-
Oriented Stability (AOS) metric which helps nodes using
unreliable and non-elastic delay applications to choose the
channels which can be used more frequently even though these
channels are not stable. The most stable channel (the channel
with the longest average length of idle period) will be reserved
to the nodes using reliable and elastic delay applications.
By this channel allocation strategy, radio spectrum resource
is utilized more efficiently and network performance will be
improved.

The remainder of this paper is organized as follows. In
Section II, we discuss works related to stable routing in
cognitive radio network. Section III will study channel usage
pattern according to application and describe the network
model. In Section IV, we analyse the Application-Oriented
Stability metric in detail and present the application-oriented
routing protocol. Simulation results are illustrated in Section
V. Finally, Section VI concludes this paper and figures out the
future work.

II. RELATED WORK

Some stability routing techniques in cognitive radio network
already exist. In [8], the authors first define the maximum link
hold-time as the maximum length of available period before a
cognitive link is considered to be failed. After that, the authors
expressed the link hold-time as a function of the maximum link
hold-time and the primary user usage pattern. The route hold-
time then will be derived as the accumulated hold-time of links
which compose the route. Finally, the routing metric based on
the route hold-time and end-to-end throughput is proposed.
Sharma et al. propose in [7] a new routing metric for multihop
cognitive networks. This new metric includes the stability
factor, also known as the average channel availability time
which is calculated as weighted moving average of previously
measured availability times and the time measured in the
current measurement duration. Same remarks apply on [9][10],
where the proposed routing metric is based on the channel
utilization which depends on the average duration of available
period of the channel. [6] proposes a collaborative strategy for
route and spectrum selection in cognitive radio networks. The
routing metric includes the spectrum stability factor used to
gauge the variation of the spectrum. In [11], the authors use a
threshold to decide whether the channel is stable. The channel
will be considered as stable if its average available time is
larger than the threshold. Otherwise all unstable channels will
be excluded from the spectrum opportunity.

Our work differs from the previous proposals in two aspects:
first, taking into account the application of cognitive users
when allocating the channel using our stability parameter, and
second, considering the length variance of idle periods which
can lead to the wrong channel selection.

III. NETWORK MODEL AND TRAFFIC ANALYSIS

A. Network Model

We consider a cognitive radio network composed of primary
users and cognitive users. Primary users are nodes which

hold licenses for specific spectrum bands, and can occupy
their assigned spectrum. Therefore, primary users will be
provided a reliable communication environment regardless
of time and space. Cognitive users use opportunistically the
licensed channels to send their data when they detect the
disappearance of primary users. We assume that all cognitive
users are equipped with cognitive radios which have abilities
of reconfiguring transmission parameters and scanning the
channels for opportunistic transmission.

We also consider that each primary channel will follow
an ON-OFF model in which channel alternates between state
ON (active) and state OFF (inactive) [12]. An ON/OFF state
models a time slot in which the primary user is or is not
occupying a channel. The cognitive users can utilize the OFF
time slot to transmit their own signals. Suppose that each
channel changes its state independently. The ON-OFF channel
model is depicted in Figure 1. The channels are assumed to

Fig. 1. The channel state for ith channel

be organized in two separate channel sets: a common control
channel (CCC) and a set of data channels. All cognitive users
in the network will use the CCC to send packets for contending
the data channel or to exchange local information and routing
control information. The set of data channel is used for data
communication. Each data channel has bandwidth w. We also
assume that all sensing information are accurate.

B. Traffic Analysis
In this section, Voice over IP (VoIP) on behalf of unreliable

and non-elastic delay applications and File Transfer Protocol
(FTP) on behalf of reliable and elastic delay applications will
be studied through different topologies and channel patterns
in order to find the most appropriate channel pattern for each
type of application.

To study the impact of channel idle time on the performance
of VoIP and FTP, we deploy different test cases which are
different in the number of nodes (Figure 2). The detail of
basic parameters used in each test case are described in Table
I. Beside that, in each test case, ON-OFF model is used to
model the channel availability at each node.

Fig. 2. Network topology of test cases

In each test case, we first create an UDP/CBR(VoIP) con-
nection from source node to destination node and keep data
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TABLE I
SIMULATION PARAMETERS

Parameter Value Comments
Flat Grid 1000x1000 Simulation space. Here, a flat field

1000mx1000m
Node MobileNode The PU/SU that is recognized in ns-2

as a mobile wireless node
Bandwidth 2Mbps The bandwidth of wireless network
Stack delay 9.5-10.5ms A delay that allows a packet to go

through OSI stack at node in ns-2
Propagation
model

Two-Ray
Ground

A propagation model supported by ns-2
to simulate the signal propagation

Interference
model

Thermal
Threshold

If a packet power is lower than a min-
imum threshold (set fixed), packet will
get dropped

UDP/CBR
rate

64kbps Rate for application UDP/CBR

TCP/FTP varied Rate which claims as much as possible
from the remained bandwidth

Duration 300s A runtime for data transfer in a test case
Protocol
overhead

5%-10% Extra information exchanged between
nodes besides data transfer (e.g. rout-
ing packets of Routing layer used to
establish path for data from source to
destination)

Data in UDP
packet

160 bytes Data in each UDP packet

UDP loss ra-
tio accepted

3% Loss ratio is acceptable to application

MAC layer AOS-MAC A modified version of MAC802.11
supported by ns-2. AOS-MAC is im-
plemented to allow the secondary users
to transfer data on the licensed channel
transparently to primary users

UDP traffic UDP/CBR UDP constant bit rate at 64kbps
Data in TCP
packet

512 bytes Data in each TCP packet

TCP traffic TCP/FTP The rate of FTP traffic is varied (FTP
claims the bandwidth as much as pos-
sible)

transferring continuously in 300ms. All nodes in the network
will choose the channel using the same criteria (e.g. the most
stable channel which its length of idle time is varied for
testing purpose) for data transmission. After that, we vary
the length of channel idle time and observe the network
performance which is shown through the throughput. We then
create TCP/FTP connection and follow the same procedure as
we did in case of UDP/CBR(VoIP) connection. The simulation
is repeated 20 times for each test case.

The results are shown in Figure 3. The length of channel
idle period (the OFF period) is varied from 2.1ms to 18.7ms.
From Figure 3(a), two observations are deduced. Firstly, the
network throughput will reach its maximum value and keep
stable when the length of channel idle time reaches a threshold
value. For instance, in the case there are 6 cognitive hops in
the network, the network throughput will achieve its maximum
value (78kps) when the length of channel idle time reaches
the value of 15ms. Then the network throughput still stay at
the maximum value even though the length of channel idle
time continues to increase. Secondly, the threshold value of
length of the channel idle time will be increased when there
are more cognitive users in the networks. If cognitive users

use the stability metric for channel selection, there are more
channel competition when there are more cognitive users in the
network. Hence, the consequence is that the length of channel
idle time need to be increased in order to achieve the maximum
value of network throughput.

The above observations are also applicable in case that
application is FTP (Figure 3(b)). However, there is a difference
between both cases. The difference is that, to achieve the
threshold value of network throughput, the length of channel
idle time in case of FTP need to be much longer than the
length of channel idle time in case of VoIP. For example, from
Figures 3(a) and 3(b), in the case of there are 2 cognitive users
in the network, network throughput will achieve the maximum
value when the length of channel idle time in case of VoIP
and in case of FTP is equal to or greater than 4ms and 16ms
respectively. In case there are 6 cognitive users in the network,
the length of channel idle time in case of VoIP needs to be
equal to the threshold value of 17ms for the convergence of
network throughput. With FTP, the length of channel idle time
must be much longer.

With the above observations, it is obvious that the channels
composed to built up the path should be allocated according
to the application of cognitive users.

IV. APPLICATION-ORIENTED ROUTING

In this Section, the Application-Oriented Stability (AOS)
parameter is described in detail, and a routing protocol using
AOS as a routing metric is provided.

A. Application-oriented stability

This section will present the AOS parameter. The objective
of AOS is to help CR nodes to find appropriate channels for
transmitting data according to CR nodes’ application type.
For FTP application, CR nodes will look for the most stable
channel. For VoIP application, CR nodes will look for the
channel which are idle frequently even though these channels
are not the most stable channel.

The AOS parameter is composed by two components:
stability S and total idle time I . The stability S describes
the average length of idle time period in which the unlicensed
users can access the channel. This component presents the
stability of the channel. The total idle time I is calculated by
summing up all the idle periods of channel from the time when
CR node joins the network, starts to sense the surrounding
environment and obtains the available information about the
channel. By considering the total idle time I in conjunction
with the stability S, we can identify the channels which are
vacant frequently and has biggest total idle time. If we have a
channel pattern as Figure 1, the stability S and the total idle
time I will be derived as follow:

The stability:
S = αS + (1− α)ti (1)

where ti is the length of the ith idle period of the channel in
the current measurement duration and α is the smooth factor
The average available time of the channel S is calculated as
the weighted sum of the past S and the current measured
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(a) VoIP Throughput (b) FTP Throughput

Fig. 3. The relationship between the throughput of VoIP, FTP and the idle length of channel

length of the idle time period of the channel. Each time the
channel changes from the OFF state to the ON state, the value
of stability component is re-calculated and updated. The most
stable channel will have the largest value of S

The total idle time:

I =

N∑
i=1

ti (2)

where ti is the length of the ith idle period of the channel.
N is the number of idle period from the time when CR node
joins the network, starts to sense the surrounding environment
and obtains the available information about the channel until
the current measurement.

The total idle time of the channel I is calculated as the total
idle time from the time when node joins the network, senses
the surrounding environment and obtain the first information
about the channel until the measurement time. Each time the
channel changes from the OFF state to ON state, the value of
idle level component is re-calculated and updated.

As the objective of AOS parameter is helping CR nodes
to choose the appropriate channel according to CR nodes’
application type, the AOS parameter will be defined as follow:

AOS =

[
c

S
+

1− c
I
S ln I

]
+

√√√√ 1

N

N∑
i=1

(ti − S)2, S ≥ Sthreshold

(3)
where c is the application indicator. c will equal to 0 if the

application is VoIP and equal to 1 if the application is FTP.
Sthreshold is the lower bound for S. The lower bound of S
will guarantee that the channel will be normally available in a
period of time that is enough to ensure CR nodes will transmit
a packet successfully

The first part of AOS is defined to find the most appropriate
channel for applications. With FTP application (c = 1), the
most stable channels will be preferred. With VoIP application
(c = 0), the preferred channels are the channels which are less
stable than the most stable channels, but the idle frequency is
high. The second part of AOS is used to avoid the variation in
length of channel idle periods. Otherwise, the large variation

in length of channel idle periods can cause the wrong channel
selection.

Based on the AOS parameter, path metric will be derived
as follow:

M =
∑

i∈P,j∈Ci

AOSij (4)

Where P is the end-to-end path. M is the path metric. Ci is
the set of available channels for Cognitive Node i belonging
to the path P

B. Application-Oriented Routing

In this section, we introduce our protocol using on-demand
routing approach. When an application of CR node demands
to transmit data, CR source node will initiate route discovery
by broadcasting route request packet on CCC. After that,
each intermediate node along the routes to destination will
add the AOS information of channels into the route request
packet in sequence. Whenever route request packets reach the
destination node, destination node will use AOS information
of channels to calculate the metric of each path and choose
the path with minimum metric as the route of source node to
the destination node.

Based on Ad-hoc On-Demand Distance Vector (AODV)
routing protocol in NS-2 (version 2.31) [13] and CRN Simu-
lator [14], Application-Oriented Routing Protocol (AORP) is
implemented. Route REQuest (RREQ) packet format, route
discovery and route selection are modified to implement AORP

1) Route Request Packet Format: To implement AORP, the
RREQ packet needs to be modified to carry all information
along the path which allow destination node to choose the
appropriate path for source node. Each RREQ will contain
complete information about a path between the source node
and destination node: the address of intermediate node, the
incoming channel used to communicate with its precedent
node, the outgoing channel used to communicate with its
successor node and the AOS value of the path associated
with the intermediate node’s outgoing channel. Beside that, the
source node or intermediate nodes use neighbour IP address
to send RREQ packets to its neighbours. In addition, the
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application indicator c is also added to help intermediate node
and destination node calculate the value of AOS and choose
the appropriate path for source node according to the source
node’s application. The format of RREQ packet is depicted in
Figure 4.

Fig. 4. Route Request Packet Format

2) Route Discovery: When an application of CR node
demands to transmit data and CR node has not the route
to the destination, source node will initiate multiple RREQ
packets and send a RREQ packet to each neighbours on CCC.
Each RREQ packet will contain the AOS value of the channel
which has the minimum value of AOS among the common
channels between source node and its neighbour. Whenever
each intermediate node along the paths to destination receives
a RREQ packet, it uses the Intermediate node Entry (IE) to
check whether the RREQ packet is already forwarded by it.
If the RREQ packet is not forwarded by the intermediate
node yet, the intermediate node will create multiple the RREQ
packets. The number of RREQ packets is equal to the number
of its neighbours. For each pair of intermediate node and its
neighbour, the intermediate node adds its address into the
RREQ packet, puts the channel used to communicate with
its precedent node in the incoming channel field of RREQ
packet, puts the channel with the minimum value of AOS in
the outgoing channel field of RREQ packet and updates the
AOS value. Finally, the intermediate node sends the RREQ
packets to its neighbours on CCC.

3) Route Selection: When the destination node receives
a new RREQ packet, it will follow the below procedure to
handle this packet:

Step 1: If there does not exist a path from the source node
to destination node, then choose the route stored in RREQ and
go to step 3, else go to step 2.

Step 2: If there exist a path from the source node to
destination node, then compare the AOS value of existing path
with the AOS value stored in the arrived RREQ. If the AOS
value of existing path is less than or equal to the AOS value
stored in RREQ, then ignore the RREQ packet, else update
the path from source node to destination node to the new path
stored in the arrived RREQ.

Step 3: Destination node sends ROUTE REPLY packet on
licensed channel in unicast mode.

V. SIMULATION RESULTS

We study the proposed metric Application-Oriented Sta-
bility (AOS) through a simulation using ns2. The ON-OFF
model and the AOS metric will be implanted in the MAC
layer and Routing layer respectively. A MAC (named AOS-
MAC) is modified from MAC IEEE 802.11 supported by ns2.
AOS-MAC is implemented to allow secondary users (SUs)
to transfer data on the channel transparently to primary users
(PUs). In order to do this, SUs only send traffic in OFF periods
and do not access the licensed channel in ON periods when
PUs are present.

Two test cases are designed to validate the proposed ON-
OFF model and the AOS metric. Throughout the simula-
tions, we consider all topologies created in a flat area of
1000m× 1000m. In each test case, a number of intermediate
nodes are placed between source node and destination node.
Each intermediate nodes has its own accessible channel list. In
addition, two connections TCP/FTP and UDP/VoIP are kept to
maintain data transfer during the running time of the scenario.

To evaluate the performance of AORP, together with AORP,
we will implement another routing protocol S-AODV. S-
AODV is a modified version of AODV in which the most
stable channel will be selected for data transmission. The
routing metric of S-AODV is 1

S (S is presented in Formulation
(1) ). We then compare the network performance in the case
that routing protocol is AORP with the network performance
in the case that routing protocol is S-AODV.

Initially, test cases will be executed by using the S-AODV
and then, will be run again by using AORP. The numerical
results are collected, computed and analysed to deduct the
performance obtained by using S-AODV and AORP. The
performance of test cases are evaluated by two parameters
throughput and packet loss. These parameters are mainly
affected by the end-to-end (e2e) delays between source and
destination because throughput is calculated by total packets
in bytes over the duration of data transfer, while packet loss is
counted by a delay time-out mechanism in TCP/FTP or a play-
out delay threshold in UDP/VoIP application. In summary, the
e2e delay affects directly to total packets sent successfully in
a duration of data transfer which is set fixed (300s) in test
cases. When e2e delay increases, less packets can reach to the
destination. For ease to follow, below is the topologies of all
test cases. Nodes in orange are source node and destination
node of VoIP connection and nodes in blue are source node and
destination node of FTP connection while the other nodes in
white are the intermediate nodes. VoIP application is run with
constant bit rate 64kbps. FTP is run with variable rate which
claims the bandwidth (maximum 2Mbps) as much as possible.
Channels with odd identifiers (1, 3, 5, etc.) should be preferred
by VoIP application while channels with even identifiers (2, 4,
6, etc.) should be preferred by FTP application. In the work
of AORP, the quality of channel will be associated to AOS.
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Typically, the smaller the identifier is, the better the quality of
the channel is.

Details for each test case result will be provided from Figure
7 to Figure 8 and Table II

Fig. 5. 2 connections VoIP and FTP with less channel diversity in data flow

Fig. 6. 2 connections VoIP and FTP with channel diversity in data flow

TABLE II
TRAFFIC FLOW IN EACH TEST CASE

Test case Traffic flow in case that routing protocol is
AORP

Test case 1 VoIP traffic from node 0 to node 6 through
node 2, 4 via channel 1
FTP traffic from node 1 to node 7 through
node 3, 5 via channel 2

Test case 2 VoIP traffic from node 0 to node 7 through
node 2, 5 via channels 3-1-3
FTP traffic from node 1 to node 6 through
node 3, 4 via channels 4-2-4

In test case 1 and test case 2 (Figures 5 and 6), the
performance of S-AODV is improved by AORP. This happens
because by using S-AODV, all applications will try to use
the most stable channels which have the largest average idle
periods. Therefore, due to the AOS-MAC, all nodes have
to compete with one another to take the channel and send
the packet on the same channel. As the consequence, some
packets might wait for a certain time before MAC is free again
for being sent. This drawback could introduce the additional
processing delay and increase the e2e delay, thus, increase
the packet loss and reduce the performance for both VoIP
connections and FTP connections. Compared to case with
AOS, the applications will try to use the channels which
are preferred to their needs. With the difference of preferred
channel, nodes will not need to compete channels for data
transmission and packets will not wait much for MAC to
get free. Consequently, the AOS could lead both types of
connection (VoIP and FTP) to the better performance.

However, in the concern of AORP, the diversity of channels
could also give benefit to packets from the same flow. The
throughput in Test case 2 (Figure 8(b)) is better than the
throughput in Test case 1 (Figure 7(b)) because the path chosen
in Test case 2 is composed by different channels while the
path chosen in Test case 1 is composed by the same channel.
The packets on path composed by different channels can avoid
the channel competition and intra-flow interference caused by
the transmission of packet belonging to the same flow. The
channel competition and intra-flow interference would also
introduce the additional processing delay, thus, reducing the
throughput as shown in Test case 1.

Regarding the total packet loss (Figure 7(a) and Figure
8(a)), the number of total lost packets is reduced significantly
by using the AORP routing protocol instead of S-AODV. In
case of S-AODV, all cognitive nodes are forced to use the
most stable channel. In addition, the VoIP application is set
to run with a low bit rate 64kbps while FTP application is
set to claim the bandwidth as much as it can. According to
this configuration, the packets of VoIP application would be
sent out the channel later than packets of FTP application. As
the consequence, these packets suffered from the additional
processing delay (mentioned in previous paragraphs) and the
packet e2e delay will exceed the play-out delay threshold
of VoIP application. This play-out delay violation will cause
packets to get dropped at destination and hence increase the
packet loss of VoIP application, resulting in the increase in
the total number of lost packets. On the contrary, in case of
AORP, VoIP traffic and FTP traffic are separated on flows
which have different interest of channels. By this way, there
is no channel competition between nodes relaying VoIP traffic
and nodes relaying FTP traffic. Therefore, the total packet loss
is reduced dramatically.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have proposed an application-oriented
routing protocol in cognitive radio network. We studied the
transmission behaviour of VoIP and FTP applications to figure
out the appropriate channel for each type of application.
Based on this study, the application-oriented stability metric
and application-oriented routing protocol are proposed to find
an appropriate path according to the application running in
cognitive nodes. Through simulations, the application-oriented
routing protocol was shown to outperform S-AODV. In the
future, we envisage to investigate more applications’ transmis-
sion behaviour to provide more efficient channel allocation
and route composition schemes. We also consider channel
bandwidth in conjunction with application-oriented stability
parameter to find path satisfying the demand of cognitive
users’ applications. Additionally, the scenarios with more con-
current traffic flows will be examined to verify the scalability
of AORP.
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Abstract—In this paper we present a method to improve
the performance of eigenvalue-based detection, facilitated with
eigenvectors of the sample covariance matrix. We focus on the
multi-sensor detection of a single source case. If the channel is
constant over adjacent sensing slots, it can be blindly estimated
by using the eigenvector associated to the largest eigenvalue
on condition of the source’s presence. We introduce a new
test where the eigenvector value, computed over some previous
auxiliary slots, is properly used by the detection algorithm.
The ROC curves show that the new test is able to outperform
popular algorithms like the Roy Largest Root Test and the
Energy Detection for both PSK and Gaussian sources, and
to approach the optimal Neyman-Pearson performance with a
very small number of auxiliary slots.

Keywords-largest eigenvector; spectrum sensing; cognitive
radio; signal detection

I. INTRODUCTION

In Cognitive Radio (CR) scenario, secondary users can
use multiple spectrum sensing techniques to enhance the de-
tection performance of primary user’s absence or presence,
i.e., making a decision between the alternative hypothesis
of pure noise (H0) or signal plus noise (H1). The new CR
systems and standard will impose tight constraints on the
detection algorithm performance. As an example, the IEEE
802.22 WRAN (Wireless Regional Area Networks) standard
[1] requires very low values for the false alarm (Pfa lower
than 0.1) and high detection probability (Pd no less than
0.9). These requirements may be difficult to be obtained
with the popular energy detection (ED) [2], which simply
compares the energy of the received signal against the noise
level. ED performs very well in normal situations, but it can
be unable to match stringent requirements in some extreme
(but important) cases, like for example hidden nodes, where
the signal-to-noise ratio (SNR) may be -10 dB or lower.

For this reason, several eigenvalue-based detection al-
gorithms have been proposed in recent years, aiming to
improve the performance of ED. Non-parametric methods,
i.e., without a complete knowledge of all the system (signal,
noise and channel) parameters can be generally categorized
as (i) blind detectors, without knowledge of any parameter
- to name a few, the Generalized Likelihood Ratio Test
(GLRT) [3] and the Eigenvalue Ratio Test (ERT) [4]; (ii)
semi-blind detectors, where some parameters are known

- such as the Roy Largest Root Test (RLRT) [5] which
resorts to the noise level knowledge; (iii) trained detectors,
where some parameters are estimated outside the sensing
slots. These algorithms can be compared by studying the
ROC (Receiver Operating Characteristics) curves, plotting
the Pd as the function of Pfa. Most systems compute the test
threshold as a function of Pfa (to guarantee Constant False
Alarm Rate - CFAR). Then, a system outperforms another
if it achieves a higher Pd at the parity of a certain Pfa.

It is known that, among all possible detection tests, an
optimal solution exists. The likelihood ratio test derived
according to the Neyman-Pearson (NP) lemma [6] for an
alternative hypothesis, is the uniformly most powerful test.
Unfortunately, the NP test is a parametric method requiring
strong knowledge of the signal, noise, and channel parame-
ters. For the case of semi-blind detectors with known noise
level but unknown channel, the RLRT test is proved to be
the best algorithm [7]. However, as can be observed by
comparing their ROC curves, the gap between the NP and
the RLRT is rather large. This penalty is essentially due to
the gain/lack of the channel knowledge.

In single source case, if the channel is constant within ad-
jacent sensing slots, it can be blindly estimated (i.e., without
any use of pilot symbols) by using the eigenvector associated
to the largest eigenvalue of the sample covariance matrix of
the signal slots. The idea of this paper is to exploit this
to enhance the detection performance of eigenvalue-based
tests. To do this we propose a new test, called EigenVEctor
(EVE) test, that explicitly employs the eigenvector in the test
statistic. Simulation results shows the EVE test performs at
least as good as the RLRT and with increased prior available
auxiliary signal slots, is able to significantly cover the gap
between the NP and the RLRT test. The paper is arranged
as follows: The adopted model is presented in Section II.
NP and RLRT tests are reviewed in Section III. The new
EVE test is introduced in Section IV and its performance
is analyzed in Section V. The practical consideration and
future works are described in Section VI and Section VII.

II. MODEL

Denote by K the number of antennas or cooperative
sensors and by N the number of samples per sensing slot.
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We focus on a single source scenario, which is of interest
for many detection problems, including cognitive radio. The
K × 1 received vector at time n collects the baseband
complex (I/Q) samples from the K antennas:

y(n) = [y1(n) . . . yk(n) . . . yK(n)]
T
.

We have:

y(n) =

{
v(n) H0

hs(n) + v(n) H1

where v is a K × 1 circularly symmetric complex Gaussian
(CSCG) vector of noise samples with zero mean and vari-
ance σ2

v , i.e., v(n) ∼ NC(0K×1, σ
2
vIK×K). All the noise

vectors v(n) are assumed to be statistically independent.
The channel complex vector h = [h1 . . . hK ]

T is assumed
constant and memoryless within all the sensing window.

The signal samples s(n) are assumed to have constant
probability density function, zero mean and variance σ2

s . In
the following, we will focus on two case studies, where sig-
nal samples s(n) are independent Gaussian or PSK samples.

Under H1, we define the average SNR at the receiver as

ρ , E ∥hs(n)∥2

E ∥v(n)∥2
=

σ2
s∥h∥2

Kσ2
v

(1)

Given the K ×N received matrix

Y , [y(1) . . .y(n) . . .y(N)] . (2)

and the K ×K sample covariance matrix

R , 1

N
Y Y H (3)

we will denote by λ1 ≥ . . . ≥ λK the eigenvalues
of R sorted in decreasing order and by e1, · · · , eK the
corresponding normalized eigenvectors.

III. KNOWN TEST STATISTICS

To make the decision between H0 and H1, a test statistic
compares a quantity T against a pre-defined threshold t:
if T > t H1 is selected, otherwise H0 is chosen. The
test performance is evaluated by the false alarm probabil-
ity Pfa = Pr(T > t|H0) and the detection probability
Pd = Pr(T > t|H1). In practical, the decision threshold
t is typically computed as a function of the target Pfa, to
guarantee the aforementioned CFAR property.

The Neyman Pearson (NP) test is given by the following
likelihood ratio:

TNP =
p1(Y ;h, σ2

s , σ
2
v)

p0(Y ;σ2
v)

. (4)

and is known to be optimal, i.e., to achieve the maximum
possible Pd for any given value of Pfa.

As an example, under the considered model, if the signal
samples are independent Gaussian samples, the NP test is
obtained by using [3]:

p0(Y ;σ2
v) =

1

(πσ2
v)

NK
exp

(
−N trR

σ2
v

)

and

p1(Y ;h, σ2
s , σ

2
v) =

1

(πKdetΣ)N
exp

[
−N tr

(
RΣ−1

)]
.

where Σ = σ2
vIK + σ2

shh
H .

The NP test requires the exact knowledge of both the
channel vector h and the noise variance σ2

v . As pointed out
in [7], if only the noise variance is known and the SNR is
above the identifiability threshold:

ρcrit =
1√
KN

(5)

the best statistical test is the RLRT [5], which compares the
largest eigenvalue of the sample covariance matrix against
σ2
v :

TR =
λ1

σ2
v

. (6)

The RLRT outperforms all the other algorithms belonging
to the class of semi-blind algorithms [8], i.e., where the noise
level is assumed to be known, including the popular ED,
which is given by:

TED =
1

KNσ2
v

K∑
k=1

N∑
n=1

|yk(n)|2 (7)

Despite of the superiority in its class, the gap between the
RLRT and the NP test is not negligible, as it can be seen by
observing the ROC curves reported in Figure 2. The scope
of this paper is to cover the gap between RLRT and NP.
To do this, we intend to use the eigenvector of the sample
covariance matrix.

IV. THE NEW EVE TEST

Since the RLRT is the best test within the class of semi-
blind algorithms, the performance differences with respect
to the NP test must be due to the lack of channel knowledge.
The method proposed in this paper works for a static chan-
nel, or at least a channel that can be considered as flat fading
not only for the sensing slot but for some adjacent sensing
slots. Clearly, this prevents its application to any kind of
mobility. Despite of this, the results are extremely interesting
for all the cases where the channel can be considered as
static for some time because, as we will see, the new method
is indeed able to approach the NP optimal performance.

The starting idea of the new test is that, given a H1 slot,
the eigenvector e1 associated to the largest eigenvalue λ1

provides an estimation of the channel vector h. Given Naux

signal slots available before the current sensing slot, let us
denote by eaux the normalized (i.e., with unitary energy)
eigenvector computed by using Naux · N samples. Now,
the problem is how to properly use eaux during the current
sensing slot. To do this we want to introduce a new statistical
test that (i) uses eaux, (ii) is at least as strong as the RLRT,
(iii) is able to approach the NP test when Naux increases.
Given the matrix Y received in the current sensing slot, let
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Figure 1. False Alarm Probability

us compute the sample covariance matrix R and the largest
eigenvector e. Suppose that the quantity eaux computed
over Naux previous signal slots is available, the proposed
statistical test, called the EigenVEctor (EVE) test, is defined
as:

TEV E =
Naux

[
eHauxReaux

]
+
[
eHRe

]
σ2
v(Naux + 1)

(8)

Note that if Naux = 0, the test reduces to

TEV E =
eHRe

σ2
v

=
∥e∥2λ1

σ2
v

=
λ1

σ2
v

(9)

and has the same statistical power of the RLRT. We will
now show that, for increasing Naux, the test outperforms
the RLRT and is able to cover the gap with respect to the
NP test.

V. THE PERFORMANCE OF THE EVE TEST

Fixed a given threshold γ, the behavior of the false alarm
probability is shown in Figure 1 for N = 50, K = 5 and
Naux = 1, 3, 5. These curves can be used to compute the
threshold necessary to achieve a given false alarm rate. For
example, the threshold values corresponding to Pfa = 0.1
are identified in the figure.

The ROC curves of the EVE test are plotted in Figure 2, 3,
and 4 for N = 50, K = 5, SNR = −10dB, Naux = 1, 3, 5,
and compared against those of of the Neyman-Pearson, the
RLRT, and the Energy Detection. We can observe that (i)
the new EVE test significantly outperforms the RLRT test
and (ii) the EVE test approaches the Neyman-Pearson test
even with a limited number of auxiliary slots.

Given a false alarm probability value Pfa = 0.1 and
chosen the threshold γ according to it, fixed the SNR value,
the behavior of the detection probability as a function of the
number of antennas is reported in Figure 5, 6, and 7. It can
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be observe that, at the parity of Pfa and Pd values, the EVE
test requires a much lower number of antennas to achieve
the same performance.

Given a false alarm probability value Pfa = 0.1 and
chosen the threshold γ according to it, the behavior of the
detection probability as a function of the signal-to-noise ratio
is reported in Figure 8, 9, 10, and 11. By fixing a Pd value
(for example 0.9 in the figures) it is possible to appreciate the
improvement achieved by the EVE test in terms of received
SNR at the parity of Pfa and Pd values. In the figures, a
gain up to 2 dB is observed with respect to the RLRT, and
up to 4 dB with respect to ED.

VI. PRACTICAL CONSIDERATIONS: ADJACENT SLOTS
AND UNKNOWN NOISE VARIANCE

For practical applications, it is interesting to note that
the test does not really require dedicated training slots. The
eigenvectors can be computed by using the samples from the
slots marked as H1 by the running sensing algorithm with a
high reliability. Moreover, the EVE test can be modified to
cover the case of unknown noise variance. As an example,
the following modified test

T ′
EV E =

Naux

[
eHauxReaux

]
+
[
eHRe

](
1

K−1

∑K
i=2 λi

)
(Naux + 1)

(10)

Since 1
K−1

∑K
i=2 λi represents the Maximum Likelihood

estimation of the noise variance [9], the test is equivalent
to the GLRT for Naux = 0 and is able to improve it for
increasing Naux.

VII. CONCLUSIONS AND FUTURE WORKS

A new test using the eigenvector of the sample covariance
matrix has been presented and evaluated in this paper. The
test requires the channel to be constant over a number
of adjacent slots, so it can be used only for constant or
slowly changing channels. The improvement obtained with
respect to the popular RLRT and ED tests is significant and
the performances rapidly approach the optimal NP curves.
Future research will focus on the computation of closed-
form analytical formulas for the false alarm and detection
probability.
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Abstract—Filter Bank Multicarrier (FBMC) systems are
a class of multicarrier modulation schemes for high speed
wireless communication. These systems are known for their
low adjacent channel leakage. In this paper we focus on the
problem of channel equalization for FBMC systems. Most
solutions in the literature use a per subcarrier equalization
suffering from an error floor at high signal-to-noise ratios
(SNR) caused by the residual inter-symbol-interference (ISI).
We investigate a simple per subcarrier channel equalization
method with ISI minimization and an averaging based ISI
cancelation technique. We also introduce an iterative decision
feedback scheme which outperforms the other known equal-
ization methods. The presented methods are validated using
simulation. The results are compared to the performance of
Orthogonal Frequency Division Multiplexing (OFDM) systems
with cyclic prefix (CP).

Keywords-FBMC; iterative; channel equalization; decision
feedback.

I. INTRODUCTION

The introduction of Cognitive Radio (CR) triggered a new
interest for researching alternatives of OFDM multicarrier
systems [1]. In this paper, we focus on the FBMC systems as
a major candidate competing with OFDM in CR scenarios.
OFDM is a widely adopted modulation scheme due to its
simple modulation/demodulation using IFFT/FFT block and
a channel equalization with low complexity. Despite its
many advantages it has some significant drawbacks which
must be taken into consideration during the design.

These disadvantages include sensitivity to nonlinear dis-
tortions – due to the fluctuations in the instantaneous am-
plitude of the transmitted signal – as well as sensitivity
to frequency offsets caused by local oscillator mismatch.
Another important aspect is its spectral properties, especially
the out of band radiation which is considered moderate in
case of OFDM, but in this respect FBMC has a much better
performance. The transmission data rate will be higher due
the fact that FBMC does not apply a CP. On the other
hand, the channel equalization is more complex compared
to OFDM due to the ISI caused by the multipath channel.
In this paper, we focus on channel equalization for FBMC
and OFDM systems. The basic problem of equalization for
FBMC systems is presented in [2] and [3].

IFFT
 CP+

Constellation


mapping


x
n
X
k
bits
 s
n


Figure 1. Block diagram of the OFDM transmitter

The paper is structured as follows. In Section II the
OFDM and FBMC modulation schemes are described. In
Section III we present the baseband signal model. In Section
IV we introduce the channel equalization schemes that
we intend to analyze in four subsections: first the basic
per subchannel Zero Forcing (ZF) and Minimum Mean
Square Error (MMSE), then the modified MMSE which
minimizes the ISI and the averaged MMSE technique. In
the last subsection, we present a new decision feedback
equalization technique. In Section V we verify the channel
equalization techniques for FBMC systems via bit error rate
simulations and we assess their performance by comparing
them to OFDM employing MMSE equalization. Finally, the
conclusion is drawn.

II. OFDM AND FBMC MODULATION SCHEME

A. OFDM

In this section, we give only a short description of the
OFDM modulation scheme. A general block diagram of
an OFDM system can be seen in Fig. 1. First the bits
are mapped to constellation symbols X . The time domain
samples of an OFDM symbol are generated using IFFT as

xn =

N−1∑
k=0

Xke
2π
N nk, n = 0 . . . N − 1, (1)

where Xk is the complex modulation value for the kth

subcarrier. The CP is added to the OFDM symbol to form
the transmitted signal sn.

B. FBMC

FBMC systems are derived from the orthogonal lapped
transforms [4] and filter bank theory [5]. The block diagram
of one possible implementation of an FBMC transmitter can
be seen in Fig. 2. Similar to OFDM the bits are first mapped
to symbols X drawn from a complex constellation. Then the
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Figure 2. Block diagram of the FBMC transmitter, with the spectral
structure of the cosine and sine filterbanks

real parts are modulated by a cosine filter bank where only
the even-index subbands are used and the imaginary parts are
modulated by a sine filter bank where only the odd-index
subbands are modulated. An offset of half of the symbol
overlapping N/2 duration is applied to the output of the
sine filter bank – similarly to the offset quadrature amplitude
modulation technique. The basic structure of the filter banks
can be also seen in Fig. 3. First the frequency domain data
is spread over M subcarriers forming a subband, then it is
filtered by a prototype filter of the kth subband Fk(z) which
is designed so that it fulfils the Nyquist criterion. In FBMC
applications these filter bank structures are implemented in
a computationally efficient manner using an N-IDFT and
a polyphase network [5]. The filter bank yields symbols
that span N ∗ M samples each. In order not to lose data
rate they will overlap bya factor M – due to the Nyquist
criteria, the symbols can be separated in the receiver and a
perfect reconstruction is possible –. For example if M = 4
then 4 FBMC symbols overlap. This can be seen in Fig.
4 where the signal structure of FBMC is compared to the
signal structure of the OFDM signal. The FBMC signal is
given for an overlapping/oversampling factor of M = 4.
The resulting transmitted signal is the sum of overlapping
FBMC symbols generated by the filter banks.

III. BASEBAND TRANSCEIVER CHAIN

The applied baseband model for the transceiver chain can
be seen in Fig. 5. The discrete received signal rn can be
expressed as

rn = xn ∗ hn + wn, (2)

where xn, hn and wn are the samples of the transmit-
ted signal, channel impulse response and AWGN noise
respectively. We will use this model when dealing with the
equalization algorithms, where the samples of the channel
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Figure 3. Basic structure of the filter bank with an oversampling ratio of
M.
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Figure 5. Model of the baseband transceiver chain.

impulse response are Rayleigh distributed, and the following
expression is valid

L−1∑
n=0

|hn|2 = 1. (3)

where L is the length of the channel impulse response. In
case of OFDM systems, if the CP is longer than the channel
impulse response (2), after removing the cyclic prefix we
can write for an OFDM symbol

Yk = XkHk +Wk, k = 0 . . . N − 1, (4)

where Yk is the N-FFT of rn, belonging to one OFDM
symbol. Xk, Hk and Wk are also an N-FFT of the signal xn,
hn and wn respectively. For FBMC systems the frequency
domain description is more complicated due to ISI from
the neighboring symbols. One of the implications of this
ISI is that FBMC systems will require different equalization
strategies.

IV. CHANNEL EQUALIZATION

A. ZF and MMSE

Zero forcing is known to be the simplest method for
channel equalization in the frequency domain. We simply
assume that the received noise is zero in equation (4), so the
transmitted complex constellation value on the kth subcarrier
can be simply calculated as

X̂ZF
k =

Yk

Hk
. (5)

The MMSE technique gives a better result if we also take the
information about the AWNG noise also into account. The
problem of ZF occurs if Hk is small, the noise values will be
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Figure 4. The structure of the transmitted (a) OFDM signal (with a symbol length N and a CP with a length P samples) and the (b) FBMC signal with
an overlapping radio of M = 4.

also amplified. The equalization coefficient HMMSE
k = 1

Ck

for the kth subcarrier is calculated through the minimization
the following expression:

min
Ck

E

{
N−1∑
k=0

|XkHk − CkYk|2
}
, (6)

where E{.} donates the expected value of the argument.
Using equation (4) the resulting channel compensation value
for the kth subcarrier is calculated according to [6] as

Ck =
1

HMMSE
k

=
H∗

k

|Hk|2 + N0

Es

, (7)

where N0 is the noise power and Es is the signal power. It
can be seen that with small N0

Es
values the MMSE solution

is equal to the ZF. In case of FMBC and per-subcarrier
equalization, (7) has to be modified in order to consider
the ISI stemming for adjacent symbols similar to [7][8][9]
as

1

ĤMMSE
k

=
H∗

k

|Hk|2 + N0+I
Es−I

(8)

where I is the power of the ISI, for which we present the
following equation

I = Es

L−1∑
n=0

n

N
|hn|2. (9)

Finally, the MMSE estimate results in

X̂MMSE
k =

Yk

ĤMMSE
k

. (10)

B. Modified MMSE I.

Observing (9) more closely, we have also concluded that
the ISI can be minimized by moving the observation window
along all possible positions of the channel impulse response
to minimize the following equation

min
∆n

{I(∆n)} = min
∆n

{
Es

L−1∑
n=0

|n−∆n|
N |h|n−∆n||2

}
, (11)

∆n = 0 . . . L− 1,

After finding the sample value ∆n which minimizes equa-
tion (11), the observation window – where we perform the
channel equalization – has to be moved by ∆n samples
and also the channel impulse response has to be circularly
shifted, respectively as

X̂MIN
k =

Yk(∆nmin)

ĤMMSE
k (∆nmin)

. (12)

C. Modified MMSE II.

To further minimize the ISI we introduce the idea of
the Averaged MMSE equalizer. The averaged MMSE is
driven by the idea that the ISI can be also considered as
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a noise, which can be eliminated by averaging. So based
on the idea of moving the observation window, we perform
the demodulation and MMSE equalization for each ∆n
positions of the possible L observation windows and then
we average all complex modulation values belonging to the
same subband

X̂AVG
k =

1

L

L−1∑
∆n=0

X̂MMSE
k (∆n) =

1

L

L−1∑
∆n=0

Yk(∆n)

ĤMMSE
k (∆n)

(13)
With this calculation we can minimize the ISI.

D. Iterative decision feedback equalization

In this section we will introduce a novel iterative decision
feedback scheme where the most reliable decision values
are fed back after the decision to minimize the ISI in the
received signal. This decision feedback scheme is shown in
Fig. 6. The basic idea is to regenerate the transmitted signal,
but only the subbands which are reliable, and filter it with the
known channel filter. The idea is visualized in Fig. 4: If we
want to make a decision for the shaded ith FBMC symbol
of the cosine filter bank, then we reconstruct as much as
possible from the surrounding symbols i− 3, i− 2 . . . i+ 3
which overlap with it (both sine and cosine) based on
the selection criteria. Then, during the decision on the ith

FBMC symbol the ISI of the known neighboring symbols
can be subtracted, reducing the noise stemming from the
ISI, leading to better performance. The selection criteria
is defined based on the constellation diagram, we take
confidence interval around each constellation point. The
complex modulation symbols which fall inside this interval
are considered as reliable. During the iteration process the
interval can be enlarged as the ISI is minimized.

V. SIMULATION RESULTS

To verify the previously described equalization schemes,
simulations were performed. The simulation parameters for
both OFDM and FBMC system are summarized in Table I.
In order to enable a proper comparison of the two different
modulation schemes the SNR is defined as

SNRdB = 10 log10

(
Es

N0

)
(14)

= 10 log10

(
EbNcD

(N+P )N0

)
, (15)

where Eb is the bit energy, N is the number of the
subcarriers/subbands available and Nc is the number of
subcarriers/subbands used. P is the length of the CP and D
is the number of bits transmitted by one subcarrier/subband.
During the simulations we have averaged the results of 10
channel realizations.

The simulated bit error rate (BER) for the proposed 3
MMSE equalization schemes can be seen in Fig. 7. For
comparison we have also plotted the results for the AWGN
channel without multipath propagation. For low SNR values
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Figure 7. Bit error rate in function of SNR for the three MMSE-FBMC
equalization schemes.

Table I
SIMULATION PARAMETERS FOR OFDM AND FMBC SYSTEM

Parameter OFDM FBMC
CP 16 -
N 64 64
M 1 4

Modulation 16-QAM 16-QAM
(D) (4) (4)

Modulated subcarrier/subbands 48 48
Channel length L 16 16

the FBMC system has a very small gain over OFDM
system in the BER results. It can be observed that OFDM
outperforms FBMC at higher SNR value (SNR > 12 dB)
the FBMC system when only an MMSE equalizer is applied.
When introducing the minimized MMSE and the averaged
MMSE, a small performance gain becomes apparent for
large SNR values in favour of FBMC. This small difference
will be crucial for the iterative decision feedback technique.
These bit error rates can be considered as the starting values
for the iterative algorithm.

The BER results for the iterative decision feedback tech-
nique is depicted in Fig. 8. The BER results for the 5.
iteration step is plotted together with the initial starting
values for the inital iteration. It can be observed that the
averaged MMSE performs the best, the minimized MMSE
has a similar result and finally the original MMSE has the
worst BER.

VI. CONCLUSION

In this paper, we have investigated channel equalization
schemes for FBMC system which were compared to the
result of CP-OFDM system using MMSE equalization. First,
modifications of the MMSE equalization technique suited for
FBMC distorted by ISI were presented and the results were
verified via simulation. We have also presented a decision
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Figure 6. Model of the FBMC receiver with decision feedback loop.
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Figure 8. Bit error rate in function of SNR for the three MMSE-FBMC
equalization schemes with decision feedback.

feedback scheme, which has a much better performance
compared to the simple MMSE methods. The results show
that FBMC is a very good candidate for competing with
OFDM systems over multipath channels. The criteria for
selecting the confidence interval around the constellation
points requires further investigation, but the simulation pro-
vide promising results.
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Abstract—In Opportunistic Spectrum Access (OSA) networks,
Secondary unlicensed Users (SUs) need a common Control
Channel (CC) to identify the spectrum opportunities, i.e., com-
mon spectrum holes unused by licensed Primary Users (PUs).
Typically, an interference-free CC is unrealistically assumed in
the literature. In this paper we evaluate the impact of the
availability and the characteristics of the CC on the performance
of cooperative spectrum sensing. We deal with the dimensioning
of an underlay Ultra-wideband (UWB) signalling network for
the exchange of sensing data among secondary Cognitive Radio
(CR) nodes avoiding harmful interference to PUs. To this aim, we
analyse the trade-off between the connectivity degree of a multi-
hop underlay UWB signalling network, directly related to the
possibility to perform cooperative sensing, and its coexistence
with PUs. It is observed that the correct dimensioning of the
UWB signalling network allows to achieve high accuracy of PU
detection without compromising primary systems.

Keywords - Cognitive Radio; Opportunistic Spectrum Access;
Ultra-wideband; Control Channel.

I. INTRODUCTION

A lot of experimental studies prove the inefficient use of the
radio spectrum [1], [2]. This result does not comply with the
general belief that the available spectrum resources are not
sufficient to meet the needs of the next generation wireless
networks. Within the Cognitive Radio (CR) context [3], fixed
spectrum allocation policy could be replaced by innovative
forms of dynamic use, referred to as Dynamic Spectrum
Access (DSA) [4]. Among the DSA options it is of great
interest the so-called Hierarchical Access model (HAM) [5],
according to which an unlicensed secondary CR user (SU) can
access the spectrum licensed to a primary user (PU), provided
that harmful interference is avoided.

In the literature, mainly two HAM approaches have been
proposed [6]: “Spectrum Underlay”, also called horizontal
sharing since based on spreading signals transmitted by SUs,
for example by means of Ultra Wide Band (UWB) techniques;
“Spectrum Overlay”, also known as Opportunistic Spectrum
Access (OSA), according to which secondary nodes access the
unusued portion of band in a vertical way.

In order to guarantee protection to PUs [7], the underlay
approach imposes SU transmission power below the required

Work performed within the project SANDRA, funded by the European
Community’s Seventh Framework Programme.

maximum interference tolerance. This condition does not
allow to provide SUs with high data rate services for medium
and long range communications. The impossibility to make
the best use of the unused spectrum resources prevents the
underlay solution from achieving high values of spectral
efficiency.

Conversely, OSA is the most performing solution in terms
of achievable throughput, but it requires adaptive techniques
accounting for the state of transmission of the PUs in or-
der to allow the secondary nodes to identify the so-called
“spectrum opportunity” [6], i.e., common white spaces, at
a given location and time, agreed by a pair of SUs for
communication. The spectrum opportunity identification re-
quires a dedicated control channel (CC) to implement efficient
signalling protocols for realizing OSA among SUs. More in
general, a coordination among SUs is needed to improve the
performance in terms of detection probability of PUs by means
of cooperative spectrum sensing techniques [8]. Such methods
assume particular relevance for detecting the spectrum occu-
pancy when wireless channels are affected by shadow fading
[9]. For these reasons the CC plays a fundametal role in OSA
networks. Nevertheless, typically an interference-free CC is
unrealistically assumed in the literature. Indeed, the allocation
of a separate fixed CC for exchanging information on spectrum
opportunities is very likely unavailable on PU networks with
fast varying spectrum usage [10], and anyway it can entail
waste of spectrum resources only for signalling data.

An interesting promising solution is represented by the
usage of an underlay UWB channel for sharing spectrum
sensing information, as proposed in [11]. Usually signalling
channels require low bit-rates and this feature permits to
extend the UWB radio coverage even for low transmission
power. This satisfies the double target of ensuring as wide
signalling coverage as possible with minimal interference to
PUs, allowing to continuously perform coordination for white
spaces exploitation. However, in [11], the authors consider just
one licensed transmitter in the area without facing the problem
of dimensioning the signalling network. Indeed, this issue
entails to take into account the trade-off between the amount
of sensing data exchanged on the secondary network and the
interference caused to the PUs by the underlay signalling.

In this paper, we propose to exploit the benefits of both
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Figure 1. Interference scenario for secondary CR nodes and primary users.

HAM strategies by designing a two-tier OSA network, in
which overlay spectrum access for data transmissions is driven
by an underlay signalling network. We evaluate the impact
of the availability and the characteristics of the CC on the
performance of the OSA network in terms of cooperative
detection probability. To this aim, we analyse the trade-off
between the bit-rate of the CC and the connectivity degree of
the underlay network for the exchange of sensing data among
SUs. We also assess the maximum allowable density of the
UWB devices such that the coexistence with primary systems
is ensured, i.e., the interference caused by the signalling
network does not compromise the performance of PUs.

The paper is organized as follows. In Section II, we describe
the interference scenario for evaluating the performance of
the underlay network in terms of accuracy of cooperative
sensing and coexistence with PUs. The model for the analysis
is detailed in Section III. Simulation results are reported in
Section IV. Finally, conclusions are drawn in Section V.

II. INTERFERENCE SCENARIO

The interference scenario is shown in Figure 1. SUs can
opportunistically access the spectrum for sensing information
exchange provided that the interference level to PUs does not
exceed a predefined threshold. We assume that the technology
used by all the PUs in the scenario is the Global System
for Mobile Communications (GSM). We considered three co-
sited Base Stations (BSs) situated at the center of an area
of 0.64 km2 in a suburban environment. We assume that
both PU terminals served by the BSs and SUs are randomly
distributed within the area in accordance to an uniform spatial
distribution. We suppose that BSs transmit at maximum power,
whereas PU terminals implement power control mechanisms.
This downbeat case is considered to demonstrate the capability
of SUs to perform spectrum sensing sharing on the UWB
underlay network even when hard interference conditions
occur. For the same reason, we disregard traffic statistics of
PUs and SUs by assuming that all the devices continuosly
transmit on their frequency band. Hence, more conservative
results are expected by introducing a model accounting for
users activity.

For the propagation model among devices in the area, we

considered the following expression for path loss calculation:

L(d) =
MCL

Gtx ·Grx
·
(
d

d0

)γ
(1)

where d > d0 is the distance (in m) between transmitter and
receiver, MCL > 0 is the minimum coupling loss for d0 = 1
m, γ is the path loss exponent and Gtx and Grx are the antenna
gains related to the transmitter and the receiver, respectively.
According to values in [12], we conservatively set γ = 2.5 for
outdoor propagation among UWB devices, while a path loss
exponent equal to 3 is assumed for both PU links (between
terminal and BS) and attenuation among PUs and SUs.

III. ANALYSIS

In this section we describe the proposed procedure to
evaluate the density of SUs in the area such that a connectivity
degree is reached guaranteeing the required level of protection
to PUs at the same time. This trade-off depends on the bit-rate
of the signalling channel. Then we provide an expression for
calculation of cooperative detection probability accounting for
the availability of the CC for exchanging sensing information
among SUs.

A. UWB signalling network connectivity and coexistence

We characterize the availability of the CC in terms of
the Outage Probability of the secondary underlay signalling
network, given by:

Pout = Prob {SINR < ρ0} ≤ α (2)

s.t. 0 ≤ PSU ≤ Pmax
where ρ0 is the required QoS level for the sensing information
exchanging, α is the target outage probability and SINR is
the Signal-to-Noise plus Interference Ratio expressed by the
following formula:

SINR =
Eb

I0 + η0
=

[(
Eb
IPU,0

· BUWB

BPU

)−1

+

(
Eb
η0

)−1
]−1

=

=

(
C

η

)
·
[
1 + (IBS + IT ) ·

Rb
BUWB

]−1

(3)

where C is the received signal, Rb and BUWB are the bit-rate
and the bandwidth of the UWB devices, respectively, and η is
the thermal noise power given by:

η = η0 ·BUWB ·NF
where η0 = −174 dBm/Hz is the noise PSD and NF
is the corresponding noise figure. As indicated in (2), the
outage probability depends on both the interference from the
active PUs and the propagation conditions. Furthermore, it is
constrained on the transmission power of SUs, i.e., PSU , which
can not exceeds the maximum allowed power Pmax.

Since the control traffic exploits an underlay channel known
by each CR node of the OSA network, the exchange of sensing
data among SUs does not cause interference to the overlay
communications. According to this assumption, in (3) we can
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neglect the interference due to the other UWB nodes and we
only consider the interference caused by PU links, which is
defined as:

IPU = IPU,0 ·BPU = IBS + IT (4)

where BPU is the bandwidth of the PU receiver and IPU,0
is the interference spectral density on UWBs due to the PUs.
IPU,0 is composed of two main interference contributions to
SUs due to PU BSs and PU terminals. These are given by the
following expressions:

IBS =

NBS∑
i=1

PBSi

L(di)
(5)

IT =

NT∑
i=1

PTi

L(di)
(6)

where NBS and NT are the number of PU BSs and PU
Terminals, respectively, di is the distance between the i-th
PU (BS or terminal) and the considered SU, while PBSi

and PTi are the transmission power of the i-th PU BS and
PU terminal, respectively. As shown in (3), the interference
terms are reduced by the ratio Rb/BUWB , which represents
a factor accounting for the signalling requirements and the
characteristics of the UWB devices. It means that for a given
UWB bandwidth and a fixed transmission power, the higher
the bit-rate the worse the outage probability.

The proposed methodology for dimensioning a HAM cog-
nitive network can be synthesized as follows:

1) given the considered scenario (e.g., the propagation
characteristics, the number of interferers, the maximum
allowed transmission power, etc.), calculate the outage
probability of the signalling network under these condi-
tions;

2) verify if the obtained outage probability is above the
defined threshold α:
2.1 if yes, we obtain the maximum UWB SUs trans-

mission power satisfying constraints that fulfill the
outage requirements;

2.2 if no, the transmission power of the UWB devices
is incremented in accordance to the regulatory
restrictions.

3) calculate the maximum coverage range of UWB SUs;
4) determine the connectivity of the UWB signalling net-

work with the obtained coverage. This metric is defined
as the probability that a SU can reach all the other
SUs of the signalling network according to a multi-hop
architecture.

5) for a required connectivity degree, verify if the corre-
spondent density of SUs in the area is compliant with
the maximum number of UWB devices that guarantee
the established level of protection to PUs. This is ac-
counted for by the Probability of Coexistence, related
to the interference to PUs from the underlay secondary
network and calculated as:

Pcoex = Prob {IUWB < Ith} (7)

IUWB is the average interference caused to PUs (BSs
or terminals) by the number NSU of transmitting SUs,
defined as:

IUWB =

NSU∑
i=1

PSUi,0

L(di)
·BPU = β

NSU∑
i=1

PSUi

L(di)
(8)

where:

PSUi,0 =
PSUi

BUWB
, β =

BPU
BUWB

are the PSD of DS-UWB devices and the ratio between
the bandwidths of PUs and UWB SUs, respectively.
This latter parameter is defined since the flat spectrum
approximation, valid for narrowband PU, is assumed
[13]. In (7) Ith is the allowable interference threshold.
It is directly derived from the Signal-to-Noise Ratio
(SNR) degradation, r, expressed as [13]:

r =
η + IUWB

η
(9)

This parameter measures the impact of the UWB inter-
ference on the SNR with respect to the thermal noise
power N of the PU receiver chain. Once determined
the maximum allowed value for the SNR degradation,
namely rmax, the allowable interference threshold can
be easily calculated as:

Ith = (rmax − 1) · η (10)

6) verify if the obtained probability of coexistence respects
the required level of protection to PUs:
6.1 if yes, the desired density of SUs is admitted.

Hence the connectivity degree is accepted.
6.2 if no, the bit-rate of the underlay signalling channel

should be decreased up to match both the coexis-
tence and connectivity requirements.

As shown by results presented in the next section, the de-
scribed methodology allows to find a set of admissible pairs
of values for the number of SUs and the bit-rate, all providing
a desired connectivity degree subject to constraints on both
the maximum transmission power of SUs and the interference
to PUs.

B. Cooperative Detection Probability

Cooperative spectrum sensing techniques have been pro-
posed to increase detection probability of PUs especially in
shadowed or deeply faded channels However, in order to per-
form cooperative sensing a CC is required for the exchange of
sensing data among SUs. Typically an interference-free CC is
assumed in the literature, but actually the unavailability of such
a channel can reduce the cooperative sensing performance.
Hence the characteristics of the signalling channel should
be considered in the expression of the cooperative detection
probability.

We assume that a number of Cognitive Cluster Head Nodes
(CCNs) have been elected in the secondary network in ac-
cordance to a distributed algorithm using the UWB signalling
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channel. CCNs are responsible for collecting sensing data from
the SUs within their coverage and processing these data to
decide on the availability of the spectrum holes. We also
assume that SUs associated with a CCN are in the same
PU activity area and that measurements taken by SUs are
independent. Then, by considering the AND decision rule,
that is a PU is considered idle only if an available band
is detected out of all sensing data, the detection probability
associated to the CCN decision is given by [14]:

PD(k) = 1− (1− pd)k+1 , k ≥ 0 (11)

where k is the number of sensing data collected from the
single CCN, which corresponds to the number of SUs within
its coverage, while pd is the detection probability of the single
SU. Note that we assume a collaborative CCN which performs
spectrum sensing together with the other SUs. The expression
in (12) is valid if a channel among the CCN and the k
SUs is available. Hence the average detection probability in
cooperative spectrum sensing can be defined as:

PD(δSU ) =

Nc∑
k=0

PD(k) · Prob {k|δSU} (12)

where Nc is the number of SUs within the coverage range
of the considered CCN, δSU is the density of SUs in the
area and Prob {k|δSU} represents the probability of having
at least k SUs within the CN coverage with which to perform
cooperative spectrum sensing. It takes into account for the
availability and the characteristics of the UWB CC for sensing
information exchange among SUs. In other words, the cooper-
ative detection probability is strictly related to the connectivity
of the SU signalling network and its coexistence with primary
systems, as shown in the next section.

The average missed detection probability of cooperative
spectrum sensing can be then calculated as:

PMD(δSU ) = 1− PD(δSU ) (13)

IV. RESULTS

We carried out several simulations to assess the dimen-
sioning of a SU underlay signalling network accounting for
the trade-off between the level of protection to PUs and the
connectivity degree of the SUs. We also evaluate the accuracy
of the cooperative detection of PUs with respect to both the
characteristics of the signalling network and its coexistence
with primary systems. Results have been obtained using a
Monte Carlo-based approach. The values assumed for the
simulation parameters are reported in Table I. We assume a
maximum tolerance on the outage probability of the UWB
signalling data α = 5 %. Omni-directional antennas are
considered for both UWB SUs and PU terminals. We also
suppose that each PU BS transmits on 14 carrier frequencies.
As discussed in previous sections, typically low data rate
are needed for signalling channels. Hence we performed
simulations by assuming bit-rate ranging from 1 to 10 kbit/s.

In Figure 2 we report both the connectivity degree and the
probability of coexistence of the multi-hop underlay signalling

SUs PU BSs PU Terminals
B [MHz] 3000 0.4 0.4
fc [MHz] 3100 1805 ÷ 1825 1775 ÷ 1785

Pmax [dBm] -6 43 33
γ 2.5 3 3

ρ0 [dB] 4.5 9 9
Grx [dBi] 1 12 1
Gtx [dBi] 1 12 1
Nf [dB] 5 9 9

Table I
VALUES FOR THE SIMULATION PARAMETERS

network as a function of the density of SUs in the area.
It is observed that the signalling bit-rate Rb impacts on the
percentage of connectivity among UWB devices. This can be
explained by looking at the formula in (3), where the term Rb
acts as a scaling factor reducing interference from the PUs to
the SU receiver. Hence, the lower the CC bit-rate the higher
the connectivity among UWB SUs. In other words, a higher
density of UWB devices in the area is needed to obtain a
required connectivity degree if the bit-rate increases due to
the smaller coverage range. Moreover, the reduction of the
SU SINR due to an increased number of active PUs implies a
lower percentage of connectivity, as highlighted in Figure 2.
As regards the probability that the underlay UWB signalling

Figure 2. Connectivity degree and Probability of Coexistence vs density of
SUs in the area (with 300 PU terminals and 3 co-sited BSs).

network causes harmful interference to primary systems, the
obtained curves give an indication on the maximum allowed
number of SUs in the considered scenario. We consider
different values of the maximum interference tolerance rmax
with respect to PU terminals. The coexistence only depends
on the parameter β regardless of the bit-rate of the CC, as
indicated in (7) and (8). As expected, for a given density of
SUs in the area the higher the allowable interference threshold
the lower the probability to harm PU performance.

As we explained in Section III, the proposed methodology
allows to dimension the underlay UWB signalling network
such that a predefined protection degree to PUs is guaranteed.
As an example, starting from the curves in Figure 2 related
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to rmax = 0.1 dB and considering a coexistence requirement
of Pcoex ≥ 98.6 %, up to about 350 SUs can be tolerated
for the considered scenario. As shown by the connectivity
curves, this density of UWB devices implies a maximum
percenatge of connectivity of about 98.3 % for a signalling
bit-rate of 10 kbit/s. If a completely connected UWB network
is required, we have to decrease the bit-rate to 5 kbit/s. It is

Figure 3. Performance of cooperative sensing in terms of detection probabil-
ity vs density of SUs of the underlay signalling network (150 PU terminals,
3 co-sited PU BSs, Pd=0.9).

Figure 4. Performance of cooperative sensing in terms of detection probabil-
ity vs density of SUs of the underlay signalling network (150 PU terminals,
3 co-sited PU BSs, Rb=5 kbps).

worthwhile to remind that, by assuming collaborative spectrum
sensing among SUs, the percentage of connectivity of the
underlay network is directly related to the detection probability
performance, and consequently to an efficient usage of spectral
resources. This is shown in Figure 3 and Figure 4, where we
report the cooperative detection probability as a function of
the density of UWB SUs in the area. Given a coverage range
and a detection probability of the single SU, the higher the
density of SUs in the area the more accurate the probability of

detecting PUs activity. When the bit-rate of the CC increases,
the lower coverage leads to a decrease of the cooperative
detection probability. This is due to the lower probability of
finding CR nodes within the coverage of the CCN in order
to maintain the same availability of the CC. Evidently, for a
given bit-rate an incresed detection probability of the single
SU results in better cooperative detection performance.

In Figure 5 and Figure 6, we report the performance of
cooperative sensing in terms of probability of missed detection
as defined in (13). By taking into account for the availability
and the parameters of the CC, it is observed that the values
related to the expression of traditional cooperative sensing, i.e.,
PD(k), are obtained when the density of SUs in the considered
scenario is sufficient to guarantee the maximum probability of
finding at least k SUs within the coverage of the CCN. The

Figure 5. Performance of cooperative sensing in terms of probability of
missed detection vs the density of SUs of the underlay signalling network
(200 PU terminals, 3 co-sited PU BSs, Rb=5 kbps, Pd=0.8).

Figure 6. Performance of cooperative sensing in terms of probability of
missed detection vs the density of SUs of the underlay signalling network
(200 PU terminals, 3 co-sited PU BSs, Pd=0.8).

trends of the curves related to the different values of k can
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be explained looking at the Figure 7, where the probability
density function of k is reported for different number of SUs.
Given the outage probability of the signalling network, the
maximum transmission power of UWB nodes and the bit-rate
of the CC, and then the CCN coverage range, when more
sensing data are desired to perform cooperative detection, the
probability of having at least k SUs within the CCN coverage,
i.e., Prob {k|δSU}, increases with the increase of the SU
density. Hence, with the increase of the SU density a CCN
can actually exploit more sensing data, so achieving a more
accurate detection, up to reach the asymptotic value imposed
by the terms PD(k). In other words the number k of SUs with

Figure 7. Probability of having k SUs within the coverage of the CCN vs
k (150 PU terminals, 3 co-sited PU BSs, Rb=5 kbps).

which to decide of performing cooperative spectrum sensing
depends on the density of SUs in the considered scenario.
For a lower bit-rate of the CC, the resulting increase in CCN
coverage leads to a minor density of SUs needed to obtain the
target performance in terms of detection probability, as shown
in Figure 6. In Figure 8 the cooperative detection probability
is plotted as a function of the probability that the proposed
UWB signalling network coexists with the primary systems
in the considered scenario. As expected, a more stringent
requirement on the maximum interference tolerance rmax
entails a more rapid degradation of detection performance.
Furthermore, the reduction in CC bit-rate allows to obtain
better accuracy of PU detection while maintaining the same
coexistence probability.

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we faced the problem of the design of the
control channel in OSA networks. We proposed to exploit the
DS-UWB technology to realize an underlay signalling network
for spectrum opportunity identification and cooperative spec-
trum sensing. We defined a cooperative detection probability
accounting for the availability and the parameters of the
control channel. We proved that the correct dimensioning of
the proposed signalling network can provide SUs with a high

Figure 8. Cooperative detection probability vs coexistence probability of the
underlay signalling network (150 PU terminals, 3 co-sited PU BSs, Pd=0.8).

availability of sensing data, thus increasing the accuracy of
PU detection while avoiding harmful interference to PUs.

Future research can pertain to the design of suitable sig-
nalling protocol over the proposed underlay UWB CC to
optimize the throughput in OSA networks.
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 

Abstract—For signaling and controlling a centralized 

Cognitive Radio Network (CRN) with users operating in 

different sets of channels, a dedicated common control channel 

is not a useful approach. Different strategies have been studied 

for this CRN control, some of them using time division 

mechanisms. This is because employing a channel per each 

Cognitive Radio User (CRU) for simultaneously controlling 

them is not efficient. However, for signaling specific events to all 

CRUs in a CRN, the Central Cognitive Base Station (CCBS) 

needs to communicate to all the operating devices in the CRN 

domain. Reducing the number of broadcast signaling channels is 

then a need for good performance and energy efficiency of the 

CRN. In this paper, for the solution of this broadcasting 

signaling problem, each CRU is represented by an array 

considering its channel usability. Using this array, a static 

evaluation of the problem is initially performed. Then, the 

dynamic characteristics of CRNs are included to find an 

acceptable number of channels to communicate to every user in 

a specific CRN.  

 

Index Terms— Broadcasting; Cognitive Pilot Channel; 

Cognitive Radio Networks; Dynamic Spectrum Access  

I. INTRODUCTION 

Cognitive Radio Networks (CRNs) have been appointed as 

a solution to the apparent wireless spectrum scarcity problem 

[1-3]. This is because Cognitive Radio (CR) systems are able 

to detect free frequency spaces (bands) in the spectrum and to 

allocate communications in those spaces by using Dynamic 

Spectrum Access (DSA) mechanisms. CRN allow secondary 

users, i.e.  CRU with partial Access to use specific bands of 

the wireless spectrum, to use free frequency bands while the 

Primary Users (PU), i.e. licensed users of specific bands, are 

absent. 

In general, a CRN should be able to perform 4 tasks 

efficiently, spectrum sensing, spectrum decision, spectrum 

sharing, and spectrum mobility [2]. This means that have the 

ability of sensing, recognizing and adapting to specific 

characteristics of the environment. One of the CRNs most 

important characteristics is the ability for the Cognitive Radio 

Users (CRU) to dynamically access the spectrum. However, 

CRUs might be also capable of recognizing patterns of 

occupancy, to reduce the energy used for sensing, signaling 

and transmission. For this reason, Cognitive Radio 

technology has been also considered as an alternative to 

reduce energy consumption for wireless communications [4].  

 Several CR MAC protocols have been developed from 

Multi-channel MAC protocols. These MAC protocols can be 

categorized in dedicated control channel, split phase, 

common hopping, and default hopping [5]. Some specific CR 

MAC protocols use a dedicated common control channel [6, 

7]. However, heterogeneous CRU devices that do not share 

this control channel are not able to communicate in this CRN. 

Other than the aforementioned dedicated control channel 

approach, the other three approaches can be considered for 

efficient spectrum utilization because the CRN must operate 

in different frequency bands. On the other hand, these multi-

channel MAC protocols need some kind of user 

synchronization to determine the control channel beforehand. 

Furthermore, in multi-channel MAC protocols, all CRU must 

be able to use the same frequency channels, which is not 

always the case in heterogeneous systems. 

A cognitive pilot channel (CPC) is a solution proposed in 

the E2R project for enabling communication among 

heterogeneous wireless networks. The CPC consists on 

controlling frequency bands in a single or various “pilot” 

channels [8-11]. In [12], we have presented a basic model for 

a Centralized CRN that uses CPCs for signalization and 

control. The main idea was to introduce a control signal, 

basically periodical beacons, to announce channel availability 

and the necessity of leaving a frequency slot if that one was 

occupied. The basic model of the CRN provides signalling 

through CPCs distributed in every available channel or 

frequency slot. The control is performed by using frequency-

division and time-division multiplexing techniques. This 

control, as expected, permits the utilization of the CRN by 

heterogeneous CRU devices.  

In terms of energy, transmitting through every available 

channel would be inefficient. This is because the entire 

wireless spectrum channels would be occupied in a specific 

moment. Considering this problem, new alternatives should 

be explored to reduce the energy used for signaling CRUs 

channel availability. For reducing the energy, in [13], we 

used the characteristics of the time/frequency combined to 

approach for the CCBS to signal a new available channel only 

when a CRU that was not transmitting is requesting 

communication. We also considered the benefits of using a 

distributed control and a centralized database for reducing the 

amount of energy used to signal this availability in the CRN. 

The CCBS, however, still needs to broadcast signals to its 

users in some specific moments. Signals that must be 

broadcasted by the base station include periodical beacons, 

alarms, among others [14]. Several broadcasting problems 

such as the minimum broadcasting energy problem [15] and 

the allocation for broadcasting heterogeneous data in multiple 

channels [16-17], among others have been studied. To the 
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best of the authors‟ knowledge, none of the broadcasting 

studies deal with the problem of broadcasting availability 

through a minimum number communication channels, in 

general; not for CRNs, in particular. The channel 

allocation/frequency assignment problem, however, has been 

studied in static and dynamic environments. We refer to [18] 

and [19] for an overview of models and solutions of the 

frequency assignment problem in those environments, 

respectively. One of the main considerations for studies in 

frequency assignment problems is that a channel can generate 

interference in adjacent channels. In our scenario, since the 

broadcast signaling is transmitted the same for each channel 

and only in a couple of a large number of sub-channels [12-

13], we can assume that using adequate modulation/coding 

schemes, interference among adjacent channels is non-

existent [19].  

The problem of obtaining the minimum number of 

channels for a base station, e.g. the CCBS, to transmit to all 

the users in its network is an optimization problem. For 

solving this problem, the dynamic characteristics of the CRN 

that include not only the entrance and departure of CRUs, but 

also external factors, the presence of PUs must be considered. 

However, several approaches that use algorithms to solve 

general optimization and broadcasting problems such as 

reduce the Greedy Algorithm, Satisfiabilty (SAT) theory [20], 

among others, might be adapted to solve this problem. In this 

paper, an adaptation of the greedy algorithm is proposed to 

solve the minimum number of channels problem, when this 

number of channels is low. 

The rest of this paper is divided as follows: In Section II, 

the model of the CRN and the description of the solution are 

depicted. In Section III, basic considerations for the algorithm 

are shown. In Section IV, early results of the minimum 

channel algorithm obtained by using the strategies are 

presented. In Section V, the results and future work are 

discussed.  

II. MODEL 

The basic model of the CRN used in this work is shown in 

Fig. 1. A Central Cognitive Base Station (CCBS) controls 

CRU communication so that these CRU do not interfere each 

other or a Primary User (PU). For modeling the CCBS, in this 

paper, we consider that the spectrum is continuously and 

perfectly sensed. We also consider that for each frequency 

band, a threshold is decided to determine if a user is already 

using that channel. A logical “1” is then assigned if a 

communication exists in a frequency slot; otherwise, a logical 

“0” is assigned. This information is stored as a vector in a 

database, which also stores information from the channel 

control and data communications. 

 
In Fig. 1, CRU1 is communicating with its corresponding 

CCBS (CCBS1), while PU1 is communicating with PU2. PU1 

transmission is within the range of the CCBS1 and CRU1. 

This means that the communication between CRU1 and 

CCBS1 must be performed in a different frequency slot than 

the one used for PU1-PU2 communication. A frequency/time 

representation of the corresponding scenario is also shown. In 

the proposed architecture, we assume that the management of 

the network is performed in the CCBS, which permits to 

reduce the amount of processes from the CRUs‟ terminals and 

therefore, keeping those terminals simple while using today‟s 

available technologies. We also assume that the CCBS 

decides which channel to assign for each CRU, according to 

the available channels and characteristics of the CRU. 

The basic model of the CRN provides signaling through 

cognitive pilot channels (CPCs) distributed in every available 

channel or frequency slot. The control is performed by using 

frequency-division and time-division multiplexing 

techniques. This control, as expected, permits the utilization 

of the CRN by heterogeneous cognitive radio user (CRU) 

devices. Frequency sub-slots are used by the CCBSs and 

CRUs to exchange both control and data information. The 

CCBS is responsible of controlling which CRUs are 

communicating and the frequency slots used, by assigning 

CRUs free frequency slots to communicate. This information 

is sent in a vector to the CRUs, while kept in the CCBS 

database. Fig. 2 shows the division in frequency and sub-

frequency slots.  

 

 
 

Fig. 1. CRN Model 
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The basic algorithm for each frequency slot was defined by 

Fig. 3. The database was mainly used for keeping into 

memory the location of CRUs and PUs in the frequency 

bands. The main energy reduction is accomplished by 

reducing signalization transmissions.  

 
When a CRU data communication is already established, 

and since PU communication can enter at any moment, a 

time-based approach is implemented in order to discover PU 

presence. This frequency and time system allows the 

elimination of a dedicated control channel for spectrum 

sharing. Using the slotted predefinition, if a transmission is 

received in a moment no transmission should be performed, 

we assume that a PU is communicating and, then, the channel 

is evacuated and the process of assigning a channel restarts, 

keeping into memory the last information that was going to 

be transmitted. The time slot division used for the CRN MAC 

presented in [12], as shown in Fig. 4, will be also used to 

reduce the signalization. 

 

In Fig, 4, an example of the CRU admission in the CRN is 

shown. CRU 3, which has three channels for 

communications, “senses” its environment. Channel 1 is 

being used by a PU, so this channel is unavailable to CRU 

transmission. Channel 2 is occupied by CRU1. This makes 

the channel unavailable for CRU 3 use, but CRU 3 can detect 

the time slot position using CRU 1 transmission. Using that 

information, CRU 3 can access Channel 3 in time t2. 

In [13], two additional characteristics are added to the 

CRN model of [12] to reduce broadcast transmissions. The 

first one is that CRU synchronization will be performed as 

follows: Since CRUs know the duration of the time slot, the 

CRU will search during a time slot in its channels for 

continuous transmission. If a CRU finds a PU-free channel, 

the device will send a signal for announcing that this CRU 

wants to access the network. A channel occupied by a CRU 

will be identified because of the time slots used for control, so 

this scheme will not introduce collisions among CRUs. The 

second reduction consists on using the ability the CCBS has 

to identify the channels every CRU in the network is able to 

use. In this manner, the CCBS will only send a new broadcast 

transmission for each channel petition. This means that now, 

the entire wireless frequency spectrum considered for the 

CRN domain will not be used at several moments, and the 

number of periodical broadcast beacon transmission will be 

also reduced. 

In [13], we also showed that eliminating CCBS 

broadcasting transmission channels means a reduction in 

terms of energy per unit of time of approximately (number of 

available channels) x (broadcasting transmission time) x 

(power used for beacon transmission). Results indicated that a 

reduction in energy transmission due to signalization can be 

achieved by using the basic CRU sensing properties. Since the 

CRU can only detect values above a specific threshold for a 

determined period of time, the CRU might detect PU 

transmission due to its continuity, and CRU transmission due 

to its periodicity. Using that property, broadcasting 

transmissions, which contribute to energy waste, are reduced. 

Another advantage of using this property is that the CCBS is 

already aware of the available channels of each CRU. This is 

because in the admission process, each CRU has already 

indicated its characteristics. Considering that the CCBS has 

this knowledge, direct channel assignation can be performed, 

so broadcast transmission is also reduced. Then, the idea is to 

find the minimum number of broadcasting channels for the 

CCBS needed broadcasting transmission. 

Considering again that the CCBS has knowledge of the 

channels each of the CRUs is able to use, for finding this 

minimum number of the broadcast transmission channels 

needed in a specific moment, a matrix called availability 

matrix is included. The relation among the frequency slots 

(channels) and CRUs in a specific time is shown in Fig. 5. 

 
 

Fig. 2. Frequency and sub-frequency slot division of the spectrum 

 
 

Fig. 4. Frequency slot utilization by both PU and CRUs (in time) 
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Fig. 3. CCBS Algorithm per each frequency slot i (fsi) 
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In Fig. 5, the availability matrix per CRU (A) in a specific 

time is presented. A channel is unavailable to a CRU due to 

two reasons: a PU is using an available channel for the CRU 

or the CRU cannot communicate through that channel. Using 

this information, each CRU is represented by a row and each 

channel, by a column. Each element represents then the 

availability of a channel to a CRU in a specific moment. A 

logical „1‟ is assigned in this case if the channel is available 

to the user and a „0‟ if the channel is unavailable. 

In the availability matrix represented in Fig. 5, the eighth 

column, corresponding to f7, is a unitary column. This means 

that using that channel (f7), the CCBS can broadcast 

communication to all the users in its CRN during that period 

of time. In Fig. 6, a case where more than one channel is 

needed for the CCBS to broadcast is shown. 

 
In the case presented in Fig. 6, the availability matrix 

shows that at least the CCBS needs two channels to 

communicate with all the CRUs in the network. The matrix 

composed with all the vectors that use the minimum channels 

for the CCBS to communicate is represented as Minimum 

Solutions. In general, the problem of finding this minimum 

solution vectors is the same as finding the vectors with the 

least numbers of „1‟s such that the intersection of them with 

each of the row vectors that compose the availability matrix is 

not empty. 

III. CONSIDERATIONS 

 Having m users, muuu ,...,, 21 , each of them able to use 

several of the n channels that a CRN presents, c1, c2, …, cn, 

the idea is to find an array in which a base station CCBS is 

able to transmit to each user (ui) utilizing the minimum 

number of channels.  

The matrix that relates channel usability for each CRU is 

represented as Umxn. Each row vector defined by U(i, :) is 

always different than 0, taking into account that each CRU 

must have at least one channel to communicate. So, not 

considering primary occupation, the problem can be defined 

as finding a vector v1xn such that 

          nmUvUvUv
n


1

:,:,2:,1 
    (1) 

in which the number of „1‟s is minimum. This problem can 

be related to a satisfiability problem (SAT) which is known to 

be NP-complete [21]. This can be proved considering that 
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then  

      :,:,1 mUvUv        (3) 

is equal to the vector 
 

    nmnm zzzzz 11111'  
.  (4) 

Taking into account that  

nz  '
          (5) 

 means that each  

 mii zz 1         (6) 

is „1‟, so the problem is equal to find a vector v with 

minimum norm such that for every j =1:n,  
 

 111 mzz 
         (7) 

is true, which is the definition of the n-satisfiability 

problem. This vector is defined in general for this paper as 

the vector of minimum solutions. 

In the case when PUs are not considered, let‟s assume that 

for an array consisting on m users and n channels, the 

minimum number k of broadcasting channels for the array 

has been found. As shown in Fig. 4, CRUs enter and leave the 

CRN dynamically. This means that the algorithm for finding 

the minimum solutions vectors must consider the dynamics of 

the network. For reducing the complexity of the algorithm, 

the property that this CRN has that only a new CRU can 

enter/leave at a specific time is used. If a new CRU enters the 

network, the minimum number of channels needed to 

broadcast signals to each of the CRU devices is at most k+1, 

and at least k. Similarly, if a CRU leaves the CRN, the 

minimum number for the broadcast signalling channels is at 

least k-1, and at most k. 

However, as shown in Fig. 4, a channel is inoperative when 

used by a PU. The presence of PUs can be described by using 

the mask vector p containing the PU occupancy stored in the 

CCBS database. Considering that U(i,:) is the usability vector 

for CRU i, the vector A(i,:) = U(i,:)*p represents the 

availability vector for transmitting broadcast signals by the 

CCBS. When primary occupation is considered, in some 

specific moments a CRU i defined by A(i,:) might be 

unavailable for communication. 

 
Fig. 6. Frequency slot utilization by both PU and CRUs (in time) 

 
 

Fig. 5. Frequency slot utilization by both PU and CRUs (in time) 
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IV. CASE STUDY 

In this section, early results obtained when using low 

numbers of channels and CRUs in the network are presented. 

The number of channels was defined to be low in order to 

compare the results of the algorithm for obtaining the 

minimum number of channels to communicate with all the 

CRUs with the real minimum number. 

For the first simulation, the number of channels n was 

defined as 8. The number of CRUs, m, was also defined as 8, 

due to the fact that the maximum number of users that can 

communicate in a specific moment is the number of channels 

available in the network. The number of time slots, t, is 

defined to be 10. CRU and PU presence in the CRN are 

defined as random, with probabilities 0.2 and 0.5, 

respectively. In Table I, the channel usability of all the 

possible CRUs in the CRN is shown. 

TABLE I.  CHANNEL USABILITY (CRU NUMBER = 8) 

 f1 f2 f3 f4 f5 f6 f7 f8 

CRU 1 1 0 0 0 0 0 1 0 

CRU 2 1 1 0 0 0 0 1 1 

CRU 3 1 0 0 1 0 0 1 0 

CRU 4 1 0 1 1 0 1 0 0 

CRU 5 0 0 0 0 1 0 0 1 

CRU 6 0 1 0 0 1 0 0 0 

CRU 7 1 0 0 1 0 0 0 0 

CRU 8 1 0 0 1 0 0 1 1 
 

As shown in Table I, the minimum number of channels 

needed to transmit to all CRUs in the network is 2, using f1 

and f5, f4, f7, f3 and f5. 

An advantage of the broadcasting solution is that the base 

station, e.g. the CCBS, in theory is able to communicate with 

as many CRUs in the CRN as desired. This means that even 

idle CRUs can receive information from the CCBS. As a 

proof, we simulate this situation by doubling the number of 

CRUs. Results are shown in Table II.  

TABLE II.  CHANNEL USABILITY (CRU NUMBER = 16) 

 f1 f2 f3 f4 f5 f6 f7 f8 

CRU 1 1 0 0 0 0 0 1 0 

CRU 2 1 1 0 0 0 0 1 1 

CRU 3 1 0 0 1 0 0 1 0 

CRU 4 1 0 1 1 0 1 0 0 

CRU 5 0 0 0 0 1 0 0 1 

CRU 6 0 1 0 0 1 0 0 0 

CRU 7 1 0 0 1 0 0 0 0 

CRU 8 1 0 0 1 0 0 1 1 

CRU 9 0 1 0 0 1 0 0 0 

CRU 10 0 0 0 0 0 0 0 1 

CRU 11 0 0 0 0 1 0 0 0 

CRU 12 0 1 0 0 1 0 0 0 

CRU 13 0 0 0 0 1 0 0 1 

CRU 14 1 0 0 0 0 0 0 0 

CRU 15 0 0 0 0 1 1 0 0 

CRU 16 0 0 1 0 0 0 0 0 

 

Notice that the number of minimum channels for 

communicating with all CRUs is similar. In this case, this 

number is four, two more than in the previous situation. 

Besides, this is because CRU 10 and CRU 16 only have f8 and 

f3, respectively as their usable channels. A possible minimum 

solutions vector is then v = [1 0 1 0 1 0 0 1]. The similarity 

on the number is because the CRUs, while heterogeneous in 

frequency, are defined with similar characteristics. 

The algorithm considered for solving the minimum number 

of channels is an adaptation of the Greedy Algorithm. The 

basic idea is that the channel that might be used the most by 

the CRUs is the first to be considered as a possible solution to 

communicate to all the CRUs. The next channel to be 

considered as a solution to the problem is the second that 

might be used the most by the CRUs. The vector is 

constructed by defining as „1‟ all these channels until all the 

possible channels are considered. An obvious improvement 

for this algorithm is to discard the CRUs that are covered 

with the channel in the previous step, and repeat the process 

until every CRU is able to receive communication from the 

CCBS. For reducing the calculations for the following time 

slots, the property that the difference between the minimum 

numbers of channels needed for broadcasting in consecutive 

time slots is at most one. Considering the patterns of entrance 

and departure of the CRUs, shown in Table III, the numbers 

of channels, defined by mod(v), needed to broadcast to all 

active CRUs are presented in Table IV. 

TABLE III.  AVAILABILITY OF THE CRU ACCORDING TO THE TIME 

 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 

CRU 1 0 0 0 0 0 1 0 0 1 0 

CRU 2 0 0 0 0 0 0 0 0 0 0 

CRU 3 0 0 0 0 1 1 1 0 0 0 

CRU 4 0 0 0 0 0 0 0 0 0 0 

CRU 5 0 0 0 0 0 0 0 0 0 0 

CRU 6 0 0 0 1 1 0 0 0 0 0 

CRU 7 0 0 1 1 1 0 0 0 0 0 

CRU 8 0 1 0 0 0 0 0 0 0 0 

TABLE IV.  MINIMUM SOLUTION VECTOR (WITHOUT PUS) 

 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 

mod(v) 0 1 1 2 2 1 1 0 1 0 

 

Next, the presence of PUs is considered and shown in 

Table V. Results for a minimum solutions vector are shown in 

Table VI. The considerations were the same as for the case 

when PUs were not included, m = 8, n = 8, t = 10.  

TABLE V.  PRIMARY USER OCCUPATION (IN TIME) 

 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 

f1 0 0 0 0 1 1 0 0 0 0 

f2 1 1 1 1 1 0 0 0 0 1 

f3 0 0 0 0 0 0 1 1 1 1 

f4 0 0 0 0 0 1 1 0 0 0 

f5 0 0 0 0 0 0 0 0 0 0 

f6 1 1 1 1 1 1 0 0 1 1 

f7 1 1 1 1 0 1 0 0 0 0 

f8 0 0 0 1 1 1 1 0 0 0 

TABLE VI.  MINIMUM SOLUTION VECTOR (WITH PUS) 

 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 

mod(v) 0 1 1 2 2 0* 1 0 1 0 
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As expected, CRUs might not receive information from the 

CCBS because the channels are occupied by the PUs. This 

can be seen when t = t6. CRU1 and CRU3 are in the CRN but 

the CCBS cannot transmit information to any of them 

because their available channels are already in use by PUs. 

Another situation that might arise because of PUs‟ presence is 

the necessity for the CCBS to transmit through more channels 

to reach the same CRUs.  

V. CONCLUSION AND FUTURE WORKS 

The transmission of broadcasting signals is a necessity in a 

centralized network. In this manner, the base station can 

reach all its users, in this case CCBS and CRUs, respectively. 

This is in order for the CCBS to announce alarms, 

availability, among others. When broadcasting availability as 

a periodical beacon to heterogeneous frequency systems, 

reducing the number of broadcasting channels is a need for 

energy reasons.  

The sole idea of analyzing a simple network for finding a 

vector composed of the minimum number of channels a 

cognitive radio base station needs to broadcast signals to all 

its users is a NP-complete problem as shown in section III. 

Different solutions might be found using diverse techniques. 

For easing the algorithm, characteristics of the proposed CRN 

model are used. 

When considering primary occupation, some of those 

characteristics are not useful. This is the reason why a greedy 

approach was considered at first. The fact that both the 

number of CRUs and channels were considered to be low 

helped making the decision of choosing the greedy approach, 

which is known to be useful in those cases. 

For future works, different techniques such as tree-based 

and genetic approaches, as well as satisfiability techniques 

will be considered, when expanding the number of channels 

and users. For deciding which technique to base the new 

minimum solution algorithm, three characteristics will be 

evaluated: complexity of the algorithm, time of execution and 

closeness to the optimal solution. In the energy reduction 

part, more strategies to reduce energy transmission, such as 

database use for PUs and low-energy transmission 

mechanisms, will be explored. 
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Abstract—Flexible radio is a challenging way to implement com-
munication standards. In theses standards, Hybrid ARQ (H-ARQ) is
admitted as a usual error control protocol. H-ARQ is a cross-layer
protocol, offering a number of different possible versions, with multiple
instantiations running concurrently. In this context, designing a flexible
H-ARQ component is a necessity. This paper presents an H-ARQ
processor able to cope with the possible versions of the protocol and
any number of instantiations. Based on a modified hardware/software
partitioning, it is able to dynamically reconfigure its operation mode.
Data representation is used to create codewords, associated to an
operation. A new buffer management scheme, based on software
buffers and independent of the number of protocol instantiations, is
proposed. The resulting architecture is able to process any H-ARQ
protocol with no throughput penalty, in MIMO or SISO environments,
and to support concurrent standards.

Keywords-H-ARQ; flexible radio; reconfigurable hardware.

I. INTRODUCTION

In the last few years, the flexible radio concept has become one
of the major research field in wireless networks. Rapidly evolving
standards, increased mobility, and technology advances are calling
for adaptable and flexible solutions.

Traditional radio devices, while very efficient for those com-
putational intensive applications, can not cope with the growing
number of connection methods offered by the standards. These
different standards evolve very quickly. This imposes a flexibility,
to keep pace with the advances included in the standards (update
flexibility). Telephone applications are very representative of this
two-dimensional expansion. Smartphones usually offer personal,
local and wide area network connection (PAN, LAN, WAN),
through different standards. All these standards are also evolving,
which, with traditional devices, means redesigning a new platform
to support the updates.

At the same time, the increasing requirements for quality in
wireless networks demand that error control through retransmission
(in addition to Forward Error Correction - FEC) be an unavoidable
part of new standards. The aim of error control is to guarantee
a controlled error probability during transmissions. Hybrid Auto-
matic Repeat and reQuest (H-ARQ), further described in Section
II, is now used in many wireless standards, such as 3GPP HSPA,
IEEE WiMax or 3GPP LTE.

Implementations of H-ARQ in a traditional (not flexible) radio
device has been described in several patents. Yet, the design of a
flexible H-ARQ processor usable in a flexible radio context has,
to the best of the authors’ knowledge, not been described before.
The aim of this article is to describe a solution to implement such
a H-ARQ processor.

This paper is organized as follows. First, H-ARQ and traditional
solutions, along with the challenges due to flexibility are presented

in Section II. Then, the concepts underlying the proposed solutions
are presented in Section III, while details on the actual solution
are given in Section IV. Finally, use cases and practical results are
presented in Section V, and the study concluded in Section VI.

II. H-ARQ DETAILS

The aim of this study is to describe a solution for flexible
implementation of H-ARQ. This section presents usual H-ARQ
schemes and existing implementations as well as challenges for a
flexible implementation.

A. H-ARQ processing

H-ARQ is an error control protocol based on two types of error
control methods:

• proactive methods, acting before transmission, basically using
FEC, integrated in the PHY layer;

• reactive methods, taking place after errors occur, using Auto-
matic Repeat reQuest (ARQ) protocols integrated in the MAC
layer (or between MAC and PHY).

The use of these two types of techniques in a single protocol
allows for enhanced error correction and reduced effect on perfor-
mance. The original protocol, described in [1], was simply an ARQ
protocol operating on FEC encoded packets. FEC was used as a
solution to lower the retransmission probability, thus reducing the
mean latency of a transmission, while ARQ was used to reduce
the overhead of FEC methods, since it is not necessary to provide
sufficient error correction for the worst case.

While the aim of the original H-ARQ protocol was to cope
with the respective problems of FEC and ARQ, the cooperation
of both methods is far more powerful. Several enhancements have
been proposed, which make use of this cooperation. Incremental
Redundancy [2] (IR) is a method used to further reduce the code
overhead. In the first transmission, only the raw packet or a very
high-rate code is sent. If errors occur, additional parity bits from
the code are sent in the retransmissions, for error correction.
This method is mainly used with punctured codes instead of the
straightforward partitioning.

Chase Combining (or Code Combining, CC) [3] aims at a better
efficiency of retransmissions, using confidence information on the
previously received packet (from previous transmissions). In this
scheme, no additional information is sent in retransmissions, but
the receiver combines all the retransmissions, to obtain the most
likely packet. This can be done at different levels. In this study, a
slightly different combining scheme using soft bits average is used.

Finally, Partial Incremental Redundancy is a scheme using both
approaches. Incremental Redundancy using punctured codes is the
most complex but the most efficient version of the protocol, but
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the retransmissions are not self-decodable. In Partial IR, the raw
packet is always included in the transmissions, with only the parity
bits changing.

Enhancements are also possible on the ARQ side but not neces-
sarily thanks to the cooperation. H-ARQ benefits from the classical
ARQ protocols, which mainly impact the way retransmissions
are scheduled. This study focuses on the most commonly used
protocol, N-Stop and Wait (N-SAW). SAW protocols are "send
and wait" protocols, in which the transmitter is in a waiting state
while waiting for the acknowledgement from the receiver. N-SAW
protocols are SAW protocols using multiple instances, meaning
that several SAW protocols can run concurrently. This increases
the required buffering capacity, as well as the packet ordering
complexity, but the available bandwidth is better used.

B. Integration and implementation

H-ARQ is a cross-layer operation. It must be integrated in the
transmission layer of a communication chain (Layer 1), to imple-
ment the combining methods, as well as in the protocol layer (Layer
2), to manage acknowledgement transmission and retransmission
scheduling. This study focuses on the layer 1 integration.

Two main operations must be implemented in the PHY layer
part of the protocol: the packet rebuilding based on the different
transmissions, and the buffering of received packets. Integration
of H-ARQ in a baseband processing chain is presented in Figure
1. The H-ARQ block processes soft-bits (estimated value, along
with confidence information) from the deinterleaving block, before
decoding. Data processed in the decoder is the enhanced results
from the H-ARQ protocol.
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Figure 1. H-ARQ integration in a usual communication system

The rebuilding process uses several basic operations:
• a depuncturer to recover the punctured codes,
• a bit combiner for Code Combining, which can operate on

retransmissions, on transmissions from multiple channels, or
on repeated bits of a single transmission,

• retransmission concatenation for Incremental Redundancy, the
most complex operation.

Possible enhancements to the protocol may require other op-
erations to be implemented. These operations are simple. The

problem when dealing with the implementation of H-ARQ comes
from the scheduling of these operations. Yet, traditional device
usually implements a single version of the protocol. This reduces
the scheduling complexity, since it is predefined, allowing the H-
ARQ to be implemented as a part of the decoder, using hard-wired
control to manage the scheduling.

The real problem in these architectures lies in the buffer man-
agement. In a N-SAW protocol, the H-ARQ processor is required
to process up to N packets concurrently. This means that it must
be able to store the N received packets and select the buffer cor-
responding to the packet being received. Several, mostly patented,
solutions have been proposed to solve this issue. [4] presents a
method based on dynamic computation of addresses in a buffer to
manage memory, along with a method to decide whether a received
packet must be combined with an already received packet or not.
[5] presents a global method to process H-ARQ in a traditional
communication device.

Finally the emergence of Multiple Input Multiple Output
(MIMO) solutions, as opposed to Single Input Single Output
(SISO) solutions has led to research on the use of H-ARQ in such
environments. MIMO devices use several antennas for emission and
reception, leading to truly time-concurrent transmissions. Two main
possibilities are used for operation with H-ARQ. The first one uses
the multiple transmission possibility to send several retransmissions
concurrently. The second one sends different packets on each
channels, thus increasing the throughput when compared to SISO
solutions. The theoretical study of the different methods is out of
the scope of this study.

C. Flexible radio constraints

A lot of flexible radio platforms have been described in the
literature. This paper does not focus on pure software radio, but
on hybrid architectures, based on reconfigurable hardware and
on software. The study focuses on a dynamically reconfigurable
implementation of the H-ARQ (the hardware does not need to
be deployed with each configuration change). Figure 2 presents
a possible architecture of a flexible system, which will be used as
a reference in this study. A generic processor is available, used to
process high layers algorithms (especially layer 2). The processing
chain is implemented as a sequence of processing units, controlled
through a configuration controller, connected to the system bus,
and addressable by the processor.

CPU RAM Periph

Config

PU PU PU . . . PU

System Bus

To Out

Figure 2. Reference system architecture

Flexible devices must meet constraints that can be avoided when
dealing with more traditional, dedicated devices: in the develop-
ment process, the design of the device is done before a standard
is targeted, since the standard is dynamically chosen. While in
traditional devices, it is possible to optimize the processing chain
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since the precise implementation details are known, flexible devices
must take into account all the possibilities.

In the case of a flexible H-ARQ processor, two main constraints
appear.

• Any version of the protocol can be used, as well as mixed
version, and they can exist concurrently. The design must be
able to process any protocol based on a sequence of known
operations, regardless of the sequence, and to switch from one
to the other efficiently, meaning with minimal reconfiguration
overhead. It must also be able to stand MIMO operations;

• Buffers can quickly become a bottleneck. While in traditional
devices, the maximum number of buffers (usually around
8) is known before the implementation, in a flexible envi-
ronment, this upper bound can not be known. Selecting the
highest possible number is inefficient, since it can evolve with
standard updates. Furthermore, flexible radio is also used to
implement different standards concurrently, in order to reduce
the required silicon area in multiply connected devices.

Resolving these constraints is unavoidable in order to use H-
ARQ in a flexible radio environment. The next sections present
an efficient solution based on hardware/software partitioning and
configurable hardware.

III. DESIGN OF THE FLEXIBLE H-ARQ PROCESSOR

A. Hardware/Software partitioning

In order to meet the two flexibility constraints, the solution
proposed as a result of this study follows the flexible radio
philosophy:

• definition of an efficient hardware/software partitioning and
• design of an efficient reconfigurable hardware part to support

the processing.
In a traditional implementation, H-ARQ partitioning between

hardware and software usually follows the PHY/MAC partition-
ing. All the PHY elements are processed in hardware, offering
pipelining capabilities and high processing power, and all the MAC
protocols processed in software, offering the high level approach
best fitted to MAC operations. The need for flexibility in the PHY
elements (packet rebuilding) means that a new partitioning may be
benefiting.

First of all, the management of the content of the transmissions
is easier in software. While in a single standard, the sequence of
retransmissions is usually based on a predefined sequence, which
can be hard wired in the hardware part, this is not true in the
flexible case, since each standard has its own sequence.

Secondly, buffer management also becomes a software part. In
the presence of a single known standard, it is possible to manage
the buffers through a simple round-robin algorithm. When several
standards can be present at the same time, the algorithm is not so
simple anymore, since the association between the standards and
the buffers must be stored and controlled.

Thirdly, and to cope with the possibly high number of buffers,
buffering itself is easier in software: any software system has
memory. There are two main advantages to software buffering,
apart from cost. Management of buffers is easier, since it is possible
to use all the software mechanisms for buffers management. And
secondly, locating the buffers in the software memory would make
these buffers accessible to the processor, opening the door to more
complex and possibly more efficient H-ARQ protocols.

B. Operation sequence representation

Given this modified partitioning when compared to the usual
implementation, it is necessary to define the flexible hardware com-
ponent as well as the control required to use it, and the integration
of software buffers. The flexible H-ARQ processing presented here
relies on a per-bit operation based on data representation.

In a practical communication protocol, different operations can
be applied on the information. On the transmission part, the packet
is encoded, and then prepared for the H-ARQ protocol before
modulation for transmission. This preparation, made according to
different parameters such as the current transmission index, the
current estimated channel quality, or the H-ARQ protocol being
used, is also called rate-matching. The rate-matching algorithm can:

• puncture, meaning delete information from the packet. The
punctured information will not be transmitted.

• repeat, meaning send the same information any number of
time in a single packet. This is often done to fill unused
bandwidth.

• resend, meaning that information already sent in previous
transmissions will be resend in this transmission.

Rate-matching can be a destructive operation, which needs to be
reversed. To be able to use the received transformed packet, the
receiver needs this packet, as well as information on the meaning
of this packet: which operation has been applied to which part of
the packet. This representation is sent along with the packet.

The representation can take different forms. It defines the as-
sociation of each bits in the current transmission with the bits
of the complete packet being transmitted. One of the most used
representation is the puncturing pattern of the code. It is a binary
matrix shared between the transmitter and the receiver, and in
which a 1 means that the bit is present in the transmission,
and a 0 means that it has been punctured. Another method is
to use a shared parameterized algorithm, and to send only the
parameters. Regardless of the method used, each information bit
must be associated to the operation that was applied to it. When
no repetition of bits in a single packet is possible, a single bit is
sufficient, to signal whether a bit is present or not in the packet. If
repetition is possible, several bits are required, to give the number
of times the bit is sent. If a bit was punctured a neutral value must
be inserted to replace the deletion. This neutral value usually is a
"not trustworthy" value (meaning a soft-bit with the lowest possible
confidence value).

This representation is the key to H-ARQ operation scheduling.
It defines the sequence of operations to be executed by the H-
ARQ component. This is better shown with the exemple of an
Incremental Redundancy component, as in Figure 3. The control
sequence is the concatenation of the matrices representing the
current (new) and previous (prev.) transmissions. A neutral value
is also possible if none of the transmissions contain a bit. If the
scheme is Full Incremental Redundancy (no combination of bits),
when the matrix for the new transmission gives a "1", data is
consumed from the new transmission data source, else when the
matrix for the previous transmissions gives a "1", data is consumed
from the buffered data source, else when both matrices give a "0",
data is consumed from the neutral data source.

This concatenation method can be extended as a complete
scheduling method: when both matrices give a "1", data is read
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Figure 3. Dataflow operation

from both buffered and new data source, combined, and output. The
combination of the representations of all transmissions of a packet
creates a codeword, defining which operation must be applied to
recover a given information bit.

Using this representation of packets, implementation of H-ARQ
does not need prior knowledge of the version used. All inputs
become data flows, as well as outputs. The representation is
consumed by the component, which enables consumption of some
input data, and production of some output data. For each possible
representation value, a given input/output mapping is used.

The H-ARQ processor resulting from this hardware/software
partitioning and from the per-bit operation principle presented is
divided in three main parts, as shown on Figure 4, further presented
in the next sections:

• a control part, which computes the operation associated to the
current bit,

• an operating part processing data according to the operation
associated to the current bit,

• a buffer part to store the transmissions associated to each
instance of the protocol.

Ctrl. Operation Buffer

Software

I/Os

Figure 4. Dataflow scheduling architecture for H-ARQ

IV. IMPLEMENTATION DETAILS

A. Operating part

The operating part described in the previous section is responsi-
ble for the bit processing according to the control part instructions.
Since the atomic operations used by the H-ARQ component are
simple, each operation is implemented separately and a multiplexer
is used for control. A simple mux is not sufficient, because of
the possible number of inputs and outputs (especially in MIMO
operation). A specific configurable data switch has been designed to
implement the operation mux. It associates a specific input/output
mapping to a given codeword (transmitted by the control part). The
mappings may be dynamically modified if some standards require
different operations. The modification is done by writing values to
a look-up table, with a low latency. This latency is too high for
modification during processing of a packet, but is negligible for
reconfiguration between two packets.

The resulting architecture is presented in Figure 5. The opera-
tions are implemented between two data switches. The input switch

is sufficient to schedule any sequence of operations. It selects its
inputs (buffered data, a given input stream if several are possible,
or a neutral value), and maps them to the output corresponding to
the desired operations. The output switch is used to manage the
buffers, and the output streams if several are possible (for example,
a Viterbi decoder or a block code decoder). As a result, all dataflow
management, and thus all the configuration process, is performed
using the switches.

Input Switch

PU 1 PU 2

Output Switch

B
uf

fe
r

In. 1 In. 2

. . . . . .

. . . . . .

Out. 1 Out. 2

Ctrl

Figure 5. Dataflow scheduling architecture for H-ARQ

The configuration process only consists in giving the I/O map-
ping information to the switch, ie. associating a codeword (runtime
control associated to each byte) to a I/O mapping.

B. Control

The second part in the component design is the control part.
Control of H-ARQ processing, in this component, means sending
to the operating part the sequence of operations needed to build
the packet from all its transmissions. Different designs have been
envisioned for this part.

Two main operations must be processed when controlling H-
ARQ processing. First, recover the transmission representation,
meaning the information required to recover the received packet
based on the transmissions. This operation can be either very
straightforward (known puncturing patterns, which are applied to
the transmission), or they may require some computation (param-
eterized algorithm) in order to recover the complete transmission.

The second operation is the effective control of the operating
part, meaning the processing of the representations in order to
create the commands to be sent to the operating part. Once again,
this can be very straightforward, like in the example in Section
III-B, or it can require some computation when the rate-matching
process becomes more complicated. For example, if repetition of
information in a single transmission is allowed, the concatenation
of representations may not be the best choice, since it would be
necessary to add support for N-bits repetition in the operating part.
It is better to have only a 1 bit repetition operation, and to let the
control iterate the operation N times (iteration is typically control).

In order to support both control operations, different hard-
ware/software limit have been experimented.

• An "all hardware" solution, in which everything is processed
in hardware. This is an efficient solution for simple H-ARQ
schemes, since it frees the processor, and since it avoids the
need for synchronization between both targets. Yet, it sub-
stantially reduces the flexibility, since updates in processing
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becomes difficult, and it limits the component capabilities to
the implemented algorithms.

• A mixed solution, in which one operation is implemented
in software, and the other in hardware. This is inefficient,
since to avoid excessive data exchange between both domains,
this solution makes sense only if the hardware operation
is the second one, which benefits more from a software
implementation.

• The most flexible solution is the "all software" solution. In
this solution, everything is processed in software, and the
only hardware element is an interface with all the operations
to be processed by the operating part. This interface is a
small memory, and the size of the sequence being stored. If
the sequence is smaller than the packet being processed, the
control part iterates the sequence (no control, only a counter),
otherwise, the packet is fully represented in memory.

These experimentations are not shown in Section V, but the
preferred solution is the software solution in terms of flexibility.
The required processing is not time consuming for the processor,
while it is complex in hardware. The all hardware solution is useful
for a fast implementation of a non-flexible component.

C. Bufferless design

The previous design meets the first flexibility constraint, the
protocol-independence. But the second constraint is still not met.
The last part of the H-ARQ component is the buffer part. The goal
of the buffer part is to manage the storage, as long as required, of
received transmissions, which may still be used. This management
means that, along with the required buffer space, a control of which
information is stored, and where, is also required.

The buffer part, in an environment where the number of possible
concurrent transmissions is known, can be implemented in hard-
ware. The existing implementations of H-ARQ mostly uses small
and fast memory, with the control responsible for managing the
memory, and associating an address with a transmission number.
In this study, experimentations have been conducted with FIFOs
affected to a specific transmission through the use of a mux. The
resulting simplification of multiple buffers management comes at
the expense of increased single buffer size.

But with FIFOs or with addressable memory, the infinite buffer
constraints is still not met. In order to offer to the device as much
memory as required to store numerous transmissions, the hardware
buffer has been replaced with a software buffer, located in the
processor (software) memory, and managed by the software. This
offers multiple advantages:

• more available memory for the component.
• easier to manage. Memory management is an important task

in software, and all kernels offer a memory management API
to the applications

• accessible buffer. More efficient H-ARQ algorithms could be
used, through the use of software, since the buffer is made
visible to the software.

This extended flexibility has a cost: data transfer to and from
software must not be a blocking point. Figure 6 shows the buffer
part details. FIFOs are inserted at the input and at the output
to avoid stalling the transfer, and thus be able to use the burst
capacity of most RAM. These FIFOs are used as a local cache for

FIFO FIFO

To op. part
From op. part

System Bus

CPU RAM DMA

Figure 6. HW/SW interface for bufferless H-ARQ

buffer data. In order to avoid overloading the processor, a DMA is
required to implement the software buffers. The size of the FIFOs
depends on the bus throughput.

V. PRACTICAL RESULTS

A. Environment

Validation of the proposed architecture means validation of the
flexibility as well as validation in terms of performance (impact
on the global system, and reconfiguration overhead). In order to
experiment on both aspects, the proposed architecture has been
implemented and integrated in a complete communication chain,
and compared with non-flexible devices implementations of Chase
Combining and Incremental Redundancy.

The targeted communication environment is the Magnet high
data-rate communication chain [6], supporting up to 40 Mbps.
The hardware platform is based on an ATMEL AT91 (a System
on Chip integrating an ARM processor), and a Xilinx Virtex 4
(XC4VSX55). The maximum packet size allowed has been fixed
to 2kb per packet. The convolutive code used for FEC is a rate
1
3

code, leading to up to 6kb per encoded packet. The reception
chain uses soft bits to add confidence information to the received
packet. In the considered implementation, a soft bit is coded on 3
bits words, meaning 4 levels of confidence for each possible hard
bit value. All these choices are coherent with existing standards,
even if the size is rather smaller than usual.

Based on this implementation, two main lines have been fol-
lowed when conducting the experiments. First, the flexibility of
the platform is studied. While it is difficult to prove that any H-
ARQ variation can be implemented, extensive experimentations are
conducted in order to validate at least some flexibility. The second
point studied is the cost of flexibility. Both points are studied in
the next sections.

B. Flexibility: configuration examples

The implementation of the proposed architecture uses two pos-
sible processing units:

• a combiner, which combines the information coming from
two inputs selected according to the codeword. This combiner
outputs the resulting combined symbols.

• a voter, which outputs the most probable value among the two
selected inputs.

The voter has been implemented in order to validate the feasi-
bility of multiple dataflow operations management in the device.
When combining was required in a version of the protocol, both
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operations could be used. Based on these two units, several
configurations have been produced in order to process the different
versions.

When operating in Chase Combining mode, the output stream is
the result of the combination of previous and current transmissions,
which adds the need for a combining operation, applied on previous
and current transmissions. Incremental Redundancy operation adds
complexity, since data can be present in current or in previous
transmissions only. Combining of multiply received bits is optional
in Incremental Redundancy, but it comes at no cost using the
proposed component.

The most challenging operation in this architecture is the repe-
tition of bits. Two possibilities are used. In the first one, a loop is
introduced after the first switch, and after the last one, thus adding
two possible inputs for the component. Repetition of a bit is then
just a matter of selecting the corresponding input. In this case, a
delay is introduced during the processing if a bit is repeated more
than once, since the two first repetition must be combined before
combining with the third one. The second method uses a special
processing unit, able to accumulate the inputs, as long as the output
is not read.

In order to validate the flexibility of the architecture, experimen-
tations have been conducted on the physical platform. The purpose
of these experimentations is to evaluate the ability of this new
component to deal with numerous, concurrent and independent in-
stantiations of the H-ARQ protocol. For a given instantiation, either
a known version of the protocol is used, from existing standard,
or versions built using randomly generated puncturing/repeating
patterns may be chosen. While this is not sufficient to guaranty
that the proposed component is usable for any possible H-ARQ
scheme, it offers a good coverage of the possible cases.

This scenario has been used for big files transfers (1GB each).
The switch time from one instance to the others corresponds to
the time of two memory write. The component is able to stand
high data rates (up to 40Mb/s in simulation, the platform is not
able to stand more than 20Mb/s), including reconfiguration latency
between each packet. These results make this component fit for
real-time applications.

C. Performance and configuration overhead

The precedent section showed that the flexibility constraint is
met by the architecture. But it is important to study the cost of the
architecture, since flexibility usually means overhead.

In terms of slices cost in the FPGA, the addition of the H-
ARQ component and its control interface adds around 300 slices,
which means about 1% additional slices in the reference reception
chain. As a comparison, this cost is similar to the cost of an
Incremental Redundancy only component. In terms of buffer space,
the proposed H-ARQ component requires 64 bits of local buffer.
With a total available memory of 32MB, and a usable DMA engine,
the platform has been used to implement a 10-SAW adaptive H-
ARQ protocol. This implementation requires 18kb of free memory
for each protocol instance, but this memory is located in the system
memory, and no buffers are required in the hardware device, leading
to an important gain in silicon area requirements.

In terms of performance, the component processes 1 input bit
per clock cycle with no repetition. When there is repetition in the
scheme, with the accumulator solution, the throughput stays the

same, but control becomes more complicated because of the need
for synchronization at the output. If the loopback solution is used
and if a bit can be repeated only once, there is no overhead either. If
more repetition can occur, a delay is introduced in the processing.
This delay is equal to the length of the pipeline, ie. 6 clock
cycles, once every two repetitions. The configuration time, which
is the time required to change the codeword/mapping association,
is negligible, since it is only a write to a look-up table.

VI. CONCLUSION AND FUTURE WORK

An implementation of a H-ARQ processor fit for flexible radio
devices has been presented in this paper. Thanks to its design,
this component is able to cope with current and future envisioned
versions of the protocol. The buffer is virtually unlimited, and
the control management is flexible. The choice of operations,
implemented between the switches in the operative part, is open.
Managing multiple inputs or outputs, when parallel transmissions
are possible (OFDMA, MIMO, . . . ) is intuitive thanks to the
dataflow view.

The component is based on a specific software/hardware parti-
tioning:

• memory and scheduling of required operations are managed
through software,

• actual computation is done in hardware, using configurable
codewords to describe the operation to be processed.

The codewords used to describe the different operations are
based on the representation of the different dataflow. The compo-
nent is able to use the sequence of operations applied on the original
packet and on the already received transmissions, and associate to
each combination an operation to process.

The resulting component is fast, small (about the same size
as other dedicated H-ARQ devices used for a single version of
the protocol), and flexible enough that any H-ARQ protocol can
be configured and processed. In the continuation of this work,
power consumption measures are planned, as well as a study of
new protocols using the flexibility property to enhance the error
correction capacity.
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Abstract—Non-contiguous Orthogonal Frequency Division 
Multiplexing (NC-OFDM) Cognitive Radios (CRs) pose an 
intriguing situation for optimal pilot-pattern generation. It has 
been proposed that in order to attain the lowest possible Mean 
Squared Error (MSE) of a channel estimator, the pilots should 
be placed adjacent to an interfering Primary User (PU) to 
allow for the highest pilot to data symbol cross-correlation and 
the lowest pilot auto-correlation. In past research, this has 
been shown to provide a significant decrease in the channel 
estimator’s MSE; moreover the optimal power loading 
required such that the PU does not experience interference 
above a certain threshold from the Secondary User (SU) is not 
taken into account. This leads to a contradiction between the 
optimal power loading and the optimal pilot pattern. In this 
paper, the relationship between these two concepts is 
investigated with the implementation of a Minimum Mean 
Squared Error (MMSE) Wiener filter and the optimal pilot 
positioning is derived. 

Keywords-OFDM; cognitive radio; MMSE estimation; power 
loading 

I.  INTRODUCTION 
Bearing in mind the practical limits of higher frequency 

ranges, spectrum scarcity has become a great issue. This is 
further exacerbated by the immense growth of services and 
protocols which demand an ever increasing link speed. It has 
thus become of great importance to achieve as high a spectral 
efficiency as possible when engineers design the next 
generation wireless communications systems and standards. 

A solution widely accepted as a spectrally efficient and 
practical alternative to spectrum re-arrangement is cognitive 
radio. Cognitive radio works on the basis of an intelligent 
software-defined radio (SDR) where a CR user (also known 
as the secondary user) transmits in licensed (or primary user) 
frequency bands when the licensed user themselves are not 
transmitting [1]. This solution promises to be an almost ideal 
alternative since, in a perfect implementation, the entire 
usable spectrum would be fully utilised.  

The call for cognitive radios is further backed by research 
and surveys done on spectral usage in typical geographic 
areas. It has been noted that even though much of the usable 
spectrum has been occupied and licensed, it is only used 
anywhere from 15% to 85% of the time in a wide geographic 

and time dispersion [2]. This can be even lower in certain 
situations such as sub-urban environments where frequency 
utilisation from 100 MHz to 3 GHz can be utilised as little as 
7% of the time [3]. An interpretation which can derived from 
this is that much of the usable spectrum is reserved for 
licensed operation but is only used by its licensees a very 
small percentage of the time or that its actual licensed use is 
limited to a relatively small geographical area. 

It is commonly proposed that a non-contiguous OFDM 
system be used to implement a CR system. This allows the 
sub-channels of an OFDM system which interfere with the 
primary user to be switched off. This means that the NC-
OFDM system would comply with one of the principles of 
CR such that any CR-compliant communications are 
transparent to, and need not be considered by, non CR-
compliant systems. 

In this paper, the related work in the fields of optimal 
power loading and optimal pilot patterns is described in 
Section II. The system model used to derive the proposed 
solution is described in Section III and the proposed solution 
itself is derived in Section IV. The simulation results are 
shown and discussed in Section V and a conclusion is drawn 
in Section VI. 

II. RELATED WORK 
In related work, two aspects of CR research focus on the 

optimal pilot patterns and the optimal power loading for 
secondary users. In [4] the optimal power loading is 
investigated for CR users such that power loaded to the 
individual sub-channels (which are then assigned to SUs) is 
such that interference to PUs, which are adjacent to the SUs, 
is kept below a threshold value as specified by design. It 
found in [4] that the optimal power loading profile which 
maintains interference to the PU below a threshold is that of 
a ‘step’ profile, meaning that less power is allocated to sub-
channels closer to the PU and more power is allocated to 
sub-channels farther away from a PU. 

The optimal pilot pattern for the SU in a cognitive radio 
environment is investigated in [5]. It was found that when a 
PU initially starts transmitting it is optimal to convert the 
sub-channels adjacent to the PU’s transmission band to pilot 
sub-channels. This is such that the cross-correlation between 
pilot and data symbols is maximised (as the addition of an 
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extra pilot sub-channel can only increase the cross-
correlation) and the auto-correlation between pilot sub-
channels is decreased. It is also noted that the MSE of the 
estimator also depends on the signal-to-noise ratio (SNR) of 
the received pilot symbols [5]. 

These two aspects are both optimal in their own sense but 
it was found that they crucially fail to consider their common 
dependence. While the optimal pilot pattern proposes that an 
extra pilot be placed adjacent to the PU (with MSE 
decreasing as the pilot sub-channel is moved closer to the 
PU) it is not considered that the SNR of the pilot symbols in 
the sub-channel may only decrease due to the decrease in 
transmission power for the pilot bearing sub-channel as 
necessitated by the optimal power loading algorithm. This 
contradiction is further exacerbated by the fact that a PU 
would, in most practical situations, be non-orthogonal to the 
SU and therefore the SU would have a higher noise floor on 
sub-channels closer to the PU, additionally reducing the SNR 
available for pilot sub-channels. 

A further addition to the problem is the principle of 
boosting the power for pilot symbols. This is characterised as 
the pilot-to-data power ratio (PDPR) and the point behind it 
being that a lower estimator MSE can be achieved by 
allocating more power to pilot symbols than which is 
normally allocated to data symbols.  

Research done on this contradiction, as presented in this 
paper, has led to the development of a solution where the 
optimal pilot pattern is achieved while maintaining the 
optimal power loading profile such that interference to the 
PU is kept below a desired threshold. The channel estimation 
method used is the MMSE criterion implemented as the 
Wiener finite impulse response (FIR) filter. 

III. SYSTEM MODEL 
The model used to simulate the CR system is that of an 

OFDM transmission of N  sub-channels having dN  
carriers disabled due to an interruption caused by a PU. This 
allows spectrum to be fully utilised since there would be no 
guard-bands between the PU’s and the SU’s signal. 

The system is considered to have allocated a total of pN  
sub-channels for the sole purpose of transmitting pilots. For 
the sake of simplicity, the system is analysed using a 1-
dimensional pilot pattern in frequency only. As prescribed in 
[6], the system differentiates between PU-to-SU and SU-to-
PU interference for the purposes of optimal power loading. 

A. Power density spectrum of signals 
The transmitted signals in the system model are assumed, 

for the sake of simplicity, to be shaped by a rectangular pulse 
shaping function. The power density spectrum of the 
rectangular pulse shaping function can be represented as [4] 
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In (1), iP  represents the transmit power of the thi  sub-

carrier and sT  represents the symbol duration of that same 
sub-carrier. It would serve well to note that the equation is 
only applicable to a rectangular pulse-shaping function and is 
used for simplicity. Other equations may be substituted for 
(1) but the contradiction (and therefore solution) will still 
hold since all non-ideal filters have some form of spectral 
roll-off and therefore present interference to adjacent 
frequency bands. 

B. Interference from PU to SU 
The signals between PU and SU are assumed to be non-

orthogonal and therefore the interference imposed on a SU 
by a PU is effectively ‘smeared’ due to the Fast Fourier 
Transform (FFT) performed by the SU [6]. The expected 
value of the power density spectrum of the PU’s signal after 
an FFT of size M is performed can be described as [6] 
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where   represents the angular frequency which has been 
normalised to the sampling frequency and )(  j

PU e  
represents the power density spectrum of the PU’s pulse-
shaping filter. 

The interference from the PU to the SU can then be 
described as the integral of the expected value of the power 
spectral density, which  may be expressed as 
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In (3), id  represents the spectral distance between the 

considered sub-carrier and the PU and f  represents the 
width of one sub-channel of the SU (equivalent to the inverse 
of the OFDM symbol duration). 

C. Interference from SU to PU 
The interference from the secondary user to the primary 

user is modelled using simpler mathematics due to the 
assumption that we do not have any information about the 
PU’s modulation scheme and other transmission properties, 
only the bandwidth and signal power.  

The interference caused by spectral roll-off from the SU 
can then be simply modelled as the integration of the power 
density spectrum of the signal, represented as (1) for the 
rectangular pulse shaping filter case. The interference from 
the SU can therefore be modelled as [4] 
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It should be noted that B  denotes the bandwidth occupied 
by the PU’s signal such that the integration is performed over 
the PU’s bandwidth with an added frequency ‘offset’ 
introduced by the spectral distance between the considered 
sub-channel and the PU’s signal. 

D. Optimal power loading 
The optimal power loading algorithm is specified in [4]. 

It is important to note that the same power loading algorithm 
is derived at the boundary level where the interference to the 
PU is equal to the interference threshold parameter such that 
transmission power is maximized and, consequently, so is 
channel capacity. 

It is noted in [4] that this is indeed the optimal point for 
the power loading algorithm since the channel capacity of a 
sub-channel is proportional to the power loaded to said sub-
channel. The interference equation at the threshold was 
therefore used such that the equation is formulated as 
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where thI  is the power threshold of the interference 
introduced into the primary user’s band by the secondary 
user. 

E. Estimator correlation and Wiener filter MMSE 
One of the ways in which a channel frequency response 

(CFR) can be estimated and interpolated is through the use of 
a Wiener FIR filter [7]. The optimal Wiener filter allows us 
to achieve the MMSE criterion for the channel estimator by 
utilizing statistics about the channel, specifically the 
channel’s auto- and cross-correlation data. 

The frequency cross-correlation between pilot and data 
symbols where a rectangular Doppler spectrum is assumed is 
given as [7], [8]  
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In equation (6), max  represents the maximum expected 

delay of the channel, f  represents the sub-channel width 

or carrier spacing and dpd  represents the integer distance 
between the pilot and the data sub-channel to which the 
cross-correlation needs to be calculated. 

The auto-correlation function between different pilot 
symbols is also needed to compute the optimal Wiener FIR 
filter coefficients. The auto-correlation function for the pilot 
symbols is given as [7], [8] 
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where 'ppd  represents the integer distance (sub-channel 
multiples) between two neighbouring pilot symbols in the 
frequency dimension, 2

n  represents the mean noise 

variance between pilot symbols and }|)({| 2
'pnSE  

represents the mean energy of the pilot symbols. 
For the implementation of the MMSE filter, the 

derivative of the MSE function needs to be set to zero such 
that we achieve the filter coefficients which achieve the 
minimum possible MSE. The MMSE for the Wiener filter is 
derived as [7] 
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where   and   represent the cross- and auto-correlation 
matrices respectively. However, since we are dealing with 
the single dimensional estimator (frequency only) the cross- 
and auto-correlation matrices reduce to vectors [7] and 
therefore can be simplified to element-wise multiplication 
and inversion. 

IV. OPTIMAL SOLUTION 
In order to obtain the optimal pilot placement, the pilot 

needs to be placed in the sub-channel which allows for the 
lowest MMSE out of the possible sub-channels for pilot 
placement. Given that the MMSE is defined as always 
positive [7] it would mean that the pilot placement needs to 
be found where  

 nn  1  (9) 
is a maximum. It should be noted that, in (9), since the 
estimator is 1-dimensional for these purposes and the filter 
coefficients are strictly real [7], the error vector   is 
obtained without any conjugation and using only element-
wise multiplication and inversion. 

The optimisation problem can therefore be written as 
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The error function as specified by (9) and (10) is used to 
determine where the optimal placement of the new pilot 
would be. The functions are chosen such as to represent the 
change in MSE relative to the SU’s system without adding a 
new pilot. The MSE change in (10) is evaluated only over 2 
pilot sub-channels, therefore MSE difference is only 
compared to the nearest pilot instead of all pilots. This is due 
to the linear scaling of the MSE difference between a 
localised, 2-pilot model and an evaluation over all pilots and 
so the optimal calculation is done over the nearest, unmoved 
pilot and the proposed positioning of the new pilot. Since the 
SNR expression in (7) represents the average SNR over all 
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pilots, the term is then adjusted in (10) so that the SNR 
contribution added by the new pilot is divided by a factor of 
two. This allows the error function value to be either positive 
or negative in that a negative error function value would 
represent a decrease in the overall estimation MMSE 
whereas a positive value would represent an overall increase 
in the estimation MMSE. 

The proof to this logical decision is simple in that the 
MMSE of the Wiener filter as demonstrated in (8) depends 
on the auto-correlation of pilot symbols (  ). For a two-
dimensional system, the matrix depends on the nearest pilot 
symbols in both time and frequency but in the one-
dimensional case (be it either time or frequency) the matrix 
becomes a vector and the values are then only dependent on 
the two nearest pilot symbols on either side of the pilot 
symbol concerned. 

It would serve well to note that the function described in 
(10) is transcendental in nature and therefore has no 
algebraic form solution for its derivative. Techniques such as 
the Karush-Kuhn-Tucker (KKT) conditions cannot be used 
to find an equation for the optimal position. The solution, 
therefore, has to be found using enumeration over the 
problem space or through a numerical solution. 

At first thought, it would seem computationally 
expensive to search for the optimal pilot positioning (where 
the MMSE error function is lowest) by brute-force 
enumeration. This is however not the case since the error 
function is bound to a problem space which is single 
dimensional (vector space) and, at most, has a length equal to 
the pilot interval of the original pilot pattern. Another 
advantage is that the pilot auto-correlation values can be pre-
computed and stored after the first iteration for obtaining the 
optimal error function since the pilot symbols are of a known 
sequence. 

V. SIMULATION PARAMETERS AND RESULTS 
In order to simulated the system an NC-OFDM cognitive 

radio receiver was simulated using the parameters as 
described in Table 1. It should be noted that the narrowband 
and wideband PU interference parameters are specified as a 
percentage of the PU’s power. 

The system was simulated by averaging the results over 
10000 runs such that a statistically significant sample was 
achieved and an appropriate conclusion could be inferred. 
The system simulated first was that of a wideband system 
where the PU’s spectrum was set to be 20 times the 
bandwidth of a single SU sub-channel. 

It was noted that due to the mathematical formulation of 
the SU-to-PU interference, the width of the PU plays a large 
role in determining the optimal pilot positioning. This is due 
to the summation caused by the integral, effectively meaning 
that PUs with a larger bandwidth are more sensitive to 
interference effects and spectral roll-off introduced by the 
SU. This meant that in implementing the error function and 
obtaining the optimal pilot placement, lower interference 

thresholds could be used for the narrowband case (where the 
PU’s band is assumed to be of the same bandwidth as 1 pilot 
sub-channel). 

TABLE I.  SIMULATION PARAMETERS 
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Figure 1. This figure demonstrates the error function value of a pilot 

sub-channels for all possible placement positions. The model of interference 
from the PU is that of a wideband one where the PU’s bandwidth is 
equivalent to 20 times of that of the SU’s sub-channel bandwidth. 

 
Fig. 1 shows the error function values for possible sub-

channel positions of the pilot sub-channel. The different 
graphs also represent the different interference thresholds in 
Table 1. This is done for the wideband PU case. 

It is noted that in Fig. 1 the optimal pilot position shifts 
farther away from the PU as the interference threshold 
decreases. This can be attributed to the stringency of the 
threshold constraint forcing the pilots to be placed farther 
away due to the needed reduction of spectral roll-off from 
the pilot sub-channels. 

Another interesting observation which can be noted in 
Fig. 1 is that for sub-channels 7 and 8, the error function 
value is almost identical for all 4 interference threshold 
parameter values and it seems to converge to a point. This 

Parameter Value 
PU transmit power 1 mW 

Maximum delay spread ( max ) 10 µs 

FFT size 512 
PU bandwidth 625 (20 f ) kHz 

SU transmit power 1 mW 
SU sub-channel bandwidth ( f ) 31.25 kHz 

Noise floor -90 dBm 
Pilot spacing (sub-channels) 9 

Wideband interference thresholds [25; 10; 5; 1] % 

Narrowband interference thresholds [0.25; 0.1; 0.05; 
0.01] % 
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can be attributed to the optimal power loading algorithm and 
the finite, maximum transmission power which can be 
loaded per sub-channel. Since the power loading algorithm 
has reached the point where power assigned to the sub-
channel is capped, the whole factor of power loading has 
effectively been removed from the error function’s equation 
and the power at those points assumes a uniform loading 
profile (or a water-filling profile for data sub-channels). This 
means that the error function’s value from sub-channels 7 
and onwards purely depend on the auto-correlation between 
pilot symbols and the cross-correlation between pilot 
symbols and data symbols such that the algorithm becomes 
irrelevant and the values at any further positions need not be 
computed so as to save on computational time. 
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 Figure 2. This figure represents the error function value for all possible pilot 
sub-channel placement positions for an interference threshold of 1 %. The 
graph is zoomed in for the threshold value from Fig. 1. 

 
Fig. 2 demonstrates the error function value as seen in 

Fig. 1 for 1% interference threshold while zoomed in on the 
graph. The graph shows how the optimal pilot position is at 
sub-channel 6 (5 sub-channels away from the PU where sub-
channel 1 is adjacent to the PU). This graph shows an 
interesting result in that while there is a clear, optimal 
position, the numeric difference in values of the error 
function between the best and second best position is 
relatively small when compared to the rest of the graphs. 

This can be attributed to the low interference threshold 
parameter as defined for the optimal power loading 
algorithm. This means that the pilot sub-channel has a lower 
power assigned to it throughout the possible placement 
positions such that a placing the pilot anywhere in the 
solution space will provide a relatively small decrease in 
MSE. 

In a practical implementation scenario, this phenomenon 
can reach a point where it could be debated as to whether a 
pilot should be added or whether the decrease in MSE is 
negligible compared to the loss in data rate for when the sub-
channel is converted to a pilot-bearing sub-channel. 

In Fig. 3 the system is simulated for the case where a 
narrowband primary user is transmitting. Upon first 

inspection, once can easily notice that the interference 
threshold parameter values are much lower, this is due to the 
decreased bandwidth of the PU which in turn leads to 
integration over a smaller period to compute the interference 
introduced to the PU from the SU. The reduced integration 
period means that for a fixed threshold value, the total sum 
of the interference will be less than the wideband scenario 
due to the smaller area of integration. This means that the 
pilots will tend to be placed farther away the higher the PU’s 
bandwidth is. 

Another observation made from Fig. 3 is the convergence 
to the same error function value occurring from a distance of 
6 sub-channels and greater. This can be attributed to the 
same reason as explained for Fig. 1. 
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 Figure 3. This figure represents the error function value for all possible pilot 
sub-channel placement positions for the narrowband PU case. The threshold 
values used are the same as those described in Table 1. 

 

VI. CONCLUSION 
The hypothesis investigated in this paper has shown that 

for the successful implementation of a cognitive radio 
system, the optimal power loading algorithms and optimal 
pilot patterns cannot be implemented independently without 
considering either of them. 

It was found that the sub-channels adjacent to the PU 
cannot simply be converted to pilot sub-channels without 
any consideration to the optimal power loading algorithms. 
An error function was therefore derived which allows for the 
optimal placement of pilots which satisfy interference 
thresholds while achieving the lowest possible MSE. 

The error function was used to compute the optimal pilot 
placement and was simulated accordingly. It was found that 
in many cases it is impractical to place the pilot sub-channel 
adjacent to the PU since the reduction of power required to 
keep interference to the PU below a threshold mandated a 
very low SNR on the pilot symbols, leading to a very noisy 
channel estimate. 

It was also found that the interference threshold 
mandated for the optimal power loading played a big role in 
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determining the optimal position for the optimal pilot sub-
channel position. It was observed that, trivially, as the 
interference threshold decreased, the pilot sub-channel 
needed to be placed farther away from the PU such that the 
threshold condition still is satisfied. 

An observation also made was that the error function 
value for all thresholds converged due to the maximum 
power which could be allocated per sub-channel due to the 
power loading algorithm. This meant that the error value did 
not need to be computed for sub-channels farther than the 
convergence point. 
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Abstract—This paper focuses on finding the key electrical 

specifications for a multi-standard radio receiver compatible 

with the major commercial wireless standards. By developing a 

standard independent methodology, the paper addresses 

systematically the large amount of information comprised in 

the envisaged standards. Based on the systematic approach, 

the multi-standard receiver main electrical requirements are 

defined and their values determined. The presented results 

constitute the starting point in building a multi-standard 

wireless receiver. 

Keywords-software defined radio; receiver electrical 

specifications. 

I.  INTRODUCTION 

At the beginning of the mobile Internet age, it becomes 
clear there is a strong need of mobile equipment able to 
maximize its wireless connectivity. 

There are several reasons that make extremely attractive 
the usage of multi-standard radio transceivers to enable the 
wireless interoperation of such mobile equipment. 

First of all, a multi-standard solution is efficient as only 
one design is required to handle the mobile device wireless 
communication. Thus the number of different dedicated ICs 
or IP blocks inside a large SoC is reduced. This simplifies 
the overall communication platform integration. Secondly, 
since only one design is required to cover for the all the 
targeted wireless standards all cost related to the IP 
development and testing are minimized. 

The ideal multi-standard receiver was proposed by 
Mitola in [1]. The Software Defined Radio Receiver (SDRR) 
shown in Fig. 1.a is the optimal choice from system level 
perspective, as it comprises only an ADC. In reality, due to 
practical implementation constrains, a multi-standard 
receiver requires a signal conditioning path in between the 
antenna and the ADC. The SDRR concept shown in Fig. 1.b 
relaxes the ADC specifications by ensuring for the wanted 
signal additional selectivity and amplification. 

A possible SDRR implementation is shown in Fig. 1.c, 
[2]. The receiver is based on the direct conversion 
architecture, the optimum choice for a multi-standard 
enactment, [3]. Also, the homodyne receiver is embedding a 
full signal conditioning path. The received signal is 
amplified by the Low Noise Amplifier (LNA) and then 
downconverted to baseband. 

 

  
a. b. 

 
c. 

Figure 1.  a. Mitola SDRR Concept, b. SDRR embeding signal 

conditioning and c. SDRR with complete analog signal conditioning 

The blockers and interferers are removed by the channel 
selection Low Pass Filter (LPF) and then the Variable Gain 
Amplifier (VGA) boosts the useful signal to optimally load 
the Analog to Digital Converter (ADC). 

Through digital control the SDRR blocks main 
characteristics (e. g., bandwidth, noise, and linearity) can be 
changed dynamically depending on the particular standard 
requirements or even on the particular communication burst 
necessities. 

The paper’s main goal is to identify the key electrical 
requirements and their values for a SDRR based on the 
Fig. 1.c concept targeting compatibility to the major 
commercial wireless standards listed in Table I. Based on a 
systematic approach, the paper introduces a standard 
independent methodology for evaluating the SDRR 
performance. 

Section II defines the SDRR receiver sensitivity, NF and 
gain requirements, while Section III analyses the blocker and 
interferers impact on the SDRR linearity requirements. 
Section IV concludes the paper. 

II. DEFINING THE SDR SENSITIVITY, NOISE FIGURE AND 

GAIN REQUIREMENTS 

A. Sensitivity and Noise Figure 

One of the most important parameters of a wireless 
receiver is its sensitivity, SRX. The sensitivity is defined as 
the minimum input signal the receiver must be able to 
demodulate within a specified Bit Error Rate (BER). 
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TABLE I.  TARGETED MAJOR COMMERCIAL WIRELESS STANDARDS KEY SPECIFICATIONS 

Wireless Standard 
Frequency Plan [MHz] 

Modulation Type 
SNR0 

[dB] 

RF Signal BW / 

Channel Spacing 

[MHz] 

Specified 

Sensitivity  

[dBm] 

Sensitivity @ 

NFRX = 3 dB 

[dBm] Downlink Uplink 

GSM, [4] 

GSM 850  869 ÷ 894.8 824 … 849.8 

GMSK 9 0.2 –102 –109 
GSM 900 935 ÷ 960 890 … 915 

DCS 1800 1805 ÷ 1880 1710 … 1785 

PCS 1900 1930 ÷ 1990 1850 … 1910 

UMTS, [5] 

I 2110 ÷ 2170 1920 ÷ 1980 

QPSK 
−18 

(@ 12.2kbps) 
3.84 / 5 –117 –123 II 1930 ÷ 1990 1850 ÷ 1910 

III 1805 ÷ 1880 1710 ÷ 1785 

Bluetooth, [6] 2402 ÷ 2480 GFSK 16 1 –70 –94 

DECT, [7] 1880 ÷ 1980, 2010 ÷ 2035 GFSK 13 1.2 / 1.736 –83 –97 

WLAN 

IEEE 802.11b 
(DSSS), [8] 

1 / 2 Mbit/s 
2400 ÷ 2485 

DBPSK / DQPSK −4 / −2 
14 / 5 

–80 –104 / –102 

5.5 / 11Mbit/s CCK 9 / 11 –76 –91 / –89 

WLAN 
IEEE 

802.11a,g 

(OFDM), [8] 

6 / 9 Mbit/s 

5150 ÷ 5350 & 5725 ÷ 5825 (a) 

 
2400 ÷ 2485 (g) 

BPSK 4 / 5 

16.6 / 20 

–82 / –81 –95 / –94 

12 / 18 Mbit/s QPSK 7 / 9 –79 / –77 –92 / –90 

24 / 36 Mbit/s 16QAM 12 / 16 –74 / –70 –87 / –83 

48 / 54 Mbit/s 64QAM 20 / 21 –66 / –65 –79 / –78 

 
Thus, the Signal-to-Noise Ratio at the RX output, SNRout, 

has to be above a minimum value SNR0. SNR0 value is set by 
the received useful signal modulation characteristics and it 
incorporates the digital demodulator non-idealities. 

Based on the analysis presented in [9], the SNR0 as a 
function of the BER has been determined for the basic 
modulation schemes. Table I notes the targeted standards 
signal modulation and the corresponding SNR0 values. The 
SNR0 has a negative value for UMTS and WLAN 802-11 
standards, as it accounts the processing gain specific to direct 
sequence spread spectrum systems, [10]. 

The usage of SNR0 facilitates the finding of the multi-
standard receiver key electrical parameters by enabling a 
standard independent approach. 

As each standard specifies a sensitivity level, given the 
useful signal RF bandwidth, BWRF, the receiver NF, NFRX, is 
calculated as: 

 00RFRXRX log10 NSNRBWSNF   

where N0 = kBT = −174 dBm/Hz represents the noise power 
spectral density at the antenna output for T = 290 °K. 

In practice, an overhead to SNR0 should be considered in 
(1), since the overall receiver SNR is degraded by multiple 
factors, not only by noise (e. g., imperfect impedance 
matching, multipath channel). 

The receiver NF specifications for all the wireless 
standards can be calculated with (1) by accounting the 
specified sensitivity levels from Table I. 

A NF as the one derived by (1) can be obtained at the 
expense of larger power consumption of thy receiver. 

 
In order to maximize the link budget, most commercially 

available dedicated receivers push their sensitivity level 
towards smaller and smaller values by decreasing NFRX. 

Hence, a true re-configurable multi-standard solution 
must embed a receiver with a small NF (typically < 3 dB) in 
order to be able to achieve a low enough sensitivity for all 
the targeted standards. Table I also comprises the required 
sensitivity levels, assuming NFRX = 3 dB, for all the 
envisaged wireless standards. 

B. Maximum gain requirements 

In general, the receiver signal conditioning path gain is 
constraint by the received signal strength. 

Any wireless receiver with an analog signal conditioning 
path embeds at least one variable gain block (for example 
VGA in Fig. 1.c). Thus, for each communication burst an 
Automated Gain Control loop (AGC) measures the Receiver 
Signal Strength Indicator (RSSI) and changes the receiver 
gain accordingly, in order to avoid the ADC overloading and 
to optimally load it. 

The receiver maximum gain requirements are constraint 
by the ADC full scale level, FSADC, and the specified 
receiver sensitivity. 

In order to optimally load the ADC, the receiver signal 
conditioning path maximum gain, GRX, is given by: 


RX

ADC
RX

S

FSk
G


  

where k < 1 accounts the head room taken to avoid the ADC 
overloading. 
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TABLE II.  THE MULTI-STANDARD RECEIVER MAXIMUM GAIN 

REQUIREMENTS 

Wireless Standard GRX [dB] 

GSM 115 

UMTS 129 

Bluetooth 100 

DECT 103 

WLAN 

IEEE 802.11 b,g 
(DSSS) 

1 / 2 / 5.5 / 11 Mbit/s 110 / 108 / 97 / 95 

WLAN 

IEEE 802.11 a,g 

(OFDM) 

6 / 9 / 12 /18  
24 /36 /48 /54 Mbit/s 

101 / 100 / 98 / 96 
93 / 89 / 85 / 84 

 
For a multi-standard receiver embedding analog signal 

conditioning (see Fig. 1.c), k is set by the Variable Gain 
Amplifier (VGA) gain step (e. g., 6 dB, [11]). Equation (2) 
assumes all interferes and blockers have been totally filtered 
out before the ADC. This corresponds to the case of 
complete analog channel selection. 

Table II presents the receiver signal conditioning path 
maximum gain requirement for all the envisaged standards 
calculated based on equation (2) for a 1 V FS ADC and for a 
receiver matched to 100 Ω with k = 0.9; the NFRX of the 
receiver was assumed to be 3 dB. For direct sequence spread 
spectrum systems (e. g., WLAN 802.11b) the gain 
requirement is smaller, as in practice other signals will be 
present as well inside the received bandwidth. 

Nonetheless, we can conclude, based on Table II data, 
that the low sensitivity levels of the targeted wireless 
standards require a large maximum gain for the multi-
standard receiver. 

III. BLOCKERS AND INTERFERERS IMPACT ON THE 

MULTI-STANDARD RECEIVER CHARACTERISTICS 

Besides the useful signal, other interferers and blockers 
can be present at the antenna input. The list comprising all 
interferes and blockers under which influence the receiver 
must still be able to properly demodulate the wanted signal 
represents the receiver blocker diagram. For each wireless 
standard such a receiver blocker diagram is specified. 

Based on the targeted standards blockers diagrams 
analysis it results there are two major issues due to blockers 
and interferes: 

 the receiver output clipping, due to the large receiver 
gain requirements and to the large difference between the 
useful signal and the blocker levels (i. e., typically > 
+40 dBc); 

 intermodulation distortions that fall in-band, due to the 
receiver not perfectly linear transfer characteristic. 

The receiver output clipping can be handled by making 
the LNA and VGA blocks gain variable. Through  

On the other hand intermodulation distortions are un-
wanted products that potentially fall in-band and cannot be 
disseminated from the useful signal. Thus the wanted signal 
demodulation is affected due to the SNDR degradation. 
Further on the analysis presented in this Section focuses on 

finding the values for the Figures of Merit (FOMs) used in 
evaluating the radio receiver linearity performance: the IIP2 
and IIP3. 

A. Finding the SDR IIP2 

While receiving the RF input power may change 
significantly because of the reception of unwanted 
blockers/interferers. Due to the receiver even order 
distortions, the received signal DC offset component will 
change. This dynamic offset effect upsets the received signal 
demodulation, especially if the envisaged modulation 
concentrates a large part of the symbol spectral power at low 
frequencies. This is the case for older standards like GSM, as 
the latest wireless standards use modulation schemes that do 
not carry information at low frequencies. 

The figure of merit quantizing the analog front-end 
second order distortions is the second order intercept point, 
IP2. The SDRR input referred IP2, IIP2RX, is given by, [12]: 

 0RX 22 SNRPPiIP inblocker   

where Pblocker is the blocker level and Pin is the wanted signal 
level. 

Based on the targeted standards analysis, it results the 
worst case scenario is met for the GSM standard that requires 
IIP2RX = +46 dBm, [2]. 

B. Finding the SDR IIP3 

For most wireless receivers, given the fully differential 
circuit implementation, the dominant non-linear contribution 
comes from the third order coefficient of power series 
expansion of their transfer characteristic. The maximum in-
band level of the third-order intermodulation product, PIM3, 
must be smaller than the useful RF signal level with SNR0: 

 03 SNRPP inIM   

In practice, a supplementary head room to SNR0 should 
be considered, since the overall receiver SNR is degraded by 
multiple factors, not only by the down-converted spurs. 

Given (4), the receiver IIP3, IIP3RX, must meet the 
condition specified by the equation: 


2

3 3interferer
interfererRX

IMPP
PIIP


  

where Pinterferer is the power per interferer of two interferers 
that cause the in-band third order distortion. 

A special case is represented by OFDM Signals. An 
OFDM signal comprises frequency orthogonal sub-carriers, 
[9]. Receiver non-linearity leads to formation of bogus 
signals in-band due to sub-carrier intermodulation. The 
figure of merit in evaluating the third order intermodulation 
products thus formed is the Composite Triple Beat (CTB). 

As is pointed out in [13] the worst case for the CTB 
products level is found in the centre band of the OFDM 
signal spectrum: 

62

COCORA 2011 : The First International Conference on Advances in Cognitive Radio

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-131-1

                            69 / 93



TABLE III.  MULTI-STANDARD RECEIVER IIP3 REQUIREMENTS 

Standard Intermodulation conditions 
RX IIP3[dBm] 

Eq. Value 

GSM Pinterferer @ −49 dBm, Pin @ −99 dBm (5) −19 

UMTS Pinterferer @ −46 dBm, Pin @ −114 dBm (5) −21 

Bluetooth Pinterferer @ −39 dBm, Pin @ −64 dBm (5) −18.5 

DECT Pinterferer @ −47 dBm, Pin @ −80 dBm (5) −24 

WLAN  

IEEE 802.11b,g  
(DSSS) 

Pinterferer @ −35 dBm, Pin @ −70 dBm 

CCK – 11 Mbit/s 
(5) −12 

W-LAN 
IEEE 802.11g 

(OFDM @ 

2.4 GHz) 

Interferer intermodulation: 

Pinterferer @ Sensitivity,  
Pin @ +32…+15 dBc (6…54 Mbit/s) 

(5) −32 

Blocker intermodulation: 

Pblocker @ −10 dBm, Pin @ −42 dBm, 
BPSK – 6 Mbit/s 

(5) +8.5 

Sub-carrier intermodulation: 

Pin @ −20 dBm, N = 52 carriers, 
64QAM – 54 Mbit/s 

(9) +10 

W-LAN 
IEEE 802.11a 

(OFDM @ 

5 GHz) 

Sub-carrier intermodulation: 

Pin @ −30 dBm, N = 52 carriers, 
64QAM – 54 Mbit/s 

(9) +5 

   74.132]dB[ RX  inPIIPCTB  

where Pin is the OFDM signal power in all the carriers. 
Hence, in order for the digital back-end to be able to still 

demodulate properly the wanted signal, the CTB level must 
be smaller than the useful RF signal level per carrier with 
SNR0: 

 0log10 SNRNPCTB in   

where N represents the number of OFDM sub-carriers. 
In (8) SNR0 represents the corresponding SNR headroom 

of the OFDM sub-carrier modulation. 
Given (7) and (8), it results that in order to avoid 

destructive inter-carrier intermodulation, the IIP3RX must 
meet the following condition: 

  74.1log10
2

1
3 0RX  SNRNPIIP in  

Each wireless standard specifies a set of particular 

intermodulation conditions. Table III summarises the power 

per interferer of two interferers that cause the in-band 

distortion and the input signal power. By analysing all the 

targeted standards, the receiver IIP3 specifications were 

derived using (5) or (9) and noted in Table III. The large 

variations in the IIP3 requirements are a reflection of the 

extreme reception conditions specific to the wireless 

environment. In [12] it is shown a versatile receiver is able 

to mitigate all presented scenarios, by adjusted dynamically 

its linearity and noise performance with the received power. 

IV. CONCLUSIONS AND FUTURE WORK 

This paper conducted an analysis for finding the main 
requirements for a SDRR targeting compatibility with the 
major commercial wireless standards (see Table I).  

Thanks to the standard independent systematic approach 
the presented analysis found the values for the key SDRR 
electrical specifications (i. e., NFRX, IIP2RX and IIP3RX) that 
ensure its compatibility with the envisaged standards. 

Of course, a true SDRR has to be versatile and robust, 
such as it can adjust dynamically its performance (e. g., 
NFRX, IIP3RX) depending on the communication burst 
particularities. Nonetheless if a SDRR targets compatibility 
with the standards from Table I, it must meet the electrical 
specifications determined in this analysis.  

So, the presented analysis constitutes the starting point in 
building the SDRR. Further on, the SDRR electrical 
specifications must be partitioned over its building blocks. 
The optimal specification partitioning must account the 
limitations due to the physical implementation (i. e., CMOS 
process) for each of the SDRR building blocks. 
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Abstract— In this paper, realistic performance of Digital Video
Broadcasting - Terrestrial (DVB-T) spectrum sensing are investi-
gated for cognitive radio applications. To this end, an implemen-
tation of a cyclostationarity detector is proposed as an efficient
means for signal detection under low Signal to Noise Ratio (SNR)
conditions. This paper focuses on the design of a hardware testbed
that performs the cyclostationarity detection, and introduces a
measurement campaign that has been performed in order to
have a realistic validation of the proposed solution. Measurement
results show that SNR down to -6 dB could be detected by our
hardware demonstrator.

Keywords—TV White Spaces, Cyclostationarity detection,
FPGA, Measurement.

I. I NTRODUCTION

The performance of sensing algorithms is fundamental in
establishing the opportunistic communication of a cognitive
radio (CR) system [1]. Many scenarios have been investigated
in the context of CR network. The most likely to occur in the
short term is the unlicensed usage of TV bands often referred
to as the TV White Space (TVWS) scenario. This scenario
was made possible by the FCC in the US in 2008, with
some restrictions which include high-sensitivity requirements
for primary user detection [2]. In the context of this scenario,
standardization has been very active, especially under the
IEEE802.22 banner [3].

In Europe, the TV bands primary user is the DVB-T trans-
mitters and cyclostationarity detector has been proposed as the
most promising technique for DVB-T signal sensing. By using
cyclostationary features induced by the Cyclic Prefix (CP),it
allows OFDM (Orthogonal Frequency Division Multiplexing)
based signals detection at low SNR.

If the theoretical aspect of this detector has been
thoughroughly addressed in literature [4][5][6], solutions need
to be proposed for its hardware implementation in order to
achieve a good architecture-performance tradeoff. Indeed, in
an operational system, the sensing block has to be imple-
mented on a real hardware platform. Then, all theoretical
functions have to be expressed as logical blocks and an explicit
dimensioning of all links between blocks and data format must
be carefully performed. In [7], an efficient implementationof
a cyclostationarity detector was proposed by our team. The
a priori knowledge of the DVB-T signal nature helps avoid
the implementation of a large FFT operator as used in the state
of the art architectures [8][9].

This paper focuses on the design of a tesbed that performs
the hardware architecture introduced in [7] that performs the
detection of DVB-T signals for the TVWS scenario. Some
spectrum sensing testbeds have already been developed: most
of them concern the energy detection [10][11] or collaborative
sensing [10][12] and those that deal with cyclostationarity
detection are high level demonstration [13] or dedicated to
other bands (802.11n [14] and 802.11g [15]), not dedicated to
the TVWS scenario.

The other objective of this paper is to achieve realistic
performance of the cyclostationarity detector using the pro-
posed testbed. To this end, a measurement campaign has
been performed with the platform and results from these
measurements are given in this paper.

This paper consists of 5 parts. Following this introduction,
Section II introduces the cyclostationarity detector and its
hardware implementation dedicated to DVB-T signals. In Sec-
tion III, the platform used for the demonstration is described.
Section IV details the experimental validation of the detector
by giving some measurement results. Finally, conclusions are
drawn and outlook is provided.

II. CYCLOSTATIONARITY DETECTOR FORDVB-T SIGNALS

This section derives the theoretical equation used by cyclo-
stationarity detector and introduced the hardware architecture
(presented in [7]) suitable to DVB-T signals.

A. Cyclostationarity based OFDM detector

For the DVB-T signal sensing, the proposed technique is
based on thea priori knowledge of the OFDM modulation
based DVB-T physical layer. The algorithm, described in [6]
aims at detecting the cyclostationarity of the DVB-T signal
through the analysis of the Fourier decomposition of its second
order momentum. It exploits the structure of the OFDM sym-
bols which contains the same pattern at its beginning and end;
the so called cyclic prefix. By computing the autocorrelation
of the incoming signal with a lag corresponding to the symbol
duration, the cyclic prefix is emphasized while the rest of the
correlation tends to zero. This is due to the fact that the data
portion of the OFDM symbols is uncorrelated over consecutive
symbols. Thus, the mathematical expectation of the correlation
signal is time periodic, also referred to as the cyclostationary
nature of the OFDM signals[n].
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Let us now consider the autocorrelation of this signal:

Rs(u,m) = E {s[u+m]s∗[u]} . (1)

Under the condition that all subcarriers are used, the auto-
correlation of an OFDM signal is written as [6]:

Rs(u,m) = Rs(u, 0) +Rs(u,N)δ(m−N) . . .

. . .+Rs(u,−N)δ(m+N), (2)

with N being the number of subcarriers andδ being the Dirac
function.

The first term of (2) is the power of the received signal.
Energy detectors, derived only from this term, provide poor
performance at low SNR. To increase the performance of the
detector at low SNR, we focus on the last two terms of (2)
to build a cost function. The termsRs(u,N) andRs(u,−N)
correspond to the correlation induced by the cycle prefix. It
can be shown [16] thatRs(u,N) is a periodic function of
u which characterizes the signals. Rs(u,N) has a period
α−1

0 = N +D with D being the length of the cyclic prefix.
As this function depends onu in a periodic way, the signal is
not a stationary but a cyclostationary signal. Its autocorrelation
function can be written as a Fourier series:

Rs(u,N) = R0
s +

k=N+D

2
−1

∑

k=−N+D

2
, k 6=0

Rkα0

s (N)e2iπkα0u. (3)

In (3), Rkα0
s is the cycle correlation coefficient at cycle

frequencykα0 and at time lagN . This term can be estimated
as follows:

Rkα0

s (N) =
1

U

u−1
∑

u=0

s(u+N)s∗(u)e−2iπkα0u, (4)

whereU is the observation time.
The basic idea behind the cyclostationarity detector is to

analyze this Fourier decomposition and assess the presenceof
the signal by setting a cost function related to one or more
of these cyclic frequencies. This cost function is compared
to some reference value. This technique was introduced in a
more general context in the early 90s by Gardner [17][16].
Recent papers have applied this approach to the opportunistic
radio context [4][5][6]. They mainly differ in the way the
harmonics are considered. In our study, the proposed cost
function exploits both the fundamental and several harmonics
as expressed in (5):

Js(Ks) =
1

2Ks + 1

Ks
∑

k=−Ks

∣

∣Rkα0

s (N)
∣

∣

2
, (5)

whereKs is the number of harmonics that are considered.
It can be observed that the cost function is only built upon

Rs(u,N), whileRs(u,−N) is omitted. Indeed, it is quite easy
to prove that

∣

∣Rkα0
s (N)

∣

∣

2
=

∣

∣Rkα0
s (−N)

∣

∣

2
[6].

Introduced in [7], the hardware integration of this algorithm
is presented in the following chapter.

Figure 1. Ideal autocorrelation signal of an OFDM symbol burst.

B. Hardware architecture for DVB-T detector

The DVB-T standard defines three FFT sizes:N=2048,
4096 or 8192 for a channel bandwidthBs of 8MHz. The
cyclic prefix over FFT size ratioD/N can also vary: 1/32,
1/16, 1/8, 1/4. Considering all the configurations leads to very
highly complex hardware architecture. However, in practice,
deployment considers a smaller set of parameters depending
on the country. For instance, in France, the set of parameters
used isN=8192 andD/N=1/32, only this set will be used to
design our architecture.

A key characteristic that will be exploited in the architecture
design stems from the broadcast nature of the DVB-T signal.
This means that detector sensitivity can be increased signifi-
cantly by very long integration time. This is a relevant feature
since sensitivity requirements for primary user detectionare
very challenging (typically SNR=-10dB [18]). It also changes
the way that the reference signal is used to define the de-
cision variable. When undertaking this calibration phase, the
secondary system needs to consider a reference noise value
which is independent of the signal presence.

When considering long (ideally infinite) integration time,
the autocorrelation function defined in previous section tends
to a rectangular signal as depicted in Fig. 1, the cyclic ratio
being D

N+D
. In this case, the Fourier coefficient is written as:

Rkα0

s (N) =
A

2πk

{

sin(
2πkD

N +D
) + j

(

1− cos(
2πkD

N +D
)

)}

,

(6)

Each coefficient power is given by:

|Rkα0

s (N)|2 =







(

AD
N+D

)2

, k = 0,

2
(

A
2πk

)2
(

1− cos( 2πkD
N+D

)

), k 6= 0.
(7)

Decision variable computation:
First, a reference noise level has to be computed from

the observation in order to be compared with the signal
cost functionJs(Ks). It is obvious from equation (7) that
Rkα0

s (N) = 0 when k = l
(

N
D

+ 1
)

, l = {1, 2, · · · + ∞}.
The Fourier harmonicsl

(

N
D

+ 1
)

are not impacted by the
presence of the signal and can thus be used for calibration
purpose to define the reference noise level. Similarly to (5),
a cost functionJn could be defined in order to compute the
noise level:

Jn(Kn) =
1

2Kn

Kn
∑

l = −Kn,
l 6= 0

∣

∣

∣

∣

R
l(N

D
+1)α0

s (N)

∣

∣

∣

∣

2

, (8)
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Figure 2. Cyclostationarity detector for DVB-T signals.

with Kn being the number of harmonics that are considered.
For example, considering the French set of parameters
(D/N=1/32) and considering the first 4 signal harmonics -3;+3
and one noise harmonic (i.e.,Ks=3 andKn=1), the decision
variableV can be expressed as follows:

V =
Js(Ks)

Jn(Kn)
=

2

7

∑3

k=−3

∣

∣Rkα0
s (N)

∣

∣

2

∣

∣R−33α0
s (N)

∣

∣

2
+
∣

∣R33α0
s (N)

∣

∣

2
. (9)

Hardware architecture:
Introduced in [7], the proposed cyclostationarity detector

hardware architecture is shown in Fig. 2 for the parameters
Ks =3 andKn=1.

First, the autocorrelation is computed on the I/Q complex
samples. The IIR (Infinite Impulse Response) integrator then
averages over a number of symbols tuned by setting the
integration time parameter to achieve the required sensitivity.
The supervisor, a Finite State Machine (FSM), then triggers
the writing into a buffer that stores 8192 filter output samples
(equivalent to the length of an OFDM symbol). Then, using a
faster clock, the Fourier harmonics are computed sequentially.
The sine generator computes sequentially the required sine
function of the Fourier taps of interest. The Multiply ACcu-
mulate (MAC) function enables the Fourier coefficient to be
obtained for these taps. The sequence is as follows. First the
reference harmonics -33; +33 are generated to compute the
noise reference power. Then the harmonics of interest for the
DVB-T signal 0;-1;+1;-2;+2;-3;+3 are calculated. The power
of each harmonic is summed up to obtain the cyclostationarity
estimator value. Finally the decision engine gives the final
result by comparing the estimated value to the decison value
according to (9), which provides a hard decision output of the
detector.

This technique holds theoretically for infinite integration
time to guarantee the rectangular shape of the autocorrelation
estimator. Whenever a finite integration is performed, detection
performance is improved by increasing the integration ability

Complexity
Latency

Slices RAM blocks of 18kbits Mult
Detector 1600 122 23 Depends on n

Total 25280 232 128

TABLE I . COMPLEXITY EVALUATION OF THE DVB-T DETECTOR.

Figure 3. Platform overview.

of the filter. The integration ability of the filter depends onthe
length of the filter denotedn.

The complexity of such a detector hardware implementation
is determined on a Xilinx Virtex 4 target technology using
the ISE XST synthesis tool. Results are provided in Table I.
The complexity is compared with the total resource available
in the FPGA. Table I shows that 6% of the slices, 52%
of the RAM blocks and 17% of the multipliers have been
used to perform the detection. If the final implementation will
integrate this detector and a PHY layer for the opportunistic
communication, this complexity seems quite high (especially
the memory blocks) and a new version of Xilinx FPGA should
be used for the final implementation.

III. T ESTBEDS DESCRIPTION AND SPECIFICATIONS

A. Overview of the demonstator

Fig. 3 shows the testbed used to validate the detection of
DVB-T signal. The testbed consists of two parts:

• The modulator is a standard TeamCast DVB-T prod-
ucts [19]. A video stream is pulse shaped and transposed
in the TV channel according to the DVB-T standard. It
emulates a base station broadcast of the DVB-T network.

• The receiver performs two functions: the "sensing block"
and the "DVB-T demodulator". It then provides a video
stream and the decision variable provided by the detector.

A PC controls and supervises the testbeds using RS232
links. Three software Human-Machine interfaces have been
developed, one to control the setting of the DVB-T modulator,
one for the DVB-T demodulator and one that controls the
detector characteristics and supervises the measurements.

A measurement consists in scanning a 8MHz UHF channel
and then in detecting if this channel is vacant. The detection
is based on the decision variable as defined by (9).

B. Hardware specification of the receiver

Fig. 4 provides an overview of the architecture of the
receiver used to test the proposed architecture. The receiver
is composed of two parts: a RF board that performs the
translation of the RF UHF signal to IQ baseband signal and a
digital board that executes the baseband algorithms.

The RF board is composed of an analog part and a digital
part. The analog Downconverter block allows the transposi-
tion of the UHF band (470 - 860MHz) to an Intermediate
Frequency (IF) of 240MHz. An Analog to Digital Converter
(ADC) then converts the signal into samples. The sampling
frequency is 73.4 Mhz corresponding to 8 times the symbol
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Figure 4. Receiver architecture.

frequencyFs. To ensure a constant level at the input of the
ADC, two automatic gain control (AGC) loops are imple-
mented, one at RF and one at IF.

The digital IF signal is then processed by an FPGA that
performs the baseband transposition. The different elements
are: a bandpass filter that attenuates the adjacent channels,
an I/Q demodulation, a Direct Digital Synthesizer (DDS) that
performs the baseband translation and finally decimators to
switch from8Fs to Fs.

The IF and RF AGC guarantee the level of the digital signal
into the range between -75 dBm and -35 dBm. The power is
computed using the outputs of the ADC. The gain of the AGC
is linear within this range, thus ensuring no distortion of the
input signal. The RF board also contains a specific chip that
performs the DVB-T decoding.

This I/Q stream is then transmitted to the Digital board via
a high-speed serial link. The I/Q samples are received at the
frequencyFs of 64/7 MHz. The digital board is composed of
an FPGA Xilinx Virtex-4 FX60 and memories (both SDRAM
and flash). The hardware architecture of the detector detailed
in Section II is implemented on this board.

An important remark is that the IF AGC has not been
integrated in the platform reducing the range of the input
signal. Under this condition, the thermal noise of the receiver
PTh has been measured at -80 dBm.

IV. EXPERIMENTAL MEASUREMENTS

In this section, realistic performance results of the proposed
detector are given from a measurement campaign. In this
campaign, the channel is considered to be an AWGN (Additive
White Gaussian Noise) one as Line of Sight conditions are
performed. In our scenario, the primary system is the French
DVB-T (i.e., FFT size of 8192 and a cyclic prefix of 1/32).
First, the false alarm are induced by the thermal noise and,
then, by a secondary system that already communicates in the
channel.

Figure 5. Mean of decision variable versusPin for different filter lengthn.

A. Decision variable distribution

First, we observed the distribution of the decision variable
V according to (9) as a function of the receiver input power
Pin. In practice, the power of noise harmonic comes from
two sources: the thermal noisePTh, which is constant, and
the autocorrelation noise which is proportional to the input
powerPA = kAPin. The power of useful harmonics is also
proportional to the input power. Assuming that, in the useful
harmonics, the power of the thermal noise is negligible relative
to the power of the signal, the decision variableV can be
written:

V =
kPin

PTh + kAPin

=
k

1

SNR
+ kA

, (10)

with k andkA constant,SNR = Pin/PTh andkPin >> PTh.
Fig. 5 shows the mean of decision variableV versusPin

for different filter lengthn= 4, 32, 64 and 128.
According to the curves of Fig. 5, three ranges of receiver

input power can be distinguished:
• Range 1: When the input received power is lower than

-100 dBm, (10) is no longer valid, and the noise becomes
dominant compared to the signal. The harmonics are only
noise harmonics andV =0 dB.

• Range 2:Pin for between -100 dBm and -80 dBm, the
curve is approximately linear, andV is proportional to
Pin.

• Range 3: For powers higher than -70 dBm,V is constant
and only depends onn.

Finally, we note the influence of the filter lengthn. The
largern is, the higher the decision variable is. For high input
powers (range 3),V is 11 dB forn=4 and 27 dB forn=128.

B. Detection probability

The detection probabilitypD is the probability that the
system detects the DVB-T signal when it is present in the
channel. These probabilities are obtained (leading to a false
alarm probability of 10%) when the detector is matched with
the transmitter (i.e., FFT size of 8192 and a cyclic prefix
of 1/32). Measurements are performed for different received
power levels of the primary signal ( -90 dBm<Pin< -70 dBm).
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Figure 6. Detection probability versusSNR for different filter lengthn.

Fig. 6 shows the performance of the algorithm for different
filter lengthn = 4, 32, 64 and 128.

Thus, for the detection of a DVB-T signal (8k, 1/32) and a
target of 95% of successful detection, the measurement results
show that the detection ofSNR down to 10 dB could be
achieved with a filter lengthn=4, SNR down to -2 dB with
n=32,SNR down to -5 dB withn=32 andSNR down to -6
dB with n=128.

C. False alarm: Another DVB-T signals

So far, the false alarms correspond to the case where the
detector detects a signal while no signal is present at the
receiver input. In this part, we analyse another kind of false
alarms: when a secondary transmitter uses the same channel
with a DVB-T signal having different characteristics than the
primary transmitter DVB-T.

The detector is set on an FFT of 8192, a cyclic prefix of
1/32 and a filter sizen=64. To test the influence of the size of
the cyclic prefix, the false alarm probability is computed for a
secondary transmitter using cyclic prefix of 1/16, 1/8 and 1/4
(with a given FFT size of 8192). To test the influence of the
size of the FFT, the false alarm probability is computed for a
secondary transmitter using FFT sizes of 4096 and 2048 (with
a given cyclic prefix of 1/32).

The measurements are performed under high SNR condi-
tions (input powerPin of -40 dBm). The detection probability
pD is plotted versus the false alarm probabilitypFA for
different sizes of cyclic prefix (Fig. 7) and for different sizes
of FFT (Fig. 8).

The measurement results show that the size of the cyclic
prefix has more influence on the number of false alarm than
the length of the FFT. Thus, when the secondary transmitter
uses an FFT of 8192 and a cyclic prefix different from the
one of the detector, the detection probability is decreasing,
the detection being impossible for CP=1/16. However, if the
secondary transmitter uses an FFT size different than the one
used by the detector, the number of false alarm is low and the
detection is feasible.

Figure 7. Detection probability versus false alarm probability for different
sizes of cyclic prefix.

Figure 8. Detection probability versus false alarm probability for different
sizes of FFT.

V. CONCLUSIONS AND FUTURE WORKS

Scenarios have a strong influence on architecture and its
performance tradeoffs. In the secondary spectrum usage of
licensed TV bands, interference is not allowed, and much
attention must be paid to sensitivity. In this paper, DVB-T
signal sensing has been addressed using the cyclostationarity
detector. The motivation of this study is to achieve realistic
performance of this detector for the TVWS scenario. This pa-
per focuses on the design of a hardware testbed that performs
the cyclostationarity detection and introduces a measurement
campaign.

The receiver could not reach very low sensitivity because
only one AGC has been implemented. However, this limitation
is not prohibitive in the use of the algorithm. We have shown
that, with a thermal noise of -80 dBm, the architecture could
achieve the detection ofSNR down to -6 dB.

The influence of the filter length has been highlighted with
a 16 dB sensitivity gain betweenn=4 andn=128. Finally, the
false alarm and detection performance will help the setting
of the detection threshold according to the desired strategy of
detection.
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Future work is to update the RF board of the receiver with
the integration of the IF AGC and to perform measurements
with realistic broadcast channel conditions [20] with both
multipaths and frequency dispersive characteristics.
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Abstract—This paper proposes a censored and ordered sequen-
tial collaborative spectrum sensing scheme for cognitive radio
ad hoc network (CRAHN). The scheme uses the ordered of
the sensing data reliability for enabling the Dempster Shafer
theory of evidence sequential combination. A preceding censored
process removes the nodes having insignificant sensing datato
the broadcasting sensing result process. The advantage of ordered
sequential and censored mechanism will help to reduces commu-
nication resources (the energy consumption, the coordination and
overhead in control channel and the sensing result collecting time)
while keeping the same sensing performance compared with the
conventional centralized cooperative spectrum sensing.

Index Terms—cognitive radio, spectrum sensing, collaborative,
sequential fusion, censoring, Dempster Shafer theory

I. I NTRODUCTION

In recent years, Cognitive Radio (CR) which enables op-
portunistic access to underutilized licensed spectrum band has
been considered as a promising technology. Spectrum sensing
(SS) plays an essential role in CR. Among various spectrum
sensing techniques, energy detection is an engaging method
due to its easy implementation and admirable performance.
However, its major disadvantage is that the receiver signal
strength can be seriously weakened at a particular geographical
location due to multi-path fading and shadow effect [1]. In
order to overcome the hidden node problem in which a single
sensing node cannot distinguish between an idle or a deep
fade band, the collaborative SS scheme has been considered
in many literatures (see [2]-[8] for examples).

By utilizing the diversity of distributed sensing data re-
sources based on a fusion rule such as “And rule,” “Or
rule,” “k out of n,” etc. [2][3], cooperative spectrum sensing
(CSS) can simultaneously decrease both the miss detection
and the false-alarm probability of a single sensing node. A
data fusion scheme for CR network based on Dempster-
Shafer theory of evidence (D-S theory) was first proposed
in [4]. This scheme shows a significant improvement in the
detection probability as well as considerable reduction in
the false alarms probability without any requirement of prior
primary system’s activity information. Nguyen Thanh and Koo
[5] enhanced the D-S theory based fusion scheme in [4] to

obtain a very high gain of combination by utilizing available
primary signal’s SNR. However, such above advantages of data
fusion schemes are at the cost of overhead traffic of control
signaling and sensing results transmission, which consumes
more communication resources such as reporting time delay,
control channel bandwidth and transmission energy. The re-
quirement resources will be extremely large when the number
of CR User (CU) increases. However, only a few works
have considered this problem. Yeelin and Su [6] proposes
a sequential test for CSS to control the average number of
the reporting bits and reduce the mean detection time and
bandwidth. In [7], a data fusion scheme which utilizes a D-S
theory based ordered sequential test for higher efficiency (i.e,
lower reporting resources requirement) and faster detection is
proposed. However, all of these sequential fusion schemes not
only do not take advantage of removing the low reliability data
from reporting by a censoring method as proposed in [8] but
also can be only applied for centralized CR networks which
require a data fusion center to control the process of sequential
test.

For the case of CR ad hoc network (CRAHN), due to
the lack of central controller, each CU is responsible for
determining its actions based on its local observation. Since
the CU cannot predict the influence of its actions on the entire
network only with its local observation, collaboration schemes,
in which the observed information can be exchanged among
devices are essential [9]. Therefore, it is necessary to consider
an effective mechanism for sequential fusion in such the case.

In this paper, we propose a collaborative SS scheme for
CRAHN based on censored and ordered sequential D-S theory
combination. The censored and ordered collaborative mecha-
nism enables the sensing data sequentially to be combined in
a descending sequence of reliability. This will help to reduce
the number of reporting data and the sensing time.

The rest of the paper is organized as follows. Section 2
describes the system model. Section 3 introduces the col-
laborative spectrum sensing based on D-S theory. Section 4
proposes the censored and ordered collaborative mechanism.
Section 5 develops the censored and ordered sequential D-S
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Fig. 1. System model

theory based collaborative SS scheme. Section 5 shows the
simulation results. Finally, Section 6 concludes the paper.

II. SYSTEM DESCRIPTION

We consider a single-hop CRAHN with a dedicated com-
mon control channel (CCC) and multiple CUs sharing the
same frequency band with a licensed system as shown in Fig.
1. In order to increase the reliability of the licensed user (LU)
protection, the CUs, after sensing the spectrum band, exchange
their SS information each other. Therefore, the collaborative
SS model which does not require a central controller will be
adopted into our CRAHN. As a result, the whole process
of SS includes two phase: the individual SS phase and the
collaborative phase. The individual SS for detecting the LUs
signal is essentially a binary hypotheses testing problem as
follows:

{

H0 : x (t) = n (t)

H1 : x (t) = h (t) s (t) + n (t)
(1)

where H0 and H1 are the hypotheses of the absence and
presence of the LU’s signal, respectively,x (t) represents the
received data at the CU,h (t) denotes the gain of the channel
between LU and CU,s (t) is the signal transmitted from the
primary user andn (t) is the additive white Gaussian noise.
The spectrum sensing method is energy detection. The output
of energy detector is the received signal power which is given
by

xE =
∑N

n=1
|xn|2 (2)

where xn is the n-th sample of the received signal and
N = 2TW . T and W denote the detection time and signal
bandwidth, respectively. WhenN is relatively large (e.g.
N > 200), xE can be well approximated as a Gaussian random
variable under both hypothesesH1 andH0, with meanµ1, µ0

and varianceσ2
1 , σ2

0 , respectively [10], such that
{

µ0 = N σ2
0 = 2N

µ1 = N (γ + 1) σ2
1 = 2N (2γ + 1)

(3)

whereγ is the SNR of the LU’s signal at the CU.

III. T HE D-S THEORY BASED COLLABORATIVE SPECTRUM

SENSING

A. Basic probability assignment estimation

In order to apply D-S theory of evidence to the collaborative
spectrum sensing scheme, the frame of discernmentA is
defined as{H1, H0, Ω}, whereΩ, called ignorance hypothesis,
denotes either hypotheses is true. After sensing time, each
CU will estimate its self-assessed decision credibility which
is equivalent to Basic Probability Assignment (BPA) for these
hypotheses. The BPA function is defined as a form of the
cumulative density function similar to those in [5] as follows:

mi (H0) =

∫ +∞

xEi

1√
2πσ0i

exp

(

− (x − µ0i)
2

2σ2
0i

)

dx (4)

mi (H1) =

∫ +∞

xEi

1√
2πσ1i

exp

(

− (x − µ1i)
2

2σ2
1i

)

dx (5)

mi (Ω) = 1 − mi (H1) − mi (H0) (6)

wheremi (H0), mi (H1) andmi (Ω) are the BPA of hypothe-
sesH0, H1 and Ω of the i-th CU, respectively. Using these
functions, the BPA of hypothesesH0 and H1 are unique for
each test statistics valuexEi

and vary in such a way that the
largerxEi

is the largermi (H1) and the smallermi (H0) are
and vice versa. These values are broadcasted from various CUs
and combined at each CUs to obtain a final decision.

B. D-S theory based combination

According to the D-S theory of evidence, the combination
of the BPAs fromn sources can be obtained via the following
equations [11]:

m (H0) =
∑

A1∩A2∩.An=H0

n
∏

i=1

mi (Ai)

/

(1 − K) (7)

m (H1) =
∑

A1∩A2∩.An=H1

n
∏

i=1

mi (Ai)

/

(1 − K) (8)

where

K =
∑

A1∩A2∩...An=∅

n
∏

i=1

mi (Ai)

andAi can be one element of the set{H1, H0, Ω}.
A simple decision strategy is chosen; and the global decision

is made while considering the following numerical relation-
ships:

log

(

m (H1)

m (H0)

) H0

≶

H1

0 (9)

where the ratiom(H1)
m(H0) is considered as the global combination

ratio.
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Fig. 2. The censored and ordered collaborative mechanism

IV. T HE CENSORED AND ORDERED COLLABORATIVE

MECHANISM

As mentioned above, the main problem of D-S theory based
collaborative spectrum sensing as well as other schemes is
the large communication resource requirement for reporting
sensing results, particularly, in a large cognitive radio network.
For this reason, in order to reduce the overhead, the total
processing time and the energy consumption for spectrum
sensing, we propose an censored and ordered sensing data
reliability broadcasting mechanism in which nodes with higher
current sensing datas reliability will broadcast earlier and
nodes with sensing datas reliability lower than a censored
threshold will not report as shown in Fig. 2. The highest sens-
ing data reliability node, which is free after first broadcasting
its sensing data, becomes the general node and makes the final
decision.

The proposed ordered collaborative mechanism includes the
reservation period and the broadcasting period. In the first
period, the CUs make a reservation by utilizing a short burst
signal according to a reservation timeslotRT . Since every CU
can listen to the CCC, the broadcasting time slot position can
be determined according to the reservation burst order.

In details, the reservation periodTreserve is divided intoκ

reservation timeslots (κ ≥ M , i.e., number of CUs). Each
timeslot lengthtslot is equal to a slot time, i.e., the time
required by the radio layer for functioning carrier sensing.

After sensing the spectrum band, each CU estimates its
data reliability and conducts a censored process. This means
that the CU will take no action if the sensing data reliability
is smaller than a minimum reliability thresholdηmin. The
selection of the minimum threshold has to guarantee that the
discarded, i.e. lower reliability thanηmin, sensing data have
less significant in the contribution to final decision if it isused.

After the censored process, the CU whose sensing data
reliability is larger thanηmin will calculate the reservation

timeslotRT according to the data reliability as follows:

RT =

⌊

ηmax − η
log
i

ηmax − ηmin
κ

⌋

(10)

whereb.c is a round-down operator andηmax is the maximum
reliability threshold. Theηmax is selected large enough such
that a reliable final decision can immediately be concluded if
the data reliability is a larger than that value.

In broadcasting period, CUs will transmit their sensing data
at the corresponding reserved data timeslot if the first part
of the data timeslot, equivalent to a slot time, is empty. In
contrast, if the first part of the data timeslot is occupied bya
burst signal, the nodes have to wait for the followed beacon
message which includes the stop broadcasting request and final
decision result from the general node.

V. THE CENSORED AND ORDERED SEQUENTIALD-S
THEORY BASED COLLABORATIVE SPECTRUM SENSING

SCHEME

For broadcasting the sensing result in the sequence of
the data reliability, thei-th CU will make its self-assessed
credibility ratio which is defined by:

η
log
i =

∣

∣

∣

∣

log
mi (H1)

mi (H0)

∣

∣

∣

∣

. (11)

At the general node, the broadcasted BPA is immediately
combined in the sequence as follows:

mk
combined (Hj) = mk−1

combined (Hj) ⊕ mk (Hj) j = 0, 1
(12)

where k = 1, ..., MC , mk−1
combined (Hj) and mk

combined (Hj)
are the(k − 1)-th and (k)-th combined BPA of hypothesis
Hj , respectively,MC is the total number of CUs joined in the
broadcasting process after censoring and⊕ is the combination
operator defined based on DS-theory as follows:

ma ⊕ mb (Hj) =
ma(Hj)mb(Ω)+ma(Hj)mb(Hj)+ma(Ω)mb(Hj)

1−[ma(Hj)mb(H1−j)+ma(H1−j)mb(Hj)]

, (13)

ma ⊕ mb (Ω) = 1 − ma ⊕ mb (H1) − ma ⊕ mb (H0) , (14)

wherej = 0, 1, anda andb denote the two arbitrary combining
sources.

Due to the commutative and associative properties of the
D-S theory combination operator⊕, the combined result of
the sequential CSS scheme will be equal to that of the non-
sequential one as in (7) and (8) when all nodes’ sensing data
are combined as the same time. Therefore, instead of using the
0 as a threshold for the final decision making as in (9), the
general node adopts a couple thresholds±δ whereδ > 0 for
comparing the combination ratio. The value ofδ is selected
large enough so that the cooperative gain is equivalently
maintained though the number of combined sensing data is
lower. The proposed sequential fusion scheme is based on the
following final decision making strategy:
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Fig. 3. The error probabilities of different fusion schemesvs. both the
censoring thresholdηmin and the sequential test’s thresholdδ under the LUs
signal SNR = -15 dB at all 20 CUs.

• If k < MC then

Dfinal =







H1 if ηk
combined > δ

no decision if − δ < ηk
combined < δ

H0 if ηk
combined < −δ

whereDfinal denotes the global decision,M is the total
number of CUs in the network andηk

combined represents
the global decision credibility ratio at thek-th report
which is given by:

ηk
combined = log

mk
combined (H1)

mk
combined (H0)

. (15)

In the case that−δ < ηk
combined < δ the general node

will wait for the next data report.
• If k = MC then the truncated process is applied as

follows:

Dfinal =

{

H1 if ηk
combined > 0

H0 if ηk
combined < 0

.

VI. SIMULATION RESULTS

For simulation, we assume that the LU signal is DTV signal
whose bandwidth is 6 MHz. 20 sensing nodes with the same
LU signals SNR are in the network. The local sensing time
is 50 µs. Firstly, we consider the influence of the censoring
thresholdηmin and the sequential test’s thresholdδ on the
collaborative SS performance, i.e. the global error probability
as shown in Fig.3. In the figure, theconventional (CO), the
conventional sequential (CS), thecensored (CE), thecensored
and conventional sequential (CE-CS), theordered sequential
(OS) and thecensored and ordered sequential (CE-OS) DS-
theory based data fusion are simulated under the same LUs
signal SNR as -15 dB at all 20 CUs. As shown in the figure, the
error probabilities of all others fusion scheme are converged to
that of CO DS-theory based one when the value thresholdδ is
adequate enough (i.e.δ ≥ 8). Furthermore, when the threshold
δ is large the increasing of thresholdηmin in the range [0, 1]
softly reduces the sensing performance.
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Fig. 5. The average percent of broadcasting number of different fusion
schemes vs. the LU’s signal SNR values with different valuesof censoring
thresholdηmin under the sequential test’s thresholdδ = 10.

Fig. 4 shows the average percent of broadcasting number
of CS, CE, OS, CE-CS and CE-OS fusion schemes according
to δ with different values ofηmin under the LU’s signal SNR
= -15 dB at all 20 CUs. The figure indicates that the number
of broadcasting nodes is low when the thresholdδ is low.
Therefore, the selection of thresholdδ is a tradeoff between
performance and network overhead. Beside, as shown in the
Fig.4, the average percent of broadcasting number for the same
fusion scheme will decrease when we increase the value of
ηmin. In the case of our proposed CE-OS scheme, atδ = 10,
for example, the average percent of broadcasting number is
65% for ηmin = 0 (i.e., OS scheme), 60% for ηmin = 0.2
and 52% for ηmin = 0.6. This result is fully significant if
we note that the SS performance is almost unaffected in the
range from 0.2 to 0.6 of the thresholdηmin at δ = 10 in Fig. 3.
Above all, compared with other schemes, our proposed CE-OS
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fusion outperforms the other schemes in the same threshold
condition. Indeed, as shown in the Fig. 4, atδ = 10 andηmin

= 0.6, the average broadcasting number percent is 77% for
CE fusion, 62% for CE-CS fusion and 52% for our proposed
CE-OS fusion.

For further consideration, the five above schemes are sim-
ulated with different SNR conditions and different threshold
ηmin values while keepingδ =10. As shown in the Fig.5, for
CE fusion, the broadcasting number increases when the SNR
increases. This can be explained by the fact that the sensing
data reliability will be improved when the SNR increases. For
both CE-CS and CE-OS fusion, however, the broadcasting
numbers is reduced when the SNR value increases. Similarly
to previous results the same best performance is obtained by
our proposed CE-OS scheme.

VII. C ONCLUSIONS

In this paper, a censored and ordered sequential D-S the-
ory based collaborative SS scheme for CRAHN has been
proposed. The preceding censored process and the followed
ordered sequential fusion not only mantain the same sensing
performance compared with the conventional cooperative cen-
tralized spectrum sensing scheme but also strongly reducing
the collaborative resource requirements such as the overhead
of control channel, the energy and the collecting sensing data
time. For future works, the detail protocol for coordination
between CUs and the timming for making the proposed
scheme precisely work in practice require more research.
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Abstract—Interest to allow secondary use on television fre-
quency bands has been growing and recently Federal Com-
munications Commission (FCC) opened vacant TV channels
for unlicensed use. Many countries, especially in Europe, are
using DVB-T standard for providing terrestrial digital television
transmissions, whereas countries like U.S. rely on ATSC standard.
When assessing the impact and potential of secondary use,
primary system’s tolerance to interference must be known. In this
paper we provide essential interference tolerance measurement
results for DVB-T system that illustrate how secondary use
could impact its performance. We show how DVB-T receivers
BER behaves under interference and how bursty interference
signal affects compared to continuous interference. We also
calculate example protection distances for different secondary
transmitters.

Keywords-DVB-T; interference; secondary use; measurements

I. INTRODUCTION

Development of new wireless services and technology is
forcing us to rethink the methods how radio spectrum is
allocated. Static and exclusive allocations are able to provide
high protection for the licenced service, but often fail to be
efficient and flexible. The inefficient use of allocated spectrum
can be seen from many measurement campaigns [1] [2], but it
is obvious that utilization also depends on the band. Bands
such as cellular phone bands and industrial, scientific and
medical (ISM) bands, are already now highly utilized. Some
radio bands that seem to be underutilized may be used by
aviation or safety related services that require high reliability
and therefore cannot in practice be used by secondary system.

Secondary use of inefficiently used bands is an interesting
possibility to improve spectrum utilization. Secondary system
operates on a non-interfering basis in the same band with
licenced primary system. Secondary use might be allowed to
certain group of secondary users or open to every user that is
willing to obey the given rules. TV frequencies have especially
been under investigation in many recent studies. Switchover
from analog to digital TV broadcasting has taken place in
many countries already and most of the remaining countries
will do it within few years. This switchover results to so called
digital dividend due to increased efficiency. Digital dividend
can be used to carry more channels or it can be released to
some other use, such as secondary system.

When exploring the secondary use of TV bands, the ef-
fects it causes to TV reception and how it should be taken

into account in network planning process must be carefully
assessed. In previous studies, interference tolerance limits for
digital signal on adjacent channels are measured in [3] [4]
for Advanced Television Systems Committee (ATSC) receivers
and in [5] for Digital Video Broadcasting Project’s terrestrial
(DVB-T) receivers. These clearly show that there is significant
difference in performance between different standards but also
between different receivers. These measurements use Thresh-
old Of Visibility (TOV) as a limit for the interference. TOV is
in practice the same as Quasi Error Free (QEF) limit defined
later in this paper. In [6] Bit Error Rate (BER) measurements
have been done for DVB-T reception when interfering signal
is analogue PAL-G TV-signal, but this is not comparable
to digital multicarrier interference signal due to different
waveform. BER is able to provide more information about the
impact of interference, than simple TOV limit. Interference
impact on much lower interference levels than the TOV limit
is reached and BER can show this. The aim of this paper is to
give an overview of DVB-T as a primary system and provide
relevant interference tolerance measurement results, mostly in
terms of BER, that can be used when analyzing the potential
and effects of secondary use of TV-bands.

This paper is organized as follows. Section II briefly ex-
plains main features of DVB-T system that affects to se-
condary use. In Section III we introduce our measurement
setup and methodology. Measurement results are presented in
Section IV. In Section V we calculate what kind of protection
distances are needed to protect the primary users. Finally,
Section VI concludes our work.

II. DVB-T AS A PRIMARY SYSTEM

Television frequency band is often considered to be the
most attractive part of radio spectrum for use. Television
broadcasting uses relatively low frequency range that enables
long link distances. Transmitter locations are static and usu-
ally they have continuous transmission with fixed channels.
This information is publicly available and can be used when
deciding which channels are available in specific location by
using geolocation database [7]. Generally, secondary systems
have to estimate spectrum availability in time, frequency and
temporal domains. However, TV transmissions are usually so
static and continuous that the time domain assessment can be
left out, which makes the situation much simpler.
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DVB-T is a widely adopted terrestrial digital television stan-
dard that is being used e.g. in most European countries. It uses
orthogonal frequency division multiplexing (OFDM), where
transmitted data is carried by large number of closely spaced
orthogonal subcarriers. DVB-T system can utilize different
combinations of parameters depending on the given perfor-
mance requirements. Number of subcarriers, guard interval,
modulation and code rate can be modified and these affect to
the net bitrate, required carrier-to-noise ratio (C/N), mobility
and possible single frequency network use. System parameters
that are used in our measurements are presented in Table I.
This set of parameters is used for example in Finland and
Sweden and it gives 22.21 Mbit/s net bitrate [8].

When analyzing the interference tolerance limits of DTV,
error correction coding plays a significant role. DVB-T system
uses a kind of concatenated structure that consists of inner
and outer coding. The outer code uses Reed-Solomon coding
which is very robust against bursty errors, while an inner
code uses convolutional coding which is good against random-
type errors. In addition to these coding methods, interleaving
and energy dispersal are used to improve the received video
quality. DVB-T systems use MPEG-2 or MPEG-4 video
compression. As a result even small bit error likely produces
noticeable and irritating flaw in the video stream. Therefore
the target is to produce virtually error-free bitstream after
errordecoding at the receiving end. Evaluating the quality
of experience, or video quality is not so relevant, since the
transition from perfect to unacceptable quality is very rapid.

In practice the maximum acceptable error rate is decided
to be one uncorrected error event per hour, meaning BER of
10−11 at the input of MPEG-2 demultiplexer, and 2 × 10−4

after inner Viterbi decoding. This error level is also called
Quasi Error Free (QEF) level. Measurement results presented
in this paper maps this QEF limit to about 1.5 × 10−2 BER
before Viterbi decoding. For the parameters given in Table
I, the minimum C/N requirements to achieve QEF level are
given in [8] for Gaussian, Rician and Rayleigh channels, being
16.7dB, 17.3dB and 20.3dB, respectively. Rician channel is
modeling fixed reception and Rayleigh channel model portable
reception. Based on these we can estimate the minimum
required power level by using following formula:

Pmin(dBm) = 10 log(kT0BF (C/N)min) + 30 (1)

where k = 1.3 × 10−23J/K is the Bolzmann’s constant,
T0 = 290K is the temperature, B = 7.6MHz is the receiver’s
noisebandwidth, F is receiver’s noise figure and C/Nmin is
the minimum signal quality to achieve QEF level. Result is
scaled form dBW to dBm by adding 30dB. When we expect
noise figure to be 8dB and Rician channel, the minimum
required signal power becomes −79.9dBm.

Protection ratios for adjacent channel and co-channel in-
terference are usually defined as a function of power levels
between wanted TV-signal and interferer. This is also known
as Desired-to-Undesired ratio (D/U). Organizations such as
ITU-R, Nordig, DIGITALEUROPE/EICTA and Digital TV
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Fig. 1. DVB-T protection ratio specifications

TABLE I
DVB-T PARAMETERS

Parameter Value
Channel bandwidth 8 MHz
FFT size 8192 (8K)
Number of subcarriers 6817
Modulation 64-QAM
Code rate 2/3
Carrier spacing 1116 Hz
Useful symbol duration 896 µs
Guard interval 1/8

Group (DTG) provide protection ratio requirements and re-
commendations for receiver manufacturers and network plan-
ning purposes. Most of these specifications are presented in
Figure 1. These protection ratios are given against other DVB-
T transmissions. It can be seen that there is a large difference
between them. Requirements are generally looser for first
adjacent channels N±1 and image channel N+9 interference
tolerance than other adjacent channels.

A. DVB-T coverage and network planning principles

Compared to analog TV-system, the network planning pro-
cess is somewhat different for DVB-T system. This is due
to the fact that in DVB-T there either is or is not coverage at
certain time, whereas with analog system the coverage edge is
softer. Digital coverage rapidly changes from perfect reception
to no reception at all which make coverage area predictions
and network planning challenging.

DVB-T coverage area definition includes time and location
probabilities [9]. Receiving location is covered if service
can be perfectly received some wanted percentage of time.
This means that carrier-to-noise and carrier-to-interference
relations are above required threshold. Next level is so called
”small area” typically 100m x 100m and within this area the
percentage of covered receiving locations is defined. Coverage
is ”good” when 95% of receiving locations are covered and
”acceptable” if the number is 70%. The total coverage area
that is achieved by using one or multiple transmitters consists
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of a sum of these small areas that fulfill the given coverage
requirements.

Theoretical propagation models are used to estimate trans-
mitter coverage and to help network planning. Often used
model for broadcast networks is the ITU-R P.1546. It gives
relatively good results by taking into account e.g. terrain
topography with decent amount of complexity. This model
is commonly used when planning and coordinating TV-
frequencies. More complex models that are based on diffrac-
tion also exist, and they can potentially provide more accurate
results. These models are often used by network operators that
want to optimize their network.

DVB-T networks are already now usually interference li-
mited. In a typical implementation, interference reduces the
coverage radius of a broadcast station by up to few kilometers
when compared to noise limited case. The interference is
caused by other TV-transmitters that are using the same chan-
nel, despite that they are usually several hundred kilometers
apart. High-power transmitters in high masts and the relatively
low frequencies cause that the interference distances are long.
This means that it is not enough to allocate these frequencies
domestically, but in many cases also international coordination
is needed.

It is evident that if secondary use of TV-channels is allowed,
it will cause additional interference towards TV-services. The
important question is that how much additional interference
should be tolerated? The effect of this additional interference
could be assessed in many ways, for example in terms of
coverage probability degradation.

III. INTERFERENCE MEASUREMENTS

When exploring the opportunities for secondary use, the tol-
erance limits for interference should be carefully determined.
Tolerance limits are naturally different for different systems
and different parameter sets, but limits can vary between
different manufacturers significantly. In the case of DVB-T
system, most of the previous interference measurements only
provide the hard QEF or TOV threshold, but we see that there
is a need for more detailed measurements as well.

A. Measurement setup

Measurement setup is shown in Fig. 2. DVB-T signal is first
received via directional roof-top antenna. Adjustable attenuator
is used to change the DVB-T signal strength down to desired
level. Interfering signal is created with matlab and R&S
SMJ100A signal generator. Interference signal is then summed
to DVB-T signal and then split to receiver and to spectrum
analyzer. Tektronix RSA6114A spectrum analyzer is used to
measure all the power levels, taking the impedance match into
account. Finally, the signal is fed to DVB-T receiver. The
measured commercial receiver is able to give BERs before and
after Viterbi decoding. Therefore it is connected to computer
that records these values for later use and analysis. Also visual
quality of the received video stream can be analyzed via
television. QEF limit can also be found by visual assessment
with about ±1dB accuracy.

TABLE II
INTERFERENCE SIGNAL PARAMETERS

Parameter Value
Bandwidth 8 MHz
FFT size 2048 (2K)
Used subcarriers 1728
Modulation QPSK
Carrier spacing 4464 Hz
Symbol duration 224 µs

B. Measurement methodology

Measurements are conducted at about 10 km distance from
a large DVB-T broadcast station. Channel #32 (558-566
MHz) was used as a desired channel and signal strength at
the receiver’s input is −57dBm without added attenuation.
Interference signal for all measurements is OFDM-signal
and its detailed parameters are shown in Table II. During
each interference measurement, the DVB-T signal strength is
constant and interference signal is changed.

Our measurements consisted of three different cases. First
receiver sensitivity and co-channel interference tolerance were
measured. The second case measured adjacent channel in-
terference tolerance for channels N ± 1 and N ± 2. Third
case examined how the effects of a non-continuous bursty
interference signal differ from a continuous interference signal.
In real scenario it is likely that secondary users don’t have
constant transmissions, but they can be timevariant. Bursty
signal is created by switching the same interference signal
between ON and OFF states. Our focus is not to provide only
TOV or QEF limit but to show in more detailed manner how
the BER behaves when interference is present. Most of our
measurements are done with Receiver-1, which is able to give
the BER numbers, but for comparison we also tested visually
the interference tolerance limits with two other commercial
receivers referred as Receiver-2 and Receiver-3.

IV. MEASUREMENT RESULTS

This section presents and analyzes the obtained measure-
ment results.

A. Sensitivity and co-channel interference

Sensitivity of the DVB-T receiver was measured by atte-
nuating the received signal level. Since we used fixed roof-top
antenna, the radio channel is expected to be Rician. Figure
3 shows the BERs before and after Viterbi decoding as a
function of signal power. It can be seen that the Viterbi
decoding can correct all the errors when received power is over
−75dBm. The QEF limit is then reached at power level of
−79dBm. This is close to the simulated power limit presented
earlier in this paper. This −75dB limit is also chosen to be
used in most of the measurements in this paper, because it can
be considered to be the power level close to cell border.

Co-channel interference tolerance was measured with
−75dBm desired DVB-T power level. Results are shown in
Figure 4. It can be seen that interference does not cause
noticeable effect when D/U ratio is more than 28dB. The QEF
limit is achieved at 22dB D/U ratio. ITU-R BT.1368-8 gives
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Fig. 3. DVB-T receiver sensitivity

protection ratios between two interfering DVB-T signals. For
these used parameters the ratios are 19dB, 20dB and 23dB
for Gaussian, Rician and Rayleigh channels, respectively.

B. Adjacent channel interference

Adjacent interference tolerance determines whether a guard
channel is needed between the primary and secondary user or
what kind of guard distance should separate them. Measured
results for N ± 1 are shown in Figure 5. It can be seen that
N + 1 interference starts to degrade the BER when D/U is
less than −20dB. For N − 1 interference the performance
is better and the interference begins to affect when D/U is
less than −30dB. However the QEF limits are reached with
D/U ratios −30dB and −35dB, for N + 1 and N − 1,
respectively. ITU-R BT.1368-8 gives −30dB protection ratios
for both N ± 1 channel interference. Tolerance for N ± 2
channel interference are presented in Figure 7. Again it can
be seen that N − 2 channel tolerates more interference than
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Fig. 4. Co-channel interference tolerance

N + 2. The QEF limits for N ± 2 channels are about 12dB
lower D/U level than for N ± 1. Protection ratios for all
the measured receivers are presented in Table III. It can be
observed that Receiver-2, which is an USB-stick type receiver,
have significantly worse tolerance for interference on adjacent
channels beyond N ± 1 and it does not even meet the loosest
Nordig specification. Receiver-1 and Receiver-3 are both set-
top boxes, and also their interference tolerance is much better,
meeting more stringent EICTA MBRAI requirements.

In order to see how desired power level affects to the inter-
ference tolerance, we also measured N+1 channel interference
using different desired power levels. These results are shown in
Figure 6 where only BERs before Viterbi decoding is plotted.
As seen from the other figures, the QEF limit is approximately
1.5 × 10−2 and this is also plotted in the figure. The impact
of noise naturally decreases when desired power is stronger.
Due to this, the QEF limits, in terms of D/U ratio, are not
the same for every desired signal strength. Stronger desired
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TABLE III
MEASURED D/U PROTECTION RATIOS, DVB-T POWER −75dBm

N-3 N-2 N-1 N N+1 N+2 N+3
Receiver-1 -50 -47 -34.5 22 -30 -42.5 -48
Receiver-2 -24 -26 -25 21 -30 -31 -32
Receiver-3 -45 -40 -34 21 -36 -46 -52

signals can tolerate more interference even in terms of D/U
ratio. However, with this change is not significant when desired
signal is stronger than −75dBm, as seen from this figure.

C. Bursty interference

Bursty interference tolerance is measured by visually de-
termining the QEF limit, because bursty interference causes
the BER to variate significantly and therefore these values
don’t give reliable results. Four bursty signals with different
transmit/silence ratios were used, and then also continuous
signal were measured for comparison. Shortest transmission
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Fig. 8. Bursty interference tolerance, QEF limits

bursts were 0.2ms long and longest were 10ms. The results
are presented in Figure 8 along with the EICTA MBRAI
protection ratios. It can be seen that on co-channel the very
short bursts could operate about at about 6dB higher power
level. This improvement disappears or reduces on adjacent
channels. This receiver also fulfils the EICTA MBRAI specifi-
cation. The average BER is normally slightly lower with bursty
interference signal compared to equal strength continuous one,
but BER during the burst determines whether errors occur or
not. Overall it can be said that there is no significant difference
between the bursty and continuous signal tolerances.

V. PROTECTION DISTANCES

Interference tolerance levels of the primary systems is one
of the parameter that determines what kind of secondary use
is possible and how long the protection distances should be
between secondary transmitter and primary receiver. The limits
are difficult to put into right perspective as plain dB values,
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but based on them and by assuming something about the
secondary system, we can calculate example cases about the
protection distances.

Let us assume that we have a DVB-T receiver with fixed
antenna at 10m height, located at the edge of the coverage area.
According to the Reference Planning Configurations (RPC)
defined in [10], the corresponding minimum field strength E
is 56dBµV/m. Now receiver input power can be calculated
if we know possible losses and antenna gain to transmitter
direction by using following equation

P [dBm] = E[dBµ]+G+10 log(
λ2

4π
)−10 log(120π)−90 (2)

where antenna gain G also includes the losses. Assuming that
G = 1.7dB to the direction of wanted signal and 600MHz
frequency, minimum input power becomes −75dBm.

Let us use three different type of secondary transmitters,
representing Wireless Regional Area Network (WRAN), Wire-
less Local Area Network (WLAN) and Wireless Personal Area
Network (WPAN) -type transmitters with Effective Radiated
Powers (ERPs) of 26dBm, 20dBm and 10dBm, respectively.
Propagation loss L(d) is calculated using modified Hata model
given in [11] for suburban environment. If the transmitting
antenna is located indoors, we assume that the indoor-outdoor
propagation causes additional 6dB attenuation. Now we can
calculate the minimum protection distance d from equation

PDVB − PR = Psec − L(d) (3)

where PDVB is the received DVB-T power, PR is the
protection ratio for secondary interference and Psec is the
ERP power of secondary transmitter. We assume that DVB-T
receiver antenna is located at 10m height and it has 0dB gain
to the direction of interfering secondary transmitter. Protection
distances for different secondary transmitters are presented in
Table IV. It can be seen that co-channel use requires several
hundreds of meters protection distances even with small power
devices. Adjacent channel protection distances range from
less than meter up to 190 meters, but still 20dBm WLAN-
type secondary transmitter can interfere neighbors TV. Now
we assumed that DVB-T uses almost isotropic antenna and
there is only one secondary interferer. In practice, DVB-T
reception is often done with directive roof-top antennas with
gains of 10 − 15dB for the main lobe and less than 0dB
gains elsewhere. This reduces the interference in most cases,
but if the interferer hits the main lobe when being between
DVB-T receiver and transmitter, interference increases signif-
icantly. This is difficult to avoid. We might also have multiple
interferers on different adjacent channels, causing cumulative
effect.

VI. CONCLUSION

In this paper we have presented measurement results
of DVB-T receiver performance when single transmitter is
causing interference. We use BER as a performance metric that
provides more information than visual error free assessment.
Visual errors begins to occur when BER after inner Viterbi

TABLE IV
PROTECTION DISTANCES

Secondary ERP and antenna location
26dBm 20dBm 10dBm

Channel (PR) out 10m out 5m in 5m in 2m
N(22dB) 5800m 950m 640m 310m

N ± 1(−30dB) 190m 50m 40m 21m
N ± 2(−42dB) 90m 20m 8m < 1m

decoding reaches 2 × 10−4. Conducted measurements show
that interference begins to degrade BER several dBs before
errors can be visually seen. Tolerance for bursty interference
is almost similar compared to continuous interference and
therefore same limits can be used for both. However, deciding
the protection limits against secondary use is a challenge since
different organizations have difference in their specifications
and in practice the interference tolerance varies significantly
between receivers. From calculated protection distances it can
been concluded that in most cases WLAN-type or smaller
transmitter can operate on adjacent channels without causing
too much interference, especially if secondary transmitter is
located indoors and one guard channel is left between it and
TV-channel.
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Abstract—Spectrum sensing is a cornerstone task in cognitive 

radio environments supporting dynamic spectrum access by 

spectrum opportunities discovery. It must be reliable and 

accurate in order not to harm the primary system by incorrect 

spectrum opportunities decisions. Mid-end spectrum sensing 

devices are spectrum sensing devices with satisfactory signal 

detection performances and reasonable price. This paper 

presents an efficient and flexible mid-end spectrum sensing 

solution (an USRP2 based spectrum sniffer implementation) 

that offers many sensing functionalities and detection 

capabilities by implementing several sensing modes of 

operation and detector types. Additionally, the paper presents 

several usage possibilities of this USRP2 spectrum sniffer 

implementation proving its efficient employment in various 

spectrum sensing applications. 

Keywords- spectrum sensing, cognitive radio, USRP2 based 

sniffer implementation, detector, operation mode. 

I.  INTRODUCTION 

Dynamic spectrum access is an increasingly popular 

networking paradigm aiming to resolve frequency spectrum 

scarcity problems that come from the traditional fixed 

frequency resources reservation policies. Cognitive radios 

incorporate the dynamic spectrum access functionality 

striving to access and use the temporary available frequency 

bands and dynamically adapt to changing environment 

conditions.  

Spectrum sensing is a crucial aspect in cognitive radio 

since it enables the secondary users to be spectrum aware 

and facilitates the spectrum opportunities discovery process. 

There are various and numerous spectrum sensing 

implementations that can be generally classified into three 

groups: high, low and mid-end sensing devices. High-end 

spectrum sensing devices mainly refer to spectrum analyzers 

and these devices’ main characteristic is their high precision 

in terms of signal detection. However, the high accuracy 

reflects in high price, which may make them inappropriate 

for certain cognitive radio applications. On the other hand, 

the low-end spectrum sensing devices are cheap solutions 

having low precision and, thus, limited applicability in 

different applications. They often result in false conclusions 

about the spectrum opportunity. The mid-end spectrum 

sensing devices are a trade-off between price and accuracy. 

They are cheaper sensing solutions than the high-end 

spectrum analyzers and offer solid detection performances. 

All spectrum sensing solutions may employ various 

spectrum sensing techniques [1]. However, energy detection 

is most commonly used technique due to its simplicity and 

satisfactory detection capabilities. 

The spectrum sensing devices can be used in many 

spectrum related applications. Besides their main function to 

detect spectrum opportunities in cognitive radios, they can 

be also used in long and medium term spectrum 

measurements [2, 3]. Furthermore, different cooperative 

sensing [4, 5] and data fusion techniques can be 

implemented to achieve better detection capabilities in the 

cognitive environment. The input from the sensing devices 

can be also used for planning of medium and long term 

spectrum sharing strategies, either between primary and 

secondary users or between the secondary users in the 

cognitive network.  

This paper presents an efficient and flexible mid-end 

USRP2 based spectrum sensing (i.e., sniffer) 

implementation. The developed sniffer implementation 

extends the spectrum sensing capabilities of the basic GNU 

radio USRP2 sensing implementation (used in [6]) 

introducing several detector types and different modes of 

operation of the sniffer. This sensing implementation can be 

used to perform wideband and band-specific spectrum 

measurements and can be utilized in various cognitive radio 

applications. 

The paper is organized as follows. Section II presents the 

spectrum sniffer implementation based on USRP2 hardware 

with all comprising GNU radio based and extended 

processing blocks and the functionalities and possibilities of 

the sniffer. Section III presents several possible sensing 

relevant applications of the USRP2 based sniffer 

implementation. Section IV concludes the paper and 

presents directions for the future work. 

II. USRP2 BASED SPECTRUM SNIFFER IMPLEMENTATION 

This section elaborates on a custom design and 
development of a versatile USRP2 based spectrum sensing 
(i.e., sniffer) implementation using the off-the-shelve 
available USRP2 hardware and accompanying GNU Radio 
software.  
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Universal Software Radio Peripheral 2 (USRP2) [7] is a 
hardware platform for development of various radio 
applications. Its motherboards are enabled to use various 
daughterboards covering different frequency ranges. The 
USRP2 hardware supports fast and high precision analog-
to-digital and digital-to-analog conversion and Ethernet 
interface for connection to host computers. This results in 
wider band signals support, as well as increased dynamic 
range of the system.  GNU Radio [8] is an open source 
software development toolkit that provides the basic signal 
processing blocks required to make the USRP2 hardware a 
software defined radio (SDR) programmable platform. GNU 
Radio applications are primarily written in python with the 
performance-critical signal processing written in C++.  

The USRP2 based sniffer implementation is developed 

as a C++ application that includes the GNU Radio basic and 

USRP2 specific blocks. This sensing implementation is 

based on the logic of the original GNU radio python based 

implementation usrp_spectrum_sense.py, with extended 

functionalities and support of several additional features. 

Moreover, the C++ realization of the sniffer eliminates the 

C++ to/from python parsing resulting in better sensing 

performances. This subsection presents the sniffer 

architecture and the possibilities provided by the sniffer, i.e., 

the supported detector types and modes of operation. 

1) USRP2 based sniffer architecture 

The sensing-relevant input parameters in the developed 

USRP2 C++ based sniffer implementation are: starting and 

end frequency, decimation factor, FFT size, gain, detection 

type, tune time (if switching between frequencies is 

required) and dwell time (time spent at a measurement 

frequency point).  More details on the detection types of the 

sniffer and the modes of operation are given in subsections 

2) and 3), respectively.  

The developed USRP2 C++ sniffer implementation 

architecture along with all the included GNU Radio basic 

and extended blocks is depicted on Figure 1. The 

architecture consists of seven processing blocks: 

usrp2_source_32fc, gr_stream_to_vector, gr_fft_vcc, 

gr_fft_vfc, gr_complex_to_mag_squared, 

gr_complex_to_mag and the custom made 

gr_energy_detector_f processing block. Their key 

characteristics are: 

 usrp2_source_32fc is a GNU radio USRP2 specific 

block that creates the USRP2 source and has the control 

of the hardware (it sets up the decimation rate and 

performs the tuning of the center frequency). 

 gr_stream_to_vector is a GNU radio block that 

converts the input from the usrp2_source_32fc from 

stream of complex samples to vector of complex 

samples with size fft_size.  

 gr_fft_vcc is a GNU radio processing block that 

transforms the vector of time samples with size fft_size 

into frequency domain vector of complex samples with 

size fft_size. 

 gr_complex_to_mag is a GNU radio processing block 

that converts the complex vector of time samples with 

size fft_size into amplitudes vector with the same size.  

 gr_fft_vfc is a GNU radio block that converts the vector 

of amplitudes per time to frequency domain complex 

vector with size fft_size. 

 gr_complex_to_mag_squared is a GNU radio 

processing block that converts the complex vector 

(sample) in power vector (sample) summing the 

magnitude squared I and Q values and passing the 

output to gr_energy_detector_f block. 

 gr_energy_detector_f is a custom made C++ processing 

block that performs the actual preprocessing of the 

measurement data. On initialization of this block the 

detection type, dwell and tune times are specified. This 

block constantly receives the vectors’ samples from the 

gr_complex_to_mag_squared block and performs the 

chosen preprocessing (detection type) during the 

specified dwell_time. The output of this block is packed 

into a message queue variable of type gr_msg_queue, 

timely read and post-processed by the main function. 

The output of the main function is the decisions vector 

for the occupancy in the inspected frequency span. The 

gr_energy_detector_f also initiates the tuning between 

sequential frequencies if required. 

 

Figure 1 illustrates the possibilities and features that the 

current USRP2 C++ sniffer implementation can offer. 

Several flow graphs are possible, based on the selection of 

the detection type and the mode of operation of the sniffer 

(subsections 2) and 3)). The current implementation of the 

sniffer also provides possibilities for remote control.  

2) Detector types 

The current USRP2 based sniffer implementation allows 

selection of five energy-based detector types. The main 

enabler of the different detection types is the custom made 

gr_energy_detector_f block. Besides the maximum hold 

detector as the basic implementation in GNU radio, it 

enables the following four other detection types to be used: 

minimum hold, mean hold, Higher-Order-Statistics Energy 

Detection (HOSED) type, as well as FFT Averaging Ratio 

(FAR) detection type. 

The minimum hold detector saves and returns the 

minimum value of the received power during the inspection 

time (dwell time) on a specific frequency band. Oppositely, 

the maximum hold detector returns the maximal value of the 

received power during the examination time. The mean hold 

detector calculates and gives at the output the average 

received power during the inspection time. When the 

previous three detection types are in use, the occupancy 

decision on frequency band of interest is based on 

comparisons with predefined threshold values. The higher 

order statistics energy detector, besides the average 

received power, calculates important higher order statistics 

such as skewness and kurtosis [9] of the received power 

during the inspection time. This valuable statistical 
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Figure 1. USRP2 based sniffer application architecture 

information can be helpful in the detection process since it 

reflects some characteristics of the distribution of the 

receiving power and has proved to offer better detection 

performance than the classical average energy detector. The 

decision on the occupancy of the inspected frequency band 

in the case of HOS detection is made by comparison of the 

calculated statistics values with the statistics values of the 

system noise. The FFT averaging ratio detector [10] is a 

detector utilizing FFT analysis on the amplitude of the 

received time samples. The output of this energy detector 

type is the average PSD (Power Spectral Density) ratio of 

each frequency bin in the FFT analysis. Based on these 

output values, a decision is made whether a frequency band 

is occupied or not by comparing the referred with 

predefined threshold values.  

When using the first four detection types, the flow graph 

of the sniffer is consisted of the following five blocks: 

usrp2_source_32fc, gr_stream_to_vector, gr_fft_vcc, 

gr_complex_to_mag_squared and gr_energy_detector_f  

block, if using FFT. If FFT is not used (fft_size=1), the 

gr_fft_vcc is excluded from the previous flow graph (Figure 

1). When FAR detection is selected the sniffer flow graph 

consists of the following six blocks: usrp2_source_32fc, 

gr_stream_to_vector, gr_complex_to_mag, gr_fft_vfc, 

gr_complex_to_mag_squared  and gr_energy_detector_f 

blocks, as the FFT analysis is performed on the amplitude of 

the time samples (Figure 1). 

3) Modes of operation 

The custom made C++ sniffing implementation enables 

the USRP2 hardware to work in three modes of operation: 

real-time measurement mode, sweeping measurement mode 

and hybrid measurement mode. 

The real-time measurement mode supports real-time 

measurements on 25 MHz of bandwidth at most. The 

samples gathered from the USRP2 hardware are post-

processed in the GNU radio host computer environment, 

employing FFT (Fast Fourier Transform) analysis of the 

received data. This allows various frequency resolutions, but 

high FFT size values (higher than 1024) are not 

recommended since the number of operations to calculate 

FFT transform increases exponentially as the FFT size rises. 

This can cause disturbance of the operation of the USRP2 

due to the higher processing requirements and the inability 

of the host computer to process in-time all data coming from 

the USRP2. Before the actual FFT analysis of the samples, 

time windowing is performed in order to reduce the spectral 

leakage (a side-effect coming from the time restrictions). 

The current implementation uses the Hamming Window. In 

addition, FFT overlapping is used and the overlapping 

frequency points are dropped to reduce the non linear 

response of the DDC at the edges of the FFT analysis. The 

real-time measurement mode utilizing FFT is consisted of 

five processing blocks (Figure 1) This mode of operation 

can be also performed without FFT analysis of the data, 

excluding the use of gr_fft_vcc  block.  

The sweeping mode of operation of the sniffer enables 

particular values for the resolution bandwidth in the range 

195.3125 KHz – 25 MHz, corresponding to the respective 

decimation factors of the digital-down-conversion process. 

Here, the USRP2 periodically switches the center frequency 

between sequential frequency bands, with the chosen 

resolution bandwidth size, to cover the full requested 

frequency span. This mode of operation is employed when 

the required frequency span is higher than the largest 

possible receiving bandwidth size of 25 MHz. When using 

this mode of operation, only four blocks are connected in 

the flow graph: usrp2_source_32fc, gr_stream_to_vector, 

gr_complex_to_mag_squared and gr_energy_detector_f, 

where the gr_energy_detector_f initiates the switching 

between the sequential frequency bands, when the dwell 

time at a frequency band is expired. 

The sweeping mode of operation can be jointly 

combined with FFT analysis to multiplicatively increase the 

resolution bandwidth of the USRP2 hardware, resulting in 

hybrid mode of operation of the sniffer. This mode of 

operation can offer higher sensing performances due to the 

increased frequency resolution as well as reduced sweep 

time requirements. When targeting a particular resolution 

bandwidth size, the number of sweeps (consequently the 

sweep time) to cover the full span of interest can be reduced 

by the usage of the highest receiving bandwidth (lowest 

possible decimation factor) and specific FFT size to support 
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Figure 2. 2.4 GHz ISM duty cycle results of the USPR2 sniffer in 
hybrid mode and spectrum analyzer, RBW =100KHz and sweep=1s 

 

 
Figure 3. Wideband (460–2200 MHz) duty cycle results in working day 

busy hour (12:00–18:00 hours) gathered using the USPR2 sniffer  

in hybrid mode  
 

 

the resolution bandwidth requirement. This mode of 

operation utilizes five processing blocks (Figure 1): 

usrp2_source_32fc, gr_stream_to_vector, gr_fft_vcc, 

gr_complex_to_mag_squared and gr_energy_detector_f, 

where the last is in charge of initiating the switching 

between frequency bands. 

The following section presents several sensing related 

applications of the previously elaborated USRP2 sniffer 

implementation.  It shows its versatility and potentials for 

practical usage. 

III. USRP2 SNIFFER APPLICATIONS 

The basic application of the developed USRP2 based 
sniffer implementation is in the area of assisting the dynamic 
spectrum access process, i.e., to serve for detection and 
localization of secondary spectrum access opportunities. 
Several applications engaging the USRP2 based sniffing 
have been included in part of the authors’ previous work. 
The applications are classified in two types: energy detector 
based applications and HOS detector based applications, 
each elaborated in more details in the subsequent 
subsections. 

A. Applications based on energy detector 

The classical energy detection technique employed by 

the USRP2 based sniffer implementation is consisted of the 

minimum hold, maximum hold and the mean hold detector 

types. This subsection presents two applications of the 

USRP2 based energy detector, the first focusing on 

frequency spectrum measurements, the second on data 

fusion and dynamic radio environmental maps (REMs) 

derivation. 

1) Medium and long term spectrum measurements 

The classical energy detector in the USRP2 sniffer 

implementation can be included in medium and long term 

spectrum measurement campaigns. Wideband 

measurements can mainly employ the sweeping and hybrid 

mode of operation of the sniffer, while band–specific 

measurements can be performed with the real-time 

measurement mode of the sniffer (if the bandwidth of 

interest does not surpass the USRP2 hardware limitations, 

i.e., the maximal bandwidth of 25 MHz).  

Ref. [11] shows the usage of the USRP2 sniffer 

implementation for the 2.4 GHz ISM band inspection. The 

measurement setup includes the USRP2 hardware 

comprising the RFX2400 daughterboards. The focus on the 

campaign was on the definition of the measurement 

methodology for the referred frequency band. The USRP2 

based sniffer implementation is used mainly in the sweeping 

and hybrid operational mode with maximum hold energy 

detection type. The results prove that this USRP2 sniffer 

implementation offers sensing and detection performances 

comparable to high end-devices performances. Moreover, it 

has been verified that the hybrid mode of operation of the 

sniffer offers significantly better performances than the 

classical sweeping operational mode (Figure 2 [11]). 

Wideband measurements have been also performed with 

the energy detector of the USRP2 based spectrum sniffer 

implementation using WBX daughterboards [7]. The 

USRP2 sniffer implementation is used in hybrid operational 

mode with mean hold detection for these measurements 

employing FFT with size 16 and receiving bandwidth of 1 

MHz, resulting in resolution bandwidth of 62.5 KHz. Figure 

3 plots the duty cycle results for the spectrum usage 

gathered in this campaign. 

B. Dynamic Radio Environmental Maps Creation 

Additional application of classical energy detection 

option of the USRP2 spectrum sniffer implementation can 

be to provide input to the process of dynamic derivation of 

radio environmental maps (REMs). The USRP2 sniffers can 

be distributed on various locations in the observed 

environment and can report received power levels at 

specific frequency bands to a centralized fusion center. The 

fusion center gathers the spectrum data from the scattered 

USRP2 based sniffers and combines the information into 

REMs. This process can be performed in a dynamic fashion 

and can impact the discovery of the spatial distribution of 

the primary users in cognitive network. Therefore, it can 

facilitate the secondary system spectrum opportunities 

detection.  

Figure 4 depicts the results of a real-time REM 

calculation demo. The demo scenario consists of two 

WLAN signal sources, one access point and one laptop 

computer as a source. Four USRP2 sniffers are placed in an 

indoor environment and a fusion center dynamically 

interpolates (with modified IDW interpolation [12]) the data 
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Figure 4. Real-time REM calculation demo: no source (upper right plot), 

one source (lower left plot), two sources (lower right plot) 

 

 
Figure 5. 2.4 GHz ISM spectrum conditions  

during USRP2 HOS detector demo 
 

 

 
Figure 6. HOS channel selection based on different 

utility factors settings  

 

 

 

from the scattered USRP2 sniffers. As seen on Figure 4, the 

interpolation data is able to roughly localize both signal 

sources. 

C. Applications based on HOS detector  

This part presents two applications of the HOS detector 

option of the USRP2 sniffer implementation in cognitive 

environments, i.e., a channel selection application and 

cooperative channel selection application. Both applications 

utilize the USRP2 sniffer implementation in sweeping 

measurement mode with HOS detection type. 

1) Channel selection based on HOS detection 

The HOS detector of the USRP2 sniffer implementation 

can be useful in cognitive radios in order to serve the 

channel selection process. Namely, the consideration of the 

higher order statistics values in the channel selection 

improves the decisions for the best channel. The impact of 

the HOS detection has been tested on USRP2 devices in a 

demo based on real environment conditions. The channels 

width in the demo is chosen to be 2.5 MHz and the center 

frequencies of the channels are chosen in the manner to 

include the WiFi channels center frequencies. The demo is 

focused on the full 2.4GHz ISM band (due to hardware 

limitations, RFX2400 daughterboards) and Figure 5 plots 

the environment conditions during the tests. The channel 

classification criteria is based on average, skewness and 

kurtosis values of the received power, each of the referred 

considered with utility factors a, b and c, respectively. The 

target is to select a channel with statistics closest to the 

system noise. Figure 6 plots the dependence of the channel 

selection probability and the utility factors settings. As can 

be noticed (considering the environment conditions), the 

worse results are gained when the channel selection depends 

mostly on the average received power. Predefined 

frequencies are chosen due to the USRP2 hardware non-

idealities – it has different noise power levels and different 

variations at different frequencies. The decisions on the best 

channel are more confident when the channel decision 

depends more on the skewness and kurtosis of the received 

power. The best performances in terms of channel selection 

are gained when the decision depends equally on the 

skewness and kurtosis of the received power, i.e., b=c=0.5. 

This result reflects the actual environment conditions 

(illustrated on Figure 5).  

The dependence of the channel selection with the 

sensing time duration is presented in Table I. Here, a 

channel is considered as free if the duty cycle of the channel 

occupancy is lower than 5% (5 dB above noise level criteria, 

inspection time 30 min), and the maximum received energy 

does not exceed 10 dB above average noise (the most green 

channels in Figure 5). The channel selection decision 

improves as the sensing period is higher and sensing period 

of 3.2 s yields a free channel selection probability of 1 (thus 

resulting in successful avoidance of busy channels, Table I).   

TABLE I.  HOS DETECTION:  CHANNEL SELECTION PROBABILITY 

Sensing 

period 

Busy channel selection 

probability  

Free channel selection 

probability 

800 ms 0.226037 0.773963 

1600 ms 0.118825 0.881175 

3200 ms 0 1 

 

2) Cooperative channel selection based on HOS data 

The HOS detection option of the USRP2 based sniffer 
implementation has also been included in a cooperative 
demo comprising USRP2 based cognitive nodes. The 
cooperative nodes exchange their mean power, skewness and 
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kurtosis values in distributed fashion according to the 
RAC

2
E [13] rendezvous protocol for cognitive ad-hoc 

networks. After a simple fusion (with averaging) of the 
gathered data, a source USRP2 based cognitive radio finds 
the best channel available and starts the communication with 
a destination USRP2 node. The targeted band in the 
cooperative demo is the 2.4 GHz ISM band and the 
environment conditions are the same as in the demo 
presented in the previous part (the tests were run 
simultaneously). The demo aims to prove how the 
cooperative exchange and fusion of the HOS data among the 
cooperative nodes improves the best channel decision.  

TABLE II.  COOPERATIVE HOS DETECTION:  CHANNEL SELECTION 

PROBABILITY  

Sensing 

period 

Cooperative 

nodes 

Busy channel 

selection probability  

Free channel 

selection probability 

800 ms 1 0.226037 0.773963 

2 0.138968 0.861032 

3 0.071736 0.928264 

1600 ms 1 0.118825 0.881175 

2 0.029412 0.970588 

3 0.014706 0.985294 

 

The results (Table II) prove that, as the number of 
cooperative nodes increases, the channel selection process is 
more reliable (free channels are most probably to be chosen, 
whereas busy channels are effectively avoided). As can be 
noticed, with sensing period of 1600 ms and three 
cooperative nodes, the probability of selection of a busy 
channel is 1.5%, and the probability of selection of a free 
channel is 98.5%.  

IV. CONCLUSION AND FUTURE WORKS 

Future wireless networks will focus on dynamic and 
flexible usage of spectrum resources. The importance of 
spectrum sensing is crucial in such cognitive environments. 
It provides support for spectrum awareness and dynamic 
spectrum opportunities detection. Therefore, providing 
simple and cheap spectrum sensing solutions with good 
accuracy is an important research challenge. The mid-end 
devices can be an efficient tool for spectrum sensing, but 
must be carefully configured and used depending on the 
actual application.  

This paper presents a flexible and efficient USRP2 based 
spectrum sniffer implementation. The main advantages of 
the developed C++ sniffer implementation are the support of 
different modes of operation and detection types, as well as 
better timing performances than the original python based 
GNU radio implementation. This enables the developed 
sniffer implementation to be implemented in various 
cognitive radio applications. Several of them were presented 
in the paper and they demonstrate the applicability potential 
of the USRP2 sniffer implementation in cognitive 
environments.  

Future work will focus on additional detector types 

implementation, as well as comparative analysis of the 

different detectors’ performances. The spectrum sniffer will 

be implemented in additional cognitive radio applications, 

i.e. different cooperative sensing and fusion methods can be 

tested in applications comprising the referred sniffer 

implementation. Furthermore, the USRP2 sniffer 

implementation can be included in derivation of secondary 

spectrum usage strategies, such as spectrum driven policy 

derivation and integration into a policy based system [14]. 
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