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CLOUD COMPUTING 2023

Forward

The Fourteenth International Conference on Cloud Computing, GRIDs, and Virtualization (CLOUD
COMPUTING 2023), held on June 26 - 30, 2023, continued a series of events targeted to prospect the
applications supported by the new paradigm and validate the techniques and the mechanisms. A
complementary target was to identify the open issues and the challenges to fix them, especially on
security, privacy, and inter- and intra-clouds protocols.

Cloud computing is a normal evolution of distributed computing combined with Service-oriented
architecture, leveraging most of the GRID features and Virtualization merits. The technology foundations
for cloud computing led to a new approach of reusing what was achieved in GRID computing with
support from virtualization.

The conference had the following tracks:

 Cloud computing

 Computing in virtualization-based environments

 Platforms, infrastructures and applications

 Challenging features

 New Trends

 Grid networks, services and applications

Similar to the previous edition, this event attracted excellent contributions and active participation from
all over the world. We were very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the CLOUD COMPUTING 2023
technical program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and effort to contribute to CLOUD COMPUTING 2023. We
truly believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the CLOUD COMPUTING 2023 organizing committee
for their help in handling the logistics and for their work that made this professional meeting a success.

We hope that CLOUD COMPUTING 2023 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the area of cloud
computing, GRIDs and virtualization. We also hope that Nce provided a pleasant environment during the
conference and everyone saved some time to enjoy this beautiful city.
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Encrypted Container File:
Design and Implementation of a Hybrid-Encrypted Multi-Recipient File Structure

Tobias J. Bauer and Andreas Aßmuth
Ostbayerische Technische Hochschule Amberg-Weiden

Faculty of Electrical Engineering, Media and Computer Science
Kaiser-Wilhelm-Ring 23, 92224 Amberg, Germany
Email: {t.bauer |a.assmuth}@oth-aw.de

Abstract—Modern software engineering trends towards Cloud-
native software development by international teams of developers.
Cloud-based version management services, such as GitHub, are
used for the source code and other artifacts created during
the development process. However, using such a service usually
means that every developer has access to all data stored on
the platform. Particularly, if the developers belong to different
companies or organizations, it would be desirable for sensitive
files to be encrypted in such a way that these can only be
decrypted again by a group of previously defined people. In
this paper, we examine currently available tools that address
this problem, but which have certain shortcomings. We then
present our own solution, Encrypted Container Files (ECF), for
this problem, eliminating the deficiencies found in the other tools.

Keywords—Cloud-based software development; hybrid encryp-
tion; agile software engineering.

I. INTRODUCTION

Software development undergoes a permanent change and,
occasionally, long-lasting trends emerge, which influence the
choices made in terms of software architectures, technologies,
programming languages and frameworks used. Current trends
involve the development of Cloud-native distributed software
components which are deployed automatically via Continuous
Delivery and Continuous Deployment [1].

This implies that these components, often running in sep-
arate containers, must communicate with each other. Further-
more, there is an interest in securing such communication links
because very often confidential data is transmitted. This in turn
places demands on the software development process: in order
to secure (digital) communications these must be encrypted.
This is also true for storing confidential data. In common
cases, e.g., running a web server or storing confidential data
in a database, means of authentication must be kept secret.
Such means of authentication include, but are not limited to,
passwords, private certificate keys, and symmetric encryption
keys.

Modern software development takes place in teams whose
members are in constant exchange with each other. Often,
version control systems, e.g., git [2] are used to manage the
source code and other artifacts. Also with regard to the practice
of Continuous Integration (see [3]), which is a preliminary step
to the aforementioned Continuous Delivery and Continuous
Deployment, it is necessary to check-in all artifacts into the
version control system. This would be grossly negligent for

confidential data provided that no protective measures against
unauthorized access are taken.

In this paper, we address the issue of access to an encrypted
file structure in the cloud by different people in a software
development team. With the Encrypted Container File (ECF),
we present our own solution for a cloud-based, encrypted
data storage for software development teams, in which the
functionality of currently available tools is extended and their
shortcomings are eliminated.

This paper is structured as follows: in Section II, there
is a brief introduction to two existing solutions before the
requirements are presented in Section III. In Section IV, we
present an example of use and describe the structure and
operations of the ECF. Following that, Section V describes
implementation details. Finally, Section VI concludes the
paper and gives an outlook on future work.

II. RELATED WORK

There are different solutions to address the issue we de-
scribed in Section I. In this section, we give an overview of
two of these tools, jak and git-crypt, and discuss their features
and shortcomings.

The tool jak [4] is written in Python and allows symmet-
ric encryption of files using Advanced Encryption Standard
(AES). Using the tool, one can generate keys and store them
in a keyfile, which is not encrypted. To enable automatic
encryption and decryption with a single command jak uses a
special text file that contains a list of file names. This special
text file can be added to the repository [4].

The practical use is limited because of sole symmetric
encryption as the key distribution problem remains unsolved.
Especially with growing team sizes distributing confidential
data results in disproportionate effort.

Another issue with jak is that the confidential files’ content
stays unencrypted on the developers’ computers. This is be-
cause jak decrypts these files during checkout and re-encrypts
them before committing. This implies that only externals with
reading access to the repository at maximum and no access
to any of the developers’ computers are unable to access the
confidential data. A common application scenario are projects
that are developed on a public repository platform.

The tool git-crypt [5] allows symmetric encryption of files
within a git repository using AES, too. It shares the same
limitations as jak in terms of access restrictions to externals.

1Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-044-5
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However, git-crypt offers a solution to the key distribution
problem by using GNU Privacy Guard (GPG) [6]. Public GPG-
keys, the recipients’ keys, can be added to the repository.
When encrypting the confidential files within the repository
git-crypt generates an asymmetrically encrypted keyfile for
each recipient. Every recipient therefore gets access to the
symmetric key and because of that is capable of decrypting
the confidential files in that repository.

The tool git-crypt is implemented in a way that all confiden-
tial files are encrypted with the same symmetric key and this
very key must therefore be shared with all recipients added to
the repository. This results in coarse grained access control as
there is no way to restrict access to some confidential files to
a subset of the recipients. Consider the case that, e.g., secret
information about the production environment should only be
accessible to the production team.

Furthermore, git-crypt does not secure the confidential files’
content on the developers’ computers. This is analogous to
jak because both tools decrypt the confidential files during
checkout. The integration of git-crypt into the mechanisms of
git is optional but recommended [5].

Another shortcoming of git-crypt is the lacking feature to
remove recipients. Ayer justifies this by stating that by using
a version control system a removed recipient can still access
old versions of the repository and, therefore, the confidential
data stored within [5]. This argument is correct as far as
it goes – nevertheless, it seems sensible to implement such
a mechanism into the to-be-designed ECF format since the
confidential data should be updated regularly regardless. For
example, certificates and passwords expire and symmetric keys
should be changed regularly with regards to staff turnover.

III. REQUIREMENTS ENGINEERING

From the features and shortcomings of the jak and git-crypt
tools presented in Section II, some requirements for the ECF
format can be derived:

1) Mandatory encryption of confidential data,
2) possibility to modify confidential data (content is

writable),
3) key distribution is no prerequisite,
4) decryption not during checkout but on demand,
5) support for multiple recipients,
6) addition and removal of recipients,
7) minimal information gain for external parties, and
8) customizable set of recipients per file.

Based on these requirements, we have decided to use the
following design goals for our solution:

• Use of hybrid encryption (Items 1, 3 and 5),
• inclusion of recipient information to allow re-encryption

on changes (Items 2, 5, 6 and 8),
• obfuscation of recipient information for respective exter-

nal parties (Items 7 and 8), and
• delivery of the associated software as a library for em-

bedding into existing applications (Item 4).

IV. STRUCTURE AND OPERATIONS OF THE ENCRYPTED
CONTAINER FILE

This section gives an overview over the use of the ECF
format in Subsection IV-A. The following subsections describe
the structure of the ECF format in detail. Figure 1 shows
an overview of the components of an ECF, how they are
connected and related to each other. Subsection IV-B describes
the general structure, components, and storage formats of an
ECF. The publicly accessible fields are described in Sub-
section IV-C and the private fields in Subsection IV-D. The
following Subsections IV-E and IV-F describe the decryption
and encryption process, respectively. Finally, Subsection IV-G
concludes this section with further operations that can be
performed on an ECF.

A. Usage in Practice

In this subsection, we walk through the following scenario:
Alice wants to encrypt a file using the ECF format and
operations in such way that her friend Bob will be able to
read the content, while Charlie should not be able to.

First, Alice needs access to Bob’s public information, which
comprises among others his public key. Bob must have created
his public information beforehand. Next, Alice creates an ECF
using, e.g., the CLI tool described in this paper and provided
via GitHub, and adds the confidential data. After that, she
can add Bob as a recipient using his public information. To
retain access to the content, Alice should add herself as a
recipient to the ECF. Alice can now save the ECF within a
public repository and only Bob and herself are able to decrypt
the file’s content. Charlie, on the other hand, cannot retrieve
the encryption key as he is not a recipient of that ECF and
has therefore no access to the confidential data stored inside.

B. General Structure and Data Type Storage Format

Each ECF consists of three parts: A public part and two
non-public/private parts. In Figure 1, the whole ECF is framed
yellow, whereas the public part is colored purple. Both private
parts are treated as a single datum by the symmetric encryption
and are colored in blue. The following list describes the data
types used in the following subsections and their storage
format within an ECF:

• Unsigned Integer: 4 Bytes, Little Endian
• Byte Array [x]: x Bytes, sequential
• String: 4 Bytes, little endian (Length),

then UTF-8 bytes without
byte order mark (BOM)

The ECF format is designed to be flexible with regards
to the used cipher suite. In order to allow future extensions,
it allows more algorithms and cipher suites. For this paper
and also for our Proof of Concept (PoC) implementation, a
selection for the cipher suite was made, which is the basis for
the rest of this paper:

• Key Agreement/Exchange: X25519 [7]
• Symmetric Encryption: AES-256-GCM [8]
• Signature: Ed25519 [9]
• Hash Function: SHA-512 [10]

2Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-044-5
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C. Public Fields
Each ECF must provide enough information for all autho-

rized recipients to decrypt the file. Information for encrypting,
however, is not required to be public because only recipients
should be able to modify the confidential data within the ECF.
Hence, the public part of an ECF contains just the information
required for decryption. It comprises a general part and then
m identically constructed recipient-specific parts.

The general part contains the following data (in this order):
• Container Version (Unsigned Integer)

ECF format version; intended for future extensions
• Cipher Suite (Unsigned Integer)

Information about used algorithms
• Public Header Length (Unsigned Integer)

Length of the public part in Bytes
• Private Length (Unsigned Integer)

Length of the private part in Bytes
• Recipient Count (Unsigned Integer)

Number of recipients in the public part (m)
• Salt (Byte Array [16])

Salt value (usage described below)
• Symmetric Nonce (Byte Array [12])

Symmetric nonce value (usage described below)
The first two fields, Container Version and Cipher

Suite, are used to make the ECF format flexible and future-
proof. However, we discuss only the cipher suite selected in
Subsection IV-B.

The recipient-specific decryption information is yet to be
defined. In total, m such blocks – one for each recipient –
are stored after the general part. To obfuscate the number
of recipients towards externals, m ≥ n can be chosen freely
with n the true number of recipients. Random blocks, which
belong to no recipient, may be inserted, which is not evident to
externals. Each recipient-specific block consists of two fields:
an Identification Tag (Byte Array [16]), which is
used to assign a block to a recipient, and Key Agreement

Information that contains recipient-specific decryption in-
formation.

The field Identification Tag is colored orange in Fig-
ure 1. It is the hash value truncated after 16 Bytes from
the concatenation of the bit strings of the public key of the
respective recipient and the Salt value introduced above.
Shortening the hash value saves storage space and allows
with (28)16 = 2128 possible values for practically unlimited
unique recipients. An authorized recipient can calculate their
Identification Tag based on the knowledge of their own
public key and the public Salt.

The second field, Key Agreement Information, con-
tains recipient-specific information for the decryption pro-
cess and is highly dependent on the used cipher suite. For
the selected cipher suite, an Ephemeral X25519 Public

Key (Byte Array [32]) and an AES Pre Key (Byte

Array [32]) is stored. The first is used in the key agreement
phase to obtain a second AES pre key, the latter is the
first AES pre key. Subsection IV-E describes the combination

Encrypted Container File

Public information about
the file and the recipients

General information
for file decryption

Recipient-specific
information for
file decryption

m

Private information about
the file and the recipients

• Public Key
• Name
• Name Signature

n

Confidential data
(passwords, certificate
keys, credentials, ...)

AES
(GCM)

Recipient-specific
information for
file decryption

Identification Tag

Key Agreement Information

General information
for file decryption

Meta data
(#recipients, algorithms, ...)

Salt

Symmetric Nonce

Key Agreement Information

Ephemeral X25519 Public Key

AES Pre Key (1)

X25519
Recipient
X25519

Private Key

Recipient
X25519

Public Key

Hash
(a∥b∥c)

a

c b

XOR
AES Pre Key (2)

AES Key

Figure 1. Diagram of the most important components of an Encrypted Container File and visualization of the interrelationships.
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of the available recipient-specific information to obtain the
symmetric key in more detail. The process is depicted in
Figure 1 as well.

D. Private Fields

The private part of an ECF consists of two segments:
First, there is information about the ECF and its recipients,
and second, there is the encrypted confidential data itself.
The private part is completely encrypted symmetrically and,
therefore, not accessible for external parties. The following
fields are stored in the private part:

• Content Type (Unsigned Integer)

Describes the type of the confidential data
• Public Header Hash (Byte Array [64])

Hash value of the public part
• Recipient Count (Unsigned Integer)

Number of true recipients (n)
• Recipient Information (Array [n])

Information about the recipients (n blocks)
• Content Length (Unsigned Integer)

Length of the confidential data in Bytes (len)
• Content (Byte Array [len])

Confidential data
• Private Hash (Byte Array [64])

Hash value of the private part so far
The first field, Content Type, is intended for future use

and should characterize the type of confidential data stored in
Content. It seems reasonable that future applications using
the ECF library will define and handle their own content types.

The field Public Header Hash contains the hash value
over the whole public part of an ECF. The value for the
public field Public Header Length (c.f. Subsection IV-C)
is unknown at the time of encryption because the length of
the symmetric encryption algorithm’s output is not necessarily
known in advance. Therefore, this field is set to the con-
stant value of 0xECFFC0DE (Encrypted Container File Format
Code) during the calculation of the hash value. The Public

Header Hash is used to detect unauthorized or unintended
modifications of the public part, e.g., non-destructive changes
of recipient-specific information of other recipients.

The fields Recipient Count and Content Length spec-
ify the number of true recipients and the length of the confiden-
tial data, respectively. The field Recipient Information

consists of n blocks of variable length, which in turn con-
sist of three fields: the Public Key (Byte Array [32])

of the recipient, a Name (String) which contains a
self-chosen name of the recipient (variable length), and
the Name Signature (Byte Array [64]) over the self-
chosen name.

Every block of Recipient Information contains infor-
mation about a recipient, so that re-encrypting the ECF is pos-
sible, e.g., after modifying confidential data. These information
blocks about the recipients are stored within the private part of
the ECF in order to hide them from externals. The block field

Public Key contains the recipient’s public key, which is a
public Ed25519 key as specified in Subsection IV-B. One can
convert an Ed25519 public key into an X25519 public key as
described in [11][12]. The next block field Name holds a text
of variable length that describes the recipient. It may contain
the name of the related person or their email address. This
field is for human legibility and information purposes only,
e.g., when displaying the recipients or when removing existing
recipients. The last block field, Name Signature, contains a
signature over the content of Name. The signature is used first
and foremost to ensure, that the person owing the associated
private key has chosen the name, and that no changes have
been made to the name by other recipients afterwards.

The field Content encloses the confidential data and has
a theoretical limit of 232 − 1 Bytes ≈ 4 GiB. In practice, this
limit should never be reached because an ECF is designed pri-
marily to be used with passwords, certificate keys, credentials
and similar confidential data.

The last field, Private Hash, takes the hash value over the
private part up to this point. This field is inside the private part
of an ECF and, therefore, the hash value is calculated before
encryption. A more detailed description of the encryption
process can be found in Subsection IV-F.

E. Decryption Process

This subsection describes the processes of calculating the
AES key according to Figure 1. To decrypt an ECF a recip-
ient needs both, their private X25519 key and their public
Ed25519 key. Both can be calculated from the recipient’s
private Ed25519 key [11][12].

Nomenclature. The following notation is used: Alice is
the recipient and skEd

A denotes her private Ed25519 key,
pkX

A denotes her public X25519 key, analogously. The used
cryptographic hash function is denoted by H, a∥b denotes the
concatenation of two bit strings a and b, and a⊕b denotes the
bitwise exclusive OR (XOR) operation on two bit strings a and
b of the same length. a[0,...,n] denotes the truncation of the
bit string a to the first n Bytes. The ephemeral public X25519
key contained in the recipient-specific decryption information
is denoted by pkX

e . The function X25519(a,B) describes the
multiplication of scalar a with point B on the elliptic curve
Curve25519 [7].

Alice performs the following steps to obtain the AES key:
(1) Compute identification_tag = H

(
pkEd

A ∥Salt
)
[0,...,16].

(2) Load the decryption information
(
pkX

e , kAES
pre1

)
with match-

ing identification_tag.
(3) Execute the key agreement algorithm with Alice’s private

X25519 key and the public ephemeral X25519 key:
kX

shared = X25519
(
skX

A, pkX
e

)
.

(4) Compute kAES
pre2 = H

(
kX

shared∥pkX
A∥pkX

e

)
[0,...,32].

Shortening the hash value to 32 Bytes is necessary because
of the used symmetric encryption algorithm AES-256

(5) Compute kAES = kAES
pre1 ⊕ kAES

pre2 .
In Step 4 the hash function gets evaluated on the con-

catenation of the shared key and both public keys to obtain
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the second AES pre key. The reason for this is a recom-
mendation in [13] to not use the shared key kX

shared directly
but to transform it with a hash function first. The question
arises to why a simple hash function is used and not a Key
Derivation Function (KDF). Primarily, the reason is to speed
up the encryption process, because using a KDF is resource-
intensive and it must be computed n times (separately for
each of the n recipients). This would result in a far slower
encryption process for large n. Furthermore, the input data in
Step 4 is substantially longer than the symmetric pre key to
be computed, which makes key stretching not required and,
therefore, the use of a cryptographic hash function seems
sufficient.

Finally, the private part of an ECF can be decrypted by using
the computed AES key kAES and the public AES nonce. In this
paper, the Galois/Counter Mode (GCM) [14] was chosen for
the symmetric encryption algorithm AES. Therefore, one is
not required to check the authenticity of the decrypted data
separately. Furthermore, instead of the field Public Header

Hash the public part of the ECF could have been authenticated
with AES-GCM. However, when supporting different modes
of operation this field would have been required anyway.
Hence, the field Public Header Hash was not removed and
no additional data (Associated Data) was added to the AES-
GCM encryption algorithm.

F. Encryption Process
The encryption process consists of an initial key and nonce

generation step and an m-wise computation of the public
X25519 ephemeral keys and AES pre keys. For each of
the n ≤ m true recipients exactly one public recipient-
specific decryption information block must be generated. The
remaining m − n blocks serve as obfuscation and may be
generated using a special process as proposed in Appendix A.

Nomenclature. The same nomenclature applies as in Sub-
section IV-E. It gets extended by the following functions:
GenAES(256) and GenX denote functions to generate AES-
256 keys and X25519 key pairs, respectively. RandomBytes(x)
denotes a function to generate a random bit string of length
x Bytes.

For each recipient Bob, their public Ed25519 key pkEd
B is

known by every recipient of that ECF because of the (private)
block field Public Key (see Subsection IV-D). Based on pkEd

B
one can calculate Bob’s public X25519 key pkX

B [11][12].
First, a symmetric AES key kAES ← GenAES(256), an AES

nonce nonceAES ← RandomBytes(12) and a bit string Salt←
RandomBytes(16) must be generated at random (randomness
indicated by the left arrow “←”).

Then, the following steps are performed n times to generate
the key agreement information for each recipient Bob:
(1) Compute identification_tag = H

(
pkEd

B ∥Salt
)
[0,...,16].

(2) Generate an ephemeral X25519 key pair:(
skX

e , pkX
e

)
← GenX.

(3) Execute the key agreement algorithm with the private
ephemeral X25519 key and Bob’s public X25519 key:
kX

shared = X25519
(
skX

e , pkX
B

)
.

(4) Compute kAES
pre2 = H

(
kX

shared∥pkX
B∥pkX

e

)
[0,...,32].

Shortening the hash value to 32 Bytes is necessary because
of the used symmetric encryption algorithm AES-256.

(5) Compute kAES
pre1 = kAES ⊕ kAES

pre2 .
Steps 2 and 3 correspond to a “half” Diffie-Hellman key

exchange [15] that gets completed during decryption (see
Subsection IV-E) in Step 3.

For each recipient Bob the recipient-specific information
can be written into the public part of the ECF. This information
per recipient consists of identification_tag, public ephemeral
X25519 key pkX

e and AES pre key kAES
pre1 .

The values Salt and nonceAES are valid for all recipients and
are written into their respective fields (see Subsection IV-C).

G. Further ECF Operations

This subsection introduces more ECF operations which
are based on the elementary operations Decryption (Sub-
section IV-E) and Encryption (Subsection IV-F). The same
nomenclature is used as in the specified subsections. It gets
extended by the function DecECF(skEd

A , E
)

which denotes the
decryption of an ECF E with Alice’s private Ed25519 key skEd

A .
This function returns a tuple (R, p) after successful decryption,
with R being the set of all n recipients R = {r1, r2, . . . , rn}
and p being the bit string of the decrypted confidential data.
Analogous to this, the function EncECF(R, p) encrypts the
confidential data p for the recipients R and returns an ECF E .

1) Modification of Confidential Data:
Let p′ = modify(p) be the new bit string created by modifi-
cation of the original confidential data p. The replacement of
the confidential data within an ECF E is done by these steps:
(1) (R, p) = DecECF(skEd

A , E
)

(2) p′ = modify(p)
(3) E ′ ← EncECF(R, p′)

2) Addition of a New Recipient:
Recipient Alice wants to add a new recipient Bob to an existing
ECF. Bob’s public Ed25519 key is denoted by pkEd

B , the bit
string of his name by nameB. The signature over Bob’s name
is denoted by s = signatureEd(skEd

B , nameB

)
. Alice performs

the following steps to add Bob to the recipient list:
(1) Alice verifies the Signature s:

verifyEd(s, pkEd
B

) ?
= Valid .

(2) If the signature is invalid, abort the operation, if the
signature is valid, proceed.

(3) rB =
(
pkEd

B , nameB, s
)

(4) (R, p) = DecECF(skEd
A , E

)
(5) Alice checks whether Bob is already in the recipient list:

R ∩ {rB}
?
= ∅ (Compare Ed25519 public keys).

(6) If Bob is already a recipient, abort the operation, if Bob
is not a recipient, proceed.

(7) Optionally, Alice can check if nameB already exists in one
ri and abort the operation if necessary.

(8) R′ = R ∪ {rB} = {r1, r2, . . . , rn, rB}
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(9) E ′ ← EncECF(R′, p)

3) Removal of a Recipient:
Recipient Alice wants to remove a recipient Bob from an
existing ECF. Bob’s public Ed25519 key pkEd

B and/or the bit
string of his name nameB must be known. If only his name is
known, it must be unique within the ECF E . Alice performs
the following steps to remove Bob from the recipient list:
(1) (R, p) = DecECF(skEd

A , E
)

(2) Alice searches for rB in R based on his public key pkEd
B

or his name nameB.
(3) If rB does not exist (Bob is not a recipient of E), abort

the operation, if rB exists proceed.
(4) R′ = R \ {rB}
(5) E ′ ← EncECF(R′, p)

When removing recipients, one does not require any private
keys during the encryption process. This implies that recipients
of an ECF can remove themselves. It is therefore the task of
the implementation to warn the user or abort the operation if
the user attempts to do this. Additionally, the implementation
should also realize additional security functions if, for exam-
ple, only the creator of the confidential data stored in an ECF
is allowed to add or remove recipients. Finally, it must be
noted that the restriction explained in Section II is still true:
Former recipients are still able to access old versions of an
ECF when using a version control system.

V. IMPLEMENTATION DETAILS

A PoC was implemented using C# and the .NET 6.0
runtime. All cryptographic primitives were provided by the
portable library Sodium [16], which is a fork of the NaCl [17]
library. To use Sodium with .NET a wrapper is needed. For
this PoC the wrapper library NSec [18] was used.

A. Implementation of ECF Functionality

The implementation in C# was subdivided into two projects:
ECF.Core and ECF.CLI. The ECF.Core project contains all
functionality of the ECF and helps with managing private
keys (see Subsection V-B). ECF.Core is a library and can
be included into other projects (according to requirements in
Section III). It is used by the ECF.CLI project which provides
a command line interface to the ECF functionality.

The Create(CipherSuite, ContentType) function in
class EncryptedContainer implements the ECF creation
process using the given cipher suite and content type. For this
PoC the aforementioned cipher suite (see Subsection IV-B) is
implemented as well as a single content type: BLOB. Because
of the GCM mode of operation, the execution platform must
support the instruction set extension AES-NI. As a rule, this
can only lead to problems when using very old processors or
virtual machines.

An object of type EncryptedContainer can be encrypted
using the function Write(Stream). The output is written
into the parameter Stream. Analogously, one can obtain
an unencrypted object of this type using the class function

Load(Stream, ECFKey). It is necessary to provide a private
Ed25519 key of a recipient to that function. Per default all
name’s signatures are verified. This can be disabled to achieve
better runtime performance during decryption. The property
ContentStream of an EncryptedContainer object pro-
vides read and write access to the confidential data.

To protect the private key and the confidential data the
implementation uses protected memory spaces, if possible.
The library Sodium provides suitable functions for this [19],
which in turn are used by NSec. Furthermore, heap allo-
cations are replaced by stack allocations wherever possible
using the C# keyword stackalloc [20]. Alternatively, when
using memory that cannot be protected via Sodium or stack
allocation, the implementation pins these memory regions in
memory to prevent the Garbage Collector from arbitrarily
copying them. Furthermore, used memory regions are actively
deleted before they are freed.

B. Private Key Management

Using ECFs requires private keys that should never be stored
unencrypted. Therefore, the ECF.Core project uses AES-256
(GCM) to encrypt the private keys. The encryption key is de-
rived from a user-provided password using Argon2id [21][22].
Argon2id aims to enforce costly calculations that cannot be
parallelized or otherwise shortened (in time) by an attacker.
The algorithm can be configured arbitrarily in order to keep the
required computing time variable. For the PoC implementation
the following settings were chosen:

• Degree of parallelism: 1 (Limit by Sodium)
• Memory requirements: 2GiB
• Number of iterations: 5

This results in an approximate run time of 5 s on an Intel
Core i5-6600K with newer processors being presumably faster.

The private key is needed when decrypting an ECF and
when creating an ECF. For the latter it is necessary to add
oneself as a recipient to that ECF, which includes signing
the name. Therefore, ECF.CLI always prompts the user’s
password to load the encrypted private key.

VI. CONCLUSION AND FUTURE WORK

In this paper we introduced Encrypted Container File, a
hybrid-encrypted multi-recipient file structure aimed to store
confidential data and share it with a customizable set of
recipients. Full examples of basic and advanced operations
recipients can perform on an ECF were presented in this
paper. Although we were using a single cipher suite as
described in Subsection IV-B, the file format supports multiple
cipher suites which can be implemented analogously. The PoC
implementation demonstrates this by implementing both SHA-
512 and SHA-256 as cryptographic hash functions resulting in
two different cipher suites.

The full code of the PoC implementation and unit tests for
that code are available at:

https://github.com/Hirnmoder/ECF
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For the future, we plan to add additional cipher suites to ECF.
Additional functionalities are also possible depending on the
feedback we get from the community.
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APPENDIX

A. Generating m− n Obfuscation Blocks

In Subsection IV-F the generation process for the n public
recipient-specific blocks was described. The remaining m−n
blocks serve as obfuscation blocks to hide the true number of
recipients to externals. These obfuscation blocks should not
be random bit strings because there is a possibility that the
outputs of the used algorithms are subject to statistical effects.
This would allow an external party to distinguish between real
blocks and obfuscation blocks and therefore determine n.

To avoid this, we suggest that the m − n obfuscation
blocks are constructed using randomly generated Ed25519 and
X25519 key pairs. The function GenEd denotes the creation
of an Ed25519 key pair and the function ConvertX

(
skEd)

converts an Ed25519 private key into an X25519 key pair. The
following steps are performed for each obfuscation block:
(1) Generate a random key pair:(

skEd
r , pkEd

r

)
← GenEd,

(
skX

r , pkX
r

)
= ConvertX

(
skEd

r

)
.

(2) Compute identification_tag = H
(
pkEd

r ∥Salt
)
[0,...,16].

(3) Generate an ephemeral X25519 key pair:(
skX

e , pkX
e

)
← GenX.

(4) Generate a random AES-256 key:
kAES

r ← GenAES(256) or kAES
r ← RandomBytes(32).

(5) Execute the key agreement algorithm with the private
ephemeral and the random public X25519 keys:
kX

shared = X25519
(
skX

e , pkX
r

)
.

(6) Compute kAES
pre2 = H

(
kX

shared∥pkX
r ∥pkX

e

)
[0,...,32].

Shortening the hash value to 32 Bytes is necessary because
of the used symmetric encryption algorithm AES-256.

(7) Compute kAES
pre1 = kAES

r ⊕ kAES
pre2 .

Provided that the used cryptographic hash function gen-
erates truly random looking bit strings, on can simplify the
generation process to increase runtime performance. The as-
sumption of true random looking bit strings is justified with
the input lengths used in Subsections IV-E and IV-F, see [23].
(1) Generate an ephemeral X25519 key pair:(

skX
e , pkX

e

)
← GenX.

(2) Generate identification_tag← RandomBytes(16).
(3) Generate kAES

pre1 ← RandomBytes(32).
The shortened generation process is used in the PoC imple-

mentation. The number m is randomly chosen in dependence
on n, such that max{8, 2n} ≥ m ≥ n.
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Abstract—Distributed Denial of Service attacks are
among the most common and widespread network
attacks. Due to their nature, they are difficult to de-
fend. Intrusion detection systems, based on machine
learning, are a promising approach to counter this
threat. But to train these systems, data sets with
Distributed Denial of Service attacks are needed. An
implemented Python program, which creates Denial
of Services packets and simulates distributed sending
by multithreading, is presented. Unlike synthetically
generated data with the use of simulators, real network
traffic is generated. This eliminates errors and offers a
better basis of data, as machine learning algorithms
need data that is as error-free as possible in order to
learn efficiently.

Keywords—DDoS; Scapy; Synflood; Udpflood; PCAP;
IDS.

I. Introduction

Distributed Denial of Service (DDoS) attacks are among
the most common network-based attacks and cause major
economic damage. In the third quarter of 2022, the number
of DDoS attacks increased sharply by 90%, compared to
the third quarter of the previous year [1]. Internet of
Things (IoT) devices are particularly vulnerable to these
attacks, as they are accessible via the Internet and usually
exchange data with cloud servers.

Detecting DDoS attacks is difficult, because the attack
packets are indistinguishable from ordinary network traffic
[2] and the packages come from many different sources.
An intrusion detection system (IDS) is usually used to
detect these attacks. However, conventional IDSs are no
longer sufficient for more sophisticated attacks. The use of
an artificial intelligence-based intrusion detection system
(iIDS) is a promising approach to detect DDoS attacks.
But for the development of an iIDS, attack data is needed
to train the iIDS’ machine learning modules. Since real
data is not easily available and not classified, generated
data is mostly used. Therefore, this paper presents an
approach to generate real training data using Python and
Scapy. It aims at a possible solution to the following
question: How can DDoS network data on IoT devices
suitable for machine learning be generated?

The paper is structured as follows: in section 2, the
related work is introduced, in section 3 the theoretical

foundations are shown, then our methods are presented
in section 4 and the results are shown in section 5. Section
6 contains the discussion of the results. Subsequently, in
section 7, we draw a conclusion and in the end in section
8, an outlook is given.

II. Related Work

Singh et al. [3] use the network simulation software NS2
to generate a network of 8 clients. They generate network
traces of attack data, which consists injected packets,
mixed with an attack based on a DDoS dataset. Through
this dataset, a DDoS attack of 130 attack hosts on one
target is generated for the duration of 50 seconds with a
maximum throughput rate of 90,000 bps.

Arora and Dalal [4] use NET stress, a network stressing
tool to introduce DDoS Attacks. They generate TCP, as
well as UDP connections and carry out UDP flood and
IGMP Flood attacks for the duration of 50 secs and 38
secs while benchmarking the network performance.

Baly et al. [5] use the graphical networksimulator GNS3
to create a topology of a webserver, three computers and
one intruder with a Kali Linux distribution. The intruder
carrys out DDoS attacks, captured by wireshark as pcap
files.

Alzahrani and Hong [6] use the OMNET++ network
simulator to generate DDoS attack network traffic in
a simulated cloud environment. They generate various
DDoS scenarios: Synflooding, HTTP flooding and UDP
flooding. In addition, they generate non-intrusive traffic.

In contrast to the synthetically generated network traf-
fic, with the use of simulators, we generate real network
traffic. Generating network data synthetically has some
potential sources of error. These are eliminated by per-
forming the DDoS attacks in a real network environment.
Furthermore, we can conduct attacks with longer dura-
tions and more individual attack hosts.

III. Theoretical Foundations

This section lays the theoretical introduction for DDoS
data generation with Python using our method.
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Fig. 1. UDP flooding

A. Denial of Service
Denial of Service (DoS) attacks aim to make a service

unavailable, that is accessible via the Internet, unusable
for legitimate visitors [7]. A distinction is made between
two different attack categories, on the one hand attackers
can aim to overload the network and hardware resources,
for example bandwidth, memory and CPU cycles of the
target, on the other hand, the behavior of the network
protocols used, for example TCP or UDP, can be abused
[8]. In the case of a successful attack, the entire resources
of the attack target or protocol instance are consumed
by the attacker and legitimate requests can no longer be
processed [9].

B. Distributed Denial of Service
DDoS attacks use the DoS techniques with the help of

many attack hosts. The attack hosts are devices, accessible
through the Internet, which are infected with malicious
code and involuntarily participate in the network attacks
[8].

C. Anatomy of DDoS Attacks
Most DDoS attacks (64% in 2022) exploit the Trans-

mission Control Protocol (TCP), followed by the User
Datagram Protocol (UDP) with 22% [10]. The motivation
of most DDoS attacks is political or economic. In so-called
ransom DDoS attacks, cybercriminals blackmail their tar-
get into paying a ransom or holding out the prospect of
a DDoS attack. The most commonly targeted industry
segments include the aviation industry, government in-
stitutions, telecom facilities and media houses. The most
frequent attacks occurred at intervals of ten to twenty
minutes, followed by attacks lasting one to three hours
[11].

D. UDP Flooding
UDP defines a minimal network protocol for connec-

tionless data transfer with no guarantee of complete and
correct data transfer. Applications create an UDP header
for their data and transfer it via Internet Protocol (IP).

This DDoS attack variant uses a large number of packets
to exhaust the hardware resources of the recipient. Ac-
cordingly, UDP flooding attacks belong to the first DDoS
category. To carry out the attack, a high volume of UDP
packets with spoofed IP address is sent to random ports

of the target. UDP implementation on the receiver side
searches for the corresponding application that accepts
UDP packets on the addressed port. If no application
is found, it responds with an Internet Control Message
Protocol (ICMP) error message [12]. Figure 1 depicts the
sequence of an UDP flooding attack. By permanently
addressing different ports, it is ensured that the recipient
sends such ICMP error messages. The attack is successful
when the volume of malicious packets is such that the
victim’s bandwidth is consumed and legitimate requests
cannot be answered.

E. SYN Flooding
Besides UDP flooding attacks, synchronize (SYN) flood-

ing attacks are the most common type of attack. They
exploit TCP, and thus belong to the second category of
DDoS attacks. TCP provides reliable, bilateral data trans-
mission between two network-enabled applications. Data
is transmitted as TCP segments over the IP. Checksums
and the division of data into sequences ensure a complete
and error-free transmission. As in the event of an error,
individual TCP segments are sent again [13].

A TCP connection is described by two sockets and is
uniquely identifiable by its parameters: socket 1 source
IP address, source port and socket 2 destination IP
address and destination port. The data to be sent is
divided into TCP segments, each of which is assigned a
sequence number, to ensure correct data transmission. For
this purpose, the window size is defined within the TCP
header as a set of data, after which the recipient checks
it for completeness and acknowledges it. In addition,
various control bits can be set as flags, for example, for
the establishment or termination of the connection [13].

Connection setup: A TCP instance with no active
connection is in the LISTEN state, while waiting for
incoming connections. The connection between two TCP
instances is established by a 3-way-handshake (see Figure
2), to synchronize the sequence numbers [13][14]:

1) Host A sends a packet with a random inital sequence
number x and the SYN flag set.

2) Host B responds with a set SYN and ACK flag,
acknowledges the sequence number of the first mes-
sage ACK number = x+1 and its own random inital
sequence number y. A half-open connection now
exists. The state of the connection changes on the
receiving host from LISTEN to SYN-RECEIVED.

3) Host A acknowledges the message from Host B
with ACK number = y + 1 and set ACK flag. The
connection between the two hosts is now active and
has the state ESTABLISHED.

SYN flooding is a DoS attack on a host with a TCP
instance. The goal of the attack is to create so many half-
open TCP connections on the attacked host that no more
legitimate requests can be accepted. For each incoming
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Fig. 2. TCP 3-way-handshake

attacker connection request, a TCP connection must be
stored in the backlog queue with its state. The attacker’s
goal is to overflow this storage structure and prevent
legitimate connections from being accepted. To perform
the attack, a host opens a TCP connection by sending a
synchronize packet. The destination responds with a SYN-
ACK packet.

The state of the connection changes from LISTEN
to SYN-RECEIVED. These connections are stored in
the backlog, where the connections dwell until the
sender acknowledges the receiver’s response or the SYN-
RECEIVED timer expires. But as the attack hosts are
spoofed, they never acknowledge the connection. The
attacker is aiming to completely block the backlog. The
TCP standard does not define a universal approach for
a full backlog. Common implementations now ignore new
requests or remove the oldest requests from the backlog.
However, an attacker with enough resources can still con-
tinuously overfill the backlog.

IV. Methods
To generate the DDoS network traffic, a Python pro-

gram was implemented that uses the Scapy library, to cre-
ate network packets. Using Scapy, the packet parameters
can be set individually. This allows spoofing of the source
IP and source Media-Access-Control (MAC) address. In
addition, network packets of different protocols can be
generated, to realize the two DoS attacks described above.
UDP packets on the one hand, and TCP packets with the
SYN flag set, on the other hand.

A. Test Setup
To generate the DDoS network data, a test environment

(see Figure 3) was installed with a selection of different

IoT devices as attack targets: Amazon Echo 2 and smart
cameras from the manufacturers Antela, Nedis, SV3C and
Tapo.

These devices are located in a Wi-Fi network created
by an Unifi Access Point nanoHD. The Wi-Fi network is
integrated into the network created by an Ubiquiti Edge
Router via an Unifi Switch Flex Mini. The IoT devices
gain access to the Internet via this router.

To record the data traffic, a tcpdump instance runs on
the Unifi Access Point nanoHD. This instance intercepts
the Wi-Fi internal data traffic via its network interface.
The tcpdump recording runs continuously to capture both,
normal network traffic from the IoT devices, and attack
traffic. To perform attacks on the IoT devices, the attacker
connects to the Ubiquiti router.

Fig. 3. Network diagram of the test environment

B. Implemented Python Program
The objectdiagram of the implemented Python DDoS

data generation program can be seen in Figure 4. DDoS
attacks are carried out in two stages. In the first stage, the
attack is planned. Either manually or randomly generated
attacks are planned automatically, for which an attack
planner class has been written. In both cases, a target is
selected from the IoT test setup, then an attack protocol,
either synflooding or updflooding is selected. Next, the
attack host network is planned. Each host is identified
by a combination of a spoofed IP address, as well as
a spoofed MAC address. The number of hosts and the
number of packets, to be sent per host, is specified. The
planned attack is written to a comma-separated values
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Fig. 4. Objectdiagram of the implemented Python DDoS data generation program

file that serves as persistent storage. After the attack
planning is completed, the attack packets are created by
a PacketWriter class with the help of Scapy and written
to a pcapng file.

In the second stage, the actual attack is carried out
by the pcapsender class. The previously created pcapng
files are read into the Random Access Memory (RAM)
by Scapy. A threadpool is created depending on the cpu
count of the attacker PC. The read packets are divided
into chunks for parallelized transmission, depending on
the number of cpu cores used. Afterward, the packet
chunks are passed to tcpreplay by Scapy and processed
in parallel.

C. Packet design
On ISO OSI Layer 2, both packet types have a spoofed

MAC address. In ISO OSI layer 3, both types of packets
contain a spoofed IP address which ensures that no IP
addresses from private areas are used. Additionally, this
layer contains the destination address of the attack target.
ISO OSI Layer 4 is individually designed according to
the attack protocol and contains either the UDP or TCP
header.

The depicted Python function (see Figure 5) of the
PacketWriter class takes a host dictionary from the
previously created host network, the attack target IP
address and its TCP port as parameters. A TCP packet is
generated from the transferred data, the spoofed sending

def createSYNpacket(self, host,
target_IP , target_PORT):

src_MAC = host.get("src_MAC")
src_IP = host.get("src_IP")
src_PORT = host.get("src_PORT")

seqN = random.randint(0, 65535)
rndm_raw = random.randint(1,1453)
payload = Raw(b’SYNFLOOD’ + b’X’∗rndm_raw)

packet = Ether(src=src_MAC)
/ IP(dst=target_IP , src=src_IP) \
/ TCP(sport=src_PORT, dport=target_PORT ,
flags="S", seq=seqN, window=0)\
/ payload

return packet

Fig. 5. Python function for TCP synchronize packet creation

parameters are taken from fields of the host dictionary.
A random sequence number is generated for the TCP
header. The payload receives a binary coded flag and
is provided with a random payload length to increase
the variance. Finally, the synchronize flag is set and
the window number is defined with 0. The package is
assembled layer by layer through Scapy and returned to
a packet list.
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Analogous to the createSYNpacket function (see Figure
5), the Python function createUDPpacket creates UDP
packets. The spoofed sending parameters are taken from
a passed host dictionary. The sending port is randomly
assigned for more variance. Likewise, the destination port
is randomized to ensure that most packets do not reach
an UDP application by chance. The payload contains a
binary encoded flag to mark the packet as an attack packet
in the context of data labeling. In addition, the payload
is padded with a random length of binary characters to
increase the variance of the packets.
D. Packet sending

For sending, Scapy passes the prepared packages to the
tcpreplay instance, installed on the attack computer.
This creates a temporary pcapng file. This process is the
bottleneck of the program, besides the number of threads.
However, a loop factor can be defined, so that the same
packet is sent several times. This can increase the speed, at
the expense of variance. In the case of UDP flooding, this
is less serious, since only the payload length represents an
increase in the data set. Whereas with the synchronize
packets of a synflooding attack, additionally, the same
sequence number is sent. This accumulation can also occur
in DDoS attacks by real botnets, depending on how the
flooding function is implemented. If the loop factor is used,
the packet transmission rate increases continuously, since
the packets which are read from the temporary pcap file
can be stored in the RAM.
E. Data Processing

The records created by tcpdump are exported and
processed at cyclic intervals. The network data set can
thus be continuously expanded. These pcaps are then
read and processed by another Python program. Attack
packets are marked as such and labeled with the type
of DDoS attack that the data set is suitable for super-
vised learning procedures. The Python library Scapy is
also used for this purpose; its rdpcap function reads in
the recorded packets and converts them afterwards into
Python dictionaries. Each dictionary is extended by the
fields intrusion (boolean) and attacktype (string, SYN-
FLOOD or UDPFLOOD), this implementation allows an
easy extension with further attack variants in the future.
For each packet, it is checked, if the payload contains an
intrusion flag. If the test is positive, the intrusion flag is
set and the attacktype is noted. If the test is negative, the
intrusion flag is set to false and the attacktype is set to
none. Optionally, the intrusion flag can be removed from
the payload. Otherwise, the payload should not be used for
evaluation by machine learning. Finally, the now labeled
package dictionaries are inserted into a SQL database for
further use.

V. Results
This section describes the results of the generated DDoS

data by the implemented Python program. It generates

TABLE I
DDoS attack effects on IoT devices

DDoS effects on IoT Devices
IoT device Attack type Effect
Amazon Echo synflood success
Amazon Echo udpflood no success
Nedis Cam Gray synflood success
Nedis Cam Gray udpflood success
Tapo Cam C100 synflood success
Tapo Cam C100 udpflood success
Antela Speed Cam synflood success
Antela Speed Cam udpflood no success
Nedis cam white synflood success
Nedis cam white udpflood no success
SV3C camera synflood success
SV3C camera udpflood no success

DDoS attack data of the two most common DDoS variants.
Continuous data logging in the test environment generates
records of idle network traffic intermingled with the net-
work traffic of DDoS attacks. As a result, the records also
contain the beginning and ending of the attacks. This is
important to train machine learning applications on attack
detections.

The following impact of the attacks on the IoT devices
could be observed. The SYN flooding attacks were suc-
cessful in every case. The devices were unreachable within
a few seconds up to a maximum of 60 seconds, for the
duration of the attack. Table I depicts the measured effects
of the DDoS attacks on the IoT devices.

UDP flooding attacks did not cause every device to fail.
This is probably because the IoT devices do not process
incoming UDP packets, they ignore them and therefore do
not allocate resources.

VI. Discussion
This section discusses the research question defined

at the outset. To generate realistic DDoS network data,
the attacks carried out must mimic real DDoS botnets.
An adequately large host network must be simulated
for this purpose. Each of these hosts has an individual
combination of spoofed IP and MAC addresses. This
means that the network traffic reflects a large number of
senders, even though the packets are sent from the same
attacking host. This ensures a high variance in the data
captured.

The following points address the requirements for the
generated data:

1) Packets: Care is taken during packet generation
to ensure that valid packets are generated for the
protocol in question. This is ensured by evaluating
the tcpdump captures. Malformed packets can be
detected and corresponding errors have to be fixed,
to generate a record of real network traffic.

2) Distribution: To simulate not only DoS attacks,
multiple packets are sent simultaneously by using
parallelization with threads.
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3) Attack duration: Various attack scenarios are sim-
ulated. The attack duration takes place in intervals
ranging from ten minutes to several hours. Weighing
whether to maximize the attack quantity or to follow
the parameters as described in the section Anatomy
of DDoS Attacks.

4) Non attack traffic: In order to generate qualitative
datasets, it is important that the network recordings
do not only consist of attacks. So, idle communica-
tion of the IoT devices is also recorded.

VII. Conclusion
Finally, we evaluate the advantages and limitations

of generating DDoS attack data with the implemented
Python program.

A. Advantages
The required type and scope of attacks can be defined

individually as part of the attack planning process. This
allows data sets to be created according to the user’s needs.
For example, very long attacks or many attacks, in short
succession, can be carried out.

Unlike synthetically generated data, the actual sending
of the packets ensures that the network data is correct
and error-free. In addition, the network behavior during
the attack is authentic. There are fewer potential sources
of error in contrast to synthetically generated data, for
example, by network simulators. Also in distinction from
available DDoS data sets, the data can be generated
variably and adjusted according to individual needs.

If a physic attack network were to be implemented for
DDoS data generation, this would be accompanied by
high material costs for the hardware. In contrast, the
implemented Python program is a cost-efficient solution
for data generation [15].

B. Limitations of DDoS Python implementation
The DDoS attack program is limited by the number of

threads on the attack host. Real DDoS botnets include sev-
eral thousand hosts. This is not feasible by multithreading
with a single attack host. The data transfer rate with the
Python program is also lower than in a DDoS attack with
a resource-strong botnet.

C. Augmentation of the training data
For the purpose of training data generation, augmen-

tation techniques are used to extend or adapt the exist-
ing training data set. The main weakness of the DDoS
program is the limited simulatability of a large botnet.
Therefore, it is a good idea to first generate a set of
realistic DDoS attack datasets as large as possible and
then use data manipulation to adjust the training data.
Each packet in the network record has a timestamp at
which it is captured.

By manipulating the timestamp, multiple attacks that
occurred in succession can be combined into a parallel
attack to represent a larger attack. This is only limited

by the number of spoofed hosts. Augmentation can be
done either as part of the package labelling process or
retrospectively in the SQL database.

D. iIDS for defending against DDoS attacks
DDoS attacks are difficult to defend against, and exist-

ing defenses and prevention measures can be largely mit-
igated by the attacker. An iIDS is a promising approach.

It usually consists of various modules, which can detect
network anomalies based on machine learning techniques
and deviations from the usual network traffic of IoT
devices. In addition to anomaly detection, the iIDS can
classify attacks and distinguish between DDoS attacks and
man-in-the-middle attacks [16]. In order to develop an own
iIDS, extensive training data is needed. The implemented
and described Python program is an approach to generate
this training data.

VIII. Outlook
The Python program can be extended to include other

DoS attack variants. Scapy allows the variable creation
of any network packet. This allows ICMP flooding
and HTTP flooding to be implemented. It is planned
to split the attacks across multiple physical hosts to
create a real distribution, in addition to the simulated
distribution through multithreading. For this purpose,
several Raspberry Pis are used to perform simultaneous
attacks on a target. Subsequently, a larger field trial will
be conducted to scale the data generation to a larger
scale. Adding more attack hosts to the experimental setup
gives a true distribution of the attack. In conjunction
with multiple threads, this approaches a larger botnet.

To validate the generated data, it is planned to replicate
publicly available DDoS datasets. Similar host quantity
and variance will be used, also the packet quantity can
be replicated. However, the packet transmission frequency
is limited by the hardware on which the Python program
runs. For further validation, we plan to create a test setup
with an available IDS and train it with our data. This will
allow us to compare the results of our system with the
available one.
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Abstract—The current transformation in the automotive indus-
try is leading to new technologies with a higher software content,
a higher degree of networking, and connections to cloud services.
This development leads to an increase in the attack surface and
the potential extent of damage. ISO/SAE 21434 and UNECE
WP.29/R155 were published to address this development. The
ISO/SAE 21434 proposes fuzz testing as a measure. In fuzzing,
so-called fuzz data is generated and transmitted to a device under
test to identify previously unknown and known vulnerabilities.
This approach is already being used very successfully in other
industries. But in the automotive sector, some challenges arise
when testing hardware-related electronic control units. These
include the fact that the internal system structures are often
poorly known or not known, as well as the severely restricted
access and hardware limitations for monitoring. One way to solve
these challenges is to use side-channel information to monitor the
device under test. Such information includes power consumption,
temperature, and noise levels, for example. In this paper, we
present a fuzz testing experiment to determine anomalies, data,
and requirements for analyzing various side channels. Basic
procedures were used to generate the fuzz data. Monitoring of
the device under test was performed manually at the beginning.
In addition, a side-channel measurement system with various
measurement devices and a test setup are presented. Based
on the identified fuzz messages, the behavior of the respective
side channels during the abnormal behavior is analyzed and
described.

Keywords—Fuzzing; Fuzz Testing; Automotive; Cybersecurity;
Side Channel Information; Measurement System.

I. INTRODUCTION

The four major themes of future mobility - Connected,
Autonomous, Shared, and Electric - have brought a trans-
formation in the automotive industry [1]. New technologies
with high software content and a high degree of networking
have become established. In addition to the added value,
however, this also leads to new risks. The vehicle has evolved
into a highly networked system which is connected with
multiple cloud services, and whose attack surface has grown
significantly. This has increased the probability of becoming

the target of an attack on cybersecurity. In the past, attackers
had to gain physical access to a vehicle to manipulate it.
Today, remote access to a vehicle can be carried out through
a communication channel or a cloud backend. In addition to
increasing the probability of occurrence, this also means that
the extent of damage is significantly greater because attacks
could be extended to fleets of vehicles.

In recent years, the international standard ISO/SAE 21434
and the european standard UNECE WP.29/R155 have been
developed to address this issue [2][3]. The ISO/SAE 21434
defines a framework of technical requirements for cyberse-
curity and risk management to ensure the cybersecurity of
motor vehicles throughout their life cycle. It covers concepts,
product development, production, operation, maintenance, and
decommissioning of Electric / Electronic (E/E) vehicle sys-
tems. A test method proposed by ISO/SAE 21434 that is
suitable for automated execution is the so-called fuzz testing.
It is already used successfully in other industries and makes it
possible to identify even previously unknown weaknesses and
vulnerabilities [4]. A fuzz tester generates so-called fuzz data
and transmits it to the System Under Test (SUT) or Device
Under Test (DUT). Some fuzzers look for faults and anomalies
while the SUT/DUT processes the fuzz data. The goal is to
find out what fuzz data causes unwanted system behavior. The
data is then analyzed to see if there is a vulnerability. To use
fuzz tests automatically and efficiently for automotive systems,
it is necessary to detect abnormal behavior of the DUT. This
is particularly difficult for automotive Electronic Control Unit
(ECU) because there is often little or no knowledge of the
internal processes during testing. In addition, their monitoring
is a challenge due to highly restricted access and hardware
limitations. So-called black box methods are therefore partic-
ularly relevant in the automotive sector. Compared to white
box or grey box methods, no initial information about the
DUT is required.

The main goal of the paper is to improve black box protocol
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fuzz testing for hardware-based automotive systems using side
channel information. For this reason, the following research
questions are addressed:

RQ1: How can fuzz messages be found which have led to
abnormal behavior?

RQ2: Which side channels are suitable to use for automo-
tive ECUs?

RQ3: How can this side channel information be measured
and used?

The structure of the paper begins with related work in
Section II. Section III presents the general conditions of an
experiment and its setup as well as its results. In Section IV, a
side channel measurement system is described that is designed
to solve the challenges of hardware-based fuzzing. The paper
ends with a conclusion and future work in Section V and
Section VI.

II. RELATED WORK

During fuzz testing of complex and networked vehicle
systems, obtaining information about the state of the ECU
is difficult. The main reason for this is that access to the
ECU is limited and very few information channels are open
or available. One method for monitoring during fuzz testing
is the so-called side channel information, which has already
been successfully used in other areas.

A. Side Channel Analysis

Side channel analysis is a technique for detecting vul-
nerabilities in a system by analyzing information that can
be measured through side channels. D. Agrawal et al. [5]
present multichannel attacks, i.e., attacks that use multiple side
channels. These attack types use more than one side channel,
e.g., energy and Electromagnetic Fields (EMF), in parallel.
Based on their analysis, they show that using multiple channels
is better for template attacks by experimentally demonstrating
a threefold reduction in error probability. In this work, the
transfer to ECUs was performed by connecting a large number
of side channels. In particular, the analysis of the temperature
and electromagnetic radiation of the power showed clear
results for reverse engineering cryptographic functions [6][7].
Therefore, the application of these side channels found use in
our setup right at the beginning.

B. General Fuzzing

As stated in Section I, fuzzers can be classified into three
test procedures based on their knowledge about the system:
black box, grey box, and white box fuzzing [8][9]. The
following papers present various fuzzing approches from the
diffrent test procedures.

M. Böhme et al. [10] present a comprehensive synthesis
of the open challenges and opportunities associated with
fuzzing and symbolic execution techniques. These problems
were identified through a discourse between researchers and
practitioners during a Shonan meeting and confirmed by a
follow-up survey. They used the term human-in-the-loop for
an issue, defined as the work effort that an test auditor has

to perform within a semi-automatic fuzzing loop. This was
also confirmed by their survey, where 71% of the participants
indicated that there is potential to improve the automation of
such fuzzing mechanisms. As we move forward, we focus on
addressing this issue by automating most of the evaluation
steps with Artificial Intelligence (AI) in our future work.

L. McDonald et al. [9] synthesize the current state of the art
in fuzzing approaches, classify these approaches, and highlight
key insights into the current state of research as well as current
challenges. After comparing the current state of the art in
fuzzing methods, including hybrid fuzzing, which combines
a static analysis of the program and the discovering of bugs
during runtime, symbolic execution, which discovers new exe-
cution paths by tracking symbolic inputs and machine learning
approaches. They continued their future work by highlighting
the threats associated with the transition to cyber-physical sys-
tems, such as fully automated cars and smart power grids. They
presented several options that extend fuzzing as a useful test
technique. In the context of embedded systems, they explained
that fuzzing using side channels is a suitable mechanism to
make black box testing more efficient. In Section II-C we
will focus on these approaches and afterward try to research
adaptions to the automotive sector in Section II-D.

C. Side Channel Fuzzing

The increasing popularity of efficient fuzzing methods in the
embedded systems domain is leading to the identification of
new barriers to test automation. These often include a lack
of Input / Output (I/O) capabilities, limited computational
capacity, and the lack of an operating system in most cases
[11][12]. In combination, this results mainly in a black box
view of the system. However, in order to implement the three-
stage process of fuzzing and thus guarantee a higher level
of fault detection, feedback information in the form of side
channels has to be applied. These can subsequently be supplied
to the fuzzer as input in order to be able to continuously adapt
to subsequent test cycles. P. Sperl et al. [11] present a new
approach to extract feedback for fuzzing on embedded devices
using the information on the power consumption leaks. They
carried out their proof of concept by fuzzing synthetic software
and a lightweight Advanced Encryption Standard (AES) im-
plementation running on an ARM Cortex-M4 microcontroller.
Focusing on detecting various vulnerabilities in an ECU and
combining different side channels, less cryptographic analysis
of side channel information was completed and more emphasis
was on detecting unexpected anomalous behavior.

D. Fuzzing of Automotive ECUs

The implementation of fuzzing within the Controller Area
Network (CAN) protocol is an area that has already been
widely represented. The publication by P. Patki et al. [13]
discusses the importance of penetration testing (pen test-
ing) in finding vulnerabilities in enterprise and automotive
networks. The proposed fuzzing tool uses a mutation-based
approach for invalid input creation for CAN. The mutation-
based approaches use seeds, which are initial inputs, and then
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modify them according to a mutation algorithm. According
to H. Lee et al. [14], no form of prior knowledge was
necessary for fuzzing the CAN protocol. They describe a two-
step process that involved, on the one hand, scanning and
analyzing the CAN traffic on the CAN bus and, on the other
hand, forming completely randomized messages. The packets
were injected into the CAN bus via a Bluetooth interface.
They were able to attack sophisticated ECUs and change
the behaviors of the vehicle. Without intelligent mechanisms
for automated evaluation, these procedures require a high
degree of manual observation and analysis. We are trying to
improve process capability by introducing a fully automated
cycle for test automation. M. Dunne et al. [15] introduced
a so-called hardware-in-the-loop system for fuzzing a CAN-
connected system. For this purpose, monitoring of the power
trace was implemented as a side channel. They demonstrate
that this black box approach can be used to detect responses
to messages.

In summary, through our extension of the side channels,
which are specified in Section IV, and the resulting enrichment
of the system’s feedback information, we aim to increase
the coverage of detectable error sources and vulnerabilities.
Through the automated cycle, we take the approach of reduc-
ing manual analysis to increase data throughput and speed.

III. EXPERIMENT

In this Section, we describe the implementation of the
fuzzing experiment and its results. It was conducted to collect
anomalies and data for later evaluation of the side channels.
Furthermore, requirements for the implementation of a fuzzer
are collected during the execution. The fuzzing of the CAN
channels of an automotive ECU is started. In this process, the
ECU was observed manually and with basic analysis methods.
An anomaly was detected when the ECU behaved in a way
that deviated from the normal operating state.

A. Hardware Setup

In order for the experiment to be carried out, the hardware
must first be connected to the automotive ECU. Therefore,
it must be supplied with voltage on the one hand and the
CAN bus must be connected to a computer on the other.
For the connection between the computer and the CAN bus
of the ECU, a so-called CAN-to-Universal Serial Bus (USB)
interface was used. Specifically, the OWASP Automotive EMB
60 was used, which is available as an open-source project [16].
Therefore, hardware and software can be accessed. It provides
two Controller Area Network Flexible Data Rate (CAN FD)
channels connected via a single D-sub 9 connector. Connection
to the computer is via a USB 1.0/2.0 type B connector.

As shown in Figure 1, in addition to the computer and
the CAN interface, a laboratory power supply is also needed
to ensure the supply voltage of the control unit. To connect
these, the corresponding connection pins on the control unit
for Voltage Common Collector (VCC) and Ground (GND)
were measured with a multimeter. These were then wired to
the laboratory power supply with VCC and GND. A residual

Figure 1. Hardware Setup.

bus simulation or similar is not required for the control unit,
as it is integrated into a dedicated experimental setup.

B. Fuzzing Test

For carrying out the fuzzing test, some software is also
required on the computer. A Linux distribution serves as the
operating system. To use the CAN-to-USB interface, the kernel
interface SocketCAN is utilized. To be able to run SocketCAN
via the Linux console for the CAN functionality, the package
can-utils is installed. The Python programming language is
suitable for programming fuzzing scripts. The Python package
python-can enables the CAN functionality.

At the beginning of the experiment, so-called random
fuzzing was implemented with the Python library python-can.
Randomly generated CAN frames were sent to the ECU. In
addition to the basic random fuzz tests, protocol-specific areas
were analyzed and tested with random values according to
the limits. The random analysis of individual features and
communication paths of the CAN protocol already provided
initial results. The monitoring of the system behavior was
carried out manually during the experiment. For this purpose,
the dedicated experimental setup of the ECU was observed,
equipped with several infotainment displays and an instrument
cluster. These indicate changes when the fuzzy CAN frames
are sent. Moreover, the breakdown of the displays indicates a
potential crash of the system.

In addition to the self-implemented random fuzzing, tests
were also carried out with Scapy. Scapy is a python library,
which is utilized for the manipulation and analysis of network
packages. Caring Caribou, which is an open source fuzzer,
was also used to identify anomalies. Its fuzzer module has
three modes for generating fuzz data: Random, brute, and
mutate. Besides generating fuzz data, Caring Caribou also has
a function to identify messages that have triggered anomalous
behavior. For identification, the transmitted fuzz messages are
played back block by block. The user can indicate whether
the observed behavior occurred in a block. If this is the case,
the block is divided into smaller blocks and replayed. This
process continues until the message is identified [17][18].

The fuzz messages identified and classified as anomalies
form the basis for further work. With the help of the detected
abnormal behaviors, the side channel information can be
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analyzed and training data for AI models can be generated.
Identifying the relationship between a fuzz message and
the associated abnormal behavior proved to be very tedious
without a monitoring system. Therefore, an improvement is
necessary through the monitoring of side channels.

IV. SIDE CHANNEL MEASUREMENT SYSTEM

The optimization of new application-oriented fuzzing mech-
anisms for automotive ECUs, as well as the consideration
of these hardware-related systems as a black box, requires
the extraction of information through the connection of side
channels. Previous methods and applications of fuzzing often
involved the self-performed observation and evaluation of
system responses to classify a vulnerability based on the
results. To ensure a standardized and secure development
process according to ISO/SAE 21434, an automated approach
is essential. Only an automated evaluation and adaptation
of the fuzzing and its results enables a high coverage of
the detectable vulnerabilities. Based on the assumption that
the efficiency and correctness of our fuzzing unit increase
proportionally with the amount of information that can be
extracted from the system in the form of side channels, we
used further side channels for the analysis of the DUT in
addition to the established analysis of the power traces.

Figure 2. Side Channel Measurement.

Figure 2 shows our setup with the measuring devices in-
cluded. The ECU is visible in the center, which is connected to
the rest infotainment system and to the side channel measuring
devices. These are described in the following sections. In
addition to the measurement setup, the Grafana dashboard can
also be seen, as it is described in more detail in Section IV-G.

A. Power

The analysis of power traces as a side channel achieved
remarkable results, especially in the field of cryptography.
For reverse engineering applications, the analysis of this side
channel proved to be a useful instrument to draw conclusions
about program structures and functional flows. In the context
of fuzzing and the consideration of the DUT as a black box, the
detection of anomalies in the power trace and the interpretation
of the fuzzer’s input serve to uncover vulnerabilities.

The acquisition of the power trace is done by connecting
an oscilloscope. The current intensity is measured, which the
control unit requires during the input phase of data generated
by the fuzzer. With randomized fuzzing, it was already pos-
sible to identify a bug by the history of the measurement of
the power consumption and the voltage. The visualization in
Grafana shows a drop in voltage, which was related to the
simultaneous crash of the infotainment displays. After a few
seconds, an automatic reset of the ECU could be detected in
the measurement. After the restart, the voltage, as well as the
power consumption, fluctuated from the normal state.

B. CAN

In addition to the physical data, software, and protocol-
specific data can also be recorded. This data is not measured
via a sensor but is directly acquired by the system or the
communication protocol. In the case of the CAN protocol,
several side channel features can be calculated. These include
bus load, message frequency per ID, or bit flip rate. These
metrics are added to the data stream as measured values.

When monitoring the DUT during fuzz testing, the side
channel features of the CAN are used to detect changes in
communication behavior. For example, when analyzing an
anomaly, the bus load was found to dip and then return to
normal shortly thereafter.

C. Thermal Image

The use of infrared images is increasingly applied in a
wide range of applications. Due to the rich information
content paired with the wide range of areas of application,
the use of infrared images proved to be a good tool for
the detection of anomalies. Usually, reference values in the
form of patterns within images or plain temperature values
are used to successfully detect an anomaly. For the adaptation
to embedded systems and especially ECUs in the automotive
domain, preparations have to take place in the way of exposing
components of interest. By exposing components and so-called
regions of interest, the focus of anomaly detection can be
explicitly set on CAN-related components, for example.

Using direct fuzzing on specific areas of the CAN pro-
tocol, significant differences in the heat signatures could
already be detected manually. Unusual temperature patterns
were measured in the area of the CAN controller and the
Central Processing Unit (CPU). The temperature increased
significantly compared to the normal state.

D. Temperature

The need to expose components leads to a reduction of
the potentially measurable area. In order to compensate for
this limitation of the thermal camera, temperature sensors
offer a remedy. By subdividing the DUT into measuring
ranges and placing individual sensors in a controlled manner,
maximum measurement coverage of relevant areas can be
achieved. Combined with visual patterns, a larger data space
for the temperature side channel is created, facilitating the
contribution and application of AI techniques.
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Like the detection by infrared images described previously,
the same effect could be measured by the stationarily installed
temperature sensors. A clear increase could be analyzed, which
also deviates considerably from the normal state.

E. Visual Image

The input to an ECU by fuzzer-generated messages pro-
duces different reactions depending on the communication
protocol and the task of the ECU. Manual examination of
the ECU’s response and reaction to fuzzer-generated messages
allows an anomaly to be accurately detected, yet the effort
involved is too high. Visual and automated examination by
connecting a camera that monitors the system can substitute
this process. The functionality for anomaly detection is limited
to the detection of movements, changes in structure, and other
visual features. Relevant values for recording are the image
sequence, which was identified as an anomaly, and a value
that indicates an anomaly.

As described in Section IV-A, it was possible to see a
parallel to the crash of the displays and an anomaly within the
measurements. This connection could be created by perform-
ing an observation of the outputs on the displays of the test
bench. Through automated observation and anomaly detection,
the following anomalies, brought about by random fuzzing,
could be detected. Firstly, flickering and abnormal changes in
driving modes could be detected. Secondly, repeated crashes
could be detected by the camera.

F. Acoustic

Besides the already mentioned side channels, there are also
indicators that can be recorded via the acoustic channel. The
rotation of the ECU fan can indicate the processor load. After
all, as computing power increases, so does the temperature
of the CPU, which is cooled by the controller’s fan. Conse-
quently, an unexpectedly high fan speed is synonymous with
a code execution anomaly. Since the fan produces a certain
noise depending on the workload, measuring this noise is a
way to draw conclusions about the fan’s speed. Noise and other
irritations can be avoided by placing a microphone next to the
fan. The rotation and resulting noise of the fan thus represent
the dominant frequency in the measurement. This can then be
isolated and analyzed without adding other noise. Performing
fuzzing randomly also led to the detection of an anomaly in
the fan’s measurement. When the anomaly occurred, the fuzzer
gradually increased the speed of the fan. The increase in speed
from normal was not stopped when the anomaly occurred.
Accordingly, the fan remained in this mode even after several
hours without resetting.

G. Visualization

The connection of a wide variety of side channels led to
increased complexity in the evaluation of the combined side
channels. The uniform and central data collection as a data
lake is the basic building block for subsequent analyses. The
data lake was implemented in the form of an Influx database,
which enables the transfer of measured values in near real

time. Based on the visualization of the data with Grafana, as
shown in Figure 3, first explorative analyses can be performed
on the measurement data. In this way, initial findings could
be obtained. In addition, the centralized data storage achieves
preparation for further analysis methods for anomaly detection
(Machine learning and deep learning).

Figure 3. Power Consumption Widget of Grafana Dashboard.

Figure 3 represents exemplary the visual processing of the
measured power consumption as a time series. A visually
identifiable anomaly can be seen within the depicted time
frame. The fuzzing of the ECU started at time 12:36:30
and caused a shutdown, which triggered at time 12:37:40.
After rebooting the ECU, a normal condition could not be
established. This anomaly can already be detected by apply-
ing simple algorithms within the measurement system and
offers the possibility to generate a dedicated feedback for the
fuzzer. In addition to the various physical side channel data,
CAN messages are also recorded to find correlations between
anomalies and received messages.

V. CONCLUSION

The current turnaround in the automotive sector is leading to
the introduction of new technologies with significantly more
software and connectivity. This increases the attack surface
and the damage potential. One standard that counteracts this
development is ISO/SAE 21434, which regulates the cyber-
security of vehicles over their entire life cycle. One of the
measures it proposes is fuzz testing. In other industries, fuzz
tests are already being used very successfully. However, in
the automotive sector, some challenges arise due to hardware-
related ECUs.

The approach taken in this paper aims to solve these
problems using side channel information processing. These are
already being used successfully in several areas. Therefore, the
Section on related work has been divided into the following
structure: side channel analysis, general fuzzing, side channel
fuzzing, and fuzzing of automotive ECUs. In the subsections,
various relevant approaches have been discussed, which are in
the context of this paper.

To collect anomalies, data, and requirements for evaluat-
ing the different side channels, a fuzzing experiment was
conducted.CAN was used as the communication protocol to
be fuzzed. Fuzz data generation was performed using a self-
programmed random fuzzer and the two frameworks Caring
Caribou and Scapy. The monitoring of system behavior was
performed manually for the time being. Detect the relationship
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between a fuzz message and an anomaly is tedious. The
discovered fuzz messages and the corresponding anomalies
are used for the later analysis of the side channels and for the
dataset creation.

A measurement system with several sensors and interfaces
was built to measure side channel data. This was connected
to a test setup. Methods, such as the analysis of power and
temperature were used. To achieve a high degree of coverage
of temperature information, temperature sensors were used
in addition to a thermal imaging camera. These were placed
in areas that could not be detected by the thermal imaging
camera. In addition, a microphone was installed in such a
way that the frequency of the control unit fan was recorded.
A camera was used to record the multimedia displays and
the instrument cluster of the test bench. With a CAN in-
terface, various bus-specific side channel information could
be obtained. By combining the different side channels, the
information content is increased because not every abnormality
is noticed on every side channel. The detection of anomalies
during monitoring thus has a broad database.

VI. FUTURE WORK

Since the current measurement system implements only
part of the fuzzing cycle, further process steps must be
performed to complete the fuzzer. Based on the data from the
measurement system, static analyses are first performed. After
these analyses, more intelligent methods (Machine learning
and deep learning) for monitoring the fuzzed DUT will be
investigated and implemented.

In the next phase, fuzz data generation will be ex-
tended from random generation and block-based generation
to feedback-based generation. To this end, the fuzz data
generation will be adjusted according to the feedback from the
monitoring system to find anomalies more efficiently. This is to
achieve deeper program structures and the system architecture.
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Abstract—Security challenges for cloud or fog-based machine
learning services pose several concerns. Securing the underlying
cloud or fog services is essential, as successful attacks against
these services, on which machine learning applications rely, can
lead to significant impairments of these applications. Because
the requirements for Artificial Intelligence applications can also
be different, we differentiate according to whether they are
used in the cloud or in a fog computing network. This then
also results in different threats or attack possibilities. For cloud
platforms, the responsibility for security can be divided between
different parties. Security deficiencies at a lower level can have
a direct impact on the higher level where user data is stored.
While responsibilities are simpler for fog computing networks,
by moving services to the edge of the network, we have to secure
them against physical access to the devices. We conclude by
outlining specific information security requirements for Artificial
Intelligence applications.

Keywords-cybersecurity; cloud; fog; machine learning applica-
tions.

I. INTRODUCTION

At the latest, since the presentation of ChatGPT by OpenAI
in November 2022, the topic of Artificial Intelligence (AI)
has been present and interesting even among a non-specialist
audience. It is somewhat misunderstood that Machine Learn-
ing (ML) has already been used for more and more services
in the private, commercial and industrial sectors in recent
years – and the trend is rising. For many ML applications,
cloud services are quite central as they provide a fast, scalable,
flexible and cost-effective infrastructure for running sophisti-
cated ML models and algorithms. Through them, enterprises
can successfully and efficiently implement their ML projects.
Some of the key benefits of cloud services for ML are:

1) Scalability: Cloud services make it possible to scale up
the required computing power to meet the requirements
of the respective ML application. This is not only about
the execution of the ML application, also the training of
the models can be pushed by additional computing power
or more available memory for larger amounts of data.
Elasticity allows to scale down the computing resources,
when they are not needed any more.

2) Flexibility: There is a great versatility in the ML services
offered, like cloud-based machine learning development
platforms in general, but also dedicated ML services

for text-to-speech, speech-to-text, translation, conversa-
tions, automated image and video analysis, and many
more. Cloud offerings include infrastructure, platform,
and software, which can be customized to suit the needs
of different users and applications. Different deployment
options for ML applications exist, such as container
orchestration, virtual machines, or serverless computing.

3) Cost efficiency: Companies that deploy ML applications
do not have to buy required hardware and perpetual
licenses themselves or pay for its operation, but they can
rent computing power or storage as well as subscription-
based licenses. The Cloud Service Providers (CSP) of-
fer more fine-grained cost models than traditional data
centers. In combination with elasticity, they allow for
pay-as-you-go or pay-as-you-grow approaches, which can
result in lower costs. The CSPs offer their ML services
worldwide, thus, international distribution of enterprise
ML products becomes cost efficient.

4) Data management: Cloud services can store and process
large amounts of data that usually accompany modern ML
applications.

5) Integration: Cloud services, as a now established tech-
nology, offer a variety of other established tools and ser-
vices, e.g., visualization tools, connection to databases, or
workflow engines, making it easy to seamlessly integrate
ML applications into existing web-based services or even
an IT infrastructure.

However, a generalization that AI and ML applications are
only possible with cloud services is not permissible. There
are also other areas of application for ML, like autonomous
driving, in which a connection to cloud services is not con-
tinuously possible or does not make sense in large parts. In
autonomous driving, the merging of image and radar data
on the current traffic situation of a vehicle must take place
in real time. Particularly when human life and limb are at
stake, for example, when emergency braking is required, there
is no time to first transfer all image and radar data to the
cloud, analyzing it using ML algorithms, come up with the
“brake at once” decision, and transmit the command to trigger
the braking process to the vehicle. Thus, it is imperative to
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already have sufficient computing power and memory in the
vehicle that all processing, computation and decision-making
can take place on the spot. In so-called edge computing,
the processing of data and the execution of applications is
generally done on edge devices or devices close to the data
sources, instead of being processed somewhere in the cloud.
As the above example should make clear, criteria, such as real-
time capability or minimal latency, are often crucial for such
applications. Still, cloud services are part of the autonomous
driving ecosystem, e.g., the higher-level control of traffic flow
in a particular region, which uses swarm data retrieved from
connected cars or the provision of map and navigation services
in the vehicles.

An argument against cloud services and in favor of on-
premise hardware commonly is better control over data pro-
tection and information security. However, even domains with
strict regulations on security, like healthcare and banking, have
adopted cloud services for some applications [1]. If regulations
or trusted hardware considerations require in-depth control,
private clouds involve setting up a cloud infrastructure that is
dedicated to one’s organization and is not shared with others.

Other reasons for having the processing of data and the
execution of applications closer to the source of the data rather
than in the cloud brings us to fog computing that aims to
extend cloud computing capabilities to Internet of Things (IoT)
devices and other edge devices, such as routers, switches, and
gateways. It aims to provide a “foggy” layer of computing
resources between the cloud and the edge, much like fog
lies between the ground and the sky. The fog layer can help
to reduce the latency and bandwidth requirements of cloud
computing [2].

An example of an ML application deployed in the context
of fog computing can be the processing of sensor data in
a smart grid system. A smart grid is an electrical network
that uses sensors and smart devices to monitor and optimize
energy consumption. These sensors collect data, such as power
consumption, network load, electricity price, power generation
from renewable sources, and weather forecasts. In a typical fog
computing architecture, the sensor data can be processed and
analyzed at the edge devices in the smart grid. ML models
trained on the sensor data can make predictions about energy
demand and perform appropriate optimizations. By processing
the data at the edge, real-time optimization of the power grid
can be achieved without having to send all (possibly privacy-
critical) data to a remote cloud. This can reduce latency and
improve system efficiency. In addition, the fog computing
network helps increase the security of the smart grid by
eliminating the need to transmit data over public networks.
Sensitive data remains on the edge device and can be better
protected from potential attacks.

An essential prerequisite for the correct functioning of ML
applications is correctly working and reliable cloud services
or fog computing networks. Conversely, it is clear that the
compromise of cloud services or a fog computing network
will lead to massive problems for ML applications. Therefore,
in this paper, we would like to present the security challenges

for ML applications that are based on cloud or fog computing
and provide guidance and best practice recommendations on
how to mitigate or control the respective threats.

The paper is structured in the following manner: Section II
discusses security challenges in cloud computing. Section III
presents security challenges in fog computing. Finally, Sec-
tion IV addresses special security challenges for ML appli-
cations in cloud or fog environments. The paper ends with a
conclusion and an outlook on future work.

II. CLOUD COMPUTING SECURITY CHALLENGES

With regard to the correct functioning of ML services
provided over the Internet, securing the underlying cloud
services plays a very important role. Successful attacks against
the cloud services on which ML applications rely can lead
to significant impairments of these applications. But this is
not the only reason why cloud services must be sensibly
secured against cyberattacks. In practice, the fact that several
parties are usually involved in the provision of cloud services
often proves to be problematic. The classic Cloud Security
Responsibility Model (CSRM) basically differentiates respon-
sibility according to cloud vendor and user, distinguished for
the service models Infrastructure as a Service (IaaS), Platform
as a Service (PaaS) and Software as a Service (SaaS) [3].
Regardless of how many parties share responsibility for the
cybersecurity of a cloud service, it is fundamental to ensure
that responsibility at the interfaces between different parties in
particular is clearly defined, because a security problem in one
party’s responsibility could potentially threaten the security of
other parties’ areas of responsibility. Due to the layer model of
the system architecture, it is obvious that security deficiencies
at a lower level have a direct impact on the higher level where,
for example, user data is stored.

At the Cloud Computing 2019 conference, Süß et al.
presented an overview of information security challenges
for cloud services at the time and assessed them using the
Common Vulnerability Scoring System (CVSS) [4]. However,
when the Covid-19 pandemic began in early 2020, the security
threats to cloud services changed. As many companies and
organizations became more reliant on cloud services in a
relatively short period of time because everyone’s life was
moved to the cloud, cybercriminals took advantage of this and
tried to exploit vulnerabilities in cloud infrastructures. Very
often, these were classic attacks that can also be used to attack
other web services.

A. Data Breaches

First, we look at attacks that specifically target data stored
in the cloud. This could be customer data, secret company
documents or medical records on patients. In a data breach,
unauthorized access to sensitive data is given, which, of
course, can have serious consequences for businesses and
individuals [5]. Data breaches can be the result of unintentional
exposure of sensitive data due to misconfigurations or weak
security measures [6] or a targeted attack. Data breaches
usually result in the confidence of customers and business
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partners in the affected company being shaken, often coupled
with a serious loss of reputation among the general public.
Since the occurrence of a data leak usually involves a violation
of compliance requirements and laws, such as the EU General
Data Protection Regulation (GDPR), the affected companies
usually have to fear regulatory consequences. In addition to
fines, there may also be indemnity claims with a simultaneous
loss of revenue. A data breach often leads to further impair-
ment of business activities. For example, it would be similarly
bad if such corporate data were accidentally deleted by an
inattentive employee or deliberately by an attacker.

It should be noted that many cloud services that were used
during the pandemic are still being used – which certainly
makes sense. Although it is clear that by encrypting data that
is stored in the cloud and implementation of a strict access
control, one can guard against data breaches, their number and
extent over the past two years (see [7] or [8], for example)
is frightening, even though the first year of the Covid-19
pandemic has been called the “worst year on record” in terms
of data leaks [9].

B. Ransomware Attacks

A so-called ransomware attack is an attack in which the
attacker uses special malware to encrypt the victim’s data and
extort it by demanding payment for the surrender of the key.
Probably the best known example of a ransomware attack
was the WannaCry attack in 2017 which targeted computers
running Microsoft Windows, encrypted the users data and
demanded ransom payments in Bitcoin [10]. While early
ransomware variants often encrypted only a user’s data stored
on the local hard drive, variants soon developed that also
encrypted connected disks or cloud-based storage [11].

In addition to this general description of ransomware, it
should be noted that the “Ransomware as a Service (RaaS)”
business model has gained significant importance in recent
years. Here, ransomware developers sell their malware as
a service to criminals. RaaS platforms often offer various
options that allow criminals to create and execute their own
ransomware campaigns [12]. Such platforms often allow the
customization of the ransomware, like the selection of targets
or the determination of the ransom amount. Such services tar-
get less tech-savvy criminals, thereby enabling a wider range
of people to run such ransomware campaigns. This increases
the risk of ransomware attacks for all types of IT systems and,
thus, also cloud services. We have already pointed out that
in the case of cyberattacks on cloud services, responsibilities
may be divided among several parties. Ransomware attacks
are no exception in this regard. A user’s data stored in the
cloud could be encrypted as a result of catching a malicious
ransomware on their PC or mobile device. In such a case, the
responsibility is relatively clear and the CSP usually cannot
help in such cases, unless the cloud storage service includes
regular backups, and it is possible to restore a previous state
of the data after removing the ransomware from the user’s
devices. In the event of an attack on the CSP during which

the data of several (probably many) customers is encrypted,
the responsibility lies with the CSP.

The best protection against ransomware attacks is to keep all
software up to date in combination with regular backups. It is
mandatory to install security updates as soon as they become
available, because adversaries often exploit vulnerabilities in
outdated software. This also comprises anti-virus software
being constantly updated. Backups are mandatory, because
even if a user sees no other way out than to pay the demanded
ransom, this is no guarantee to get their own data back intact,
of course. How much do you trust the promise of a criminal
who has blackmailed you?

C. Distributed Denial of Service

In a Distributed Denial of Service (DDoS) attack, a target
system is flooded by mass requests. The bandwidth of the
service’s connection to the Internet is no longer sufficient,
so that authorized users can no longer use the service in
question. DDoS attacks are thus generally directed against the
availability of services. During the Covid-19 pandemic, a very
sharp increase in the number of DDoS attacks was observed.
Figure 1 illustrates this statement with a comparison of the
numbers before or during the beginning (2020) and during
the peak of the pandemic (2021) for the example of Germany.
Cloud services are accessed via the Internet, which is why
DDoS attacks that specifically target cloud services or their
providers are a tried-and-tested means of preventing the use
of these services, at least temporarily.
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Figure 1. Monthly DDoS attack frequency during the Covid-19 pandemic in
2020 and 2021 (Germany) according to [13].

The current trends, as described in [14], are that adversary
often using cloud-based Virtual Private Servers (VPS) to set
up botnets that are used to execute DDoS attacks. This setup
is much more powerful than botnets based on vulnerable
IoT devices, which we have seen in recent years. The attack
durations decrease but, on the other hand, ransom DDoS
attacks are on the rise. In such an attack, the adversaries
extort ransom payments from the victim by threatening – for
example, after a brief demonstration of their capabilities – to
launch further or longer DDoS attacks if the victim does not
pay the demanded sum.

DDoS attacks may be prevented by using firewalls in
combination with intrusion detection systems (IDS), traffic
filtering and load balancing.
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D. Dependence on 3rd Party Software

The complexity of modern cloud services usually means
that hardly any provider develops the software required for
the service completely in-house. Instead, it is common to
fall back on established and tested libraries, etc., which are
developed and provided by 3rd parties. In case of open
source software, it is possible to critically examine the source
code of this integrated software and analyzing it in terms
of vulnerabilities. Unfortunately, very often people trust that
this 3rd party software has been thoroughly tested and is
secure without checking this further. Vulnerabilities due to
programming errors or deficiencies in the software design
cannot be ruled out, however, and are often only discovered
when the software has already been in use for a long time. A
well-known example of a vulnerability in 3rd party software
is Log4Shell, which was given a CVSS severity rating of
10.0, the highest score possible [15]. Log4j is a Java-based
logging utility which is used in open source and proprietary
software alike and became a de facto standard for this purpose.
The Log4Shell vulnerability allowed adversaries to remotely
execute arbitrary code on the host system, e.g., to do some
crypto mining on these systems. Quite a lot of services were
affected, like Amazon Web Services (AWS) [16] or Apple’s
iCloud [17], for example.

In principle, it does not matter which functionality is
realized by 3rd party software. But in practice these are
often security features whose technical characteristics are often
cloud-specific, but are generally not conceptually new. To
put this in concrete terms, the implementation of security
roles, authorization rules, key or certificate management and
methods in connection with Public Key Infrastructures (PKI)
may be mentioned.

The security of cloud services that use 3rd party software
depends on the quality of such libraries, of course. For
example, a vulnerability in an integrated authentication service
can reveal personal data of customers of the CSP, which is
a violation of the EU GDPR. In this example, it is initially
irrelevant whether the data is generally accessible to anyone
on the Internet (data breach) or whether getting access is
much harder, but the data is stolen and published by an
attacker. Responsible and liable in this case is the CSP, not
the programmers of the (open source) library.

The use of 3rd party software always poses a certain risk.
To minimize this, it is therefore advisable to check any 3rd
party software very carefully for vulnerabilities and also to
test it extensively in interaction with one’s own software
components.

E. Unsecured APIs

APIs (Application Programming Interfaces) play an impor-
tant role in the communication between cloud services and
applications. If APIs are not sufficiently secured, they may
become a potential security vulnerability. For example, an
unsecured interface in a cloud API could result in confidential
data being accessible to anyone (cf. data breaches, Subsec-
tion II-A). Secure APIs are in the interest of all parties in-

volved, regardless of whether others access one’s own code or
data via these interfaces or whether we use libraries provided
by others via such APIs (cf. Subsection II-D).

A very good overview of security issues related to APIs is
provided by the OWASP API Security Project [18]. They list
the following security issues as their top 10:

1) Broken Object Level Authorization
2) Broken User Authentication
3) Excessive Data Exposure
4) Lack of Resources & Rate Limiting
5) Broken Function Level Authorization
6) Mass Assignment
7) Security Misconfiguration
8) Injection
9) Improper Assets Management

10) Insufficient Logging & Monitoring
Several of these issues have already been mentioned in this
paper and all of the items speak for themselves for readers who
are familiar with information security. At this point, however,
it should be noted that all these mentioned security problems
are explained in detail in the report cited and appropriate
countermeasures are proposed as well. At the time of writing,
the OWASP API Security Project is working on the 2023
version of their top 10 list.

F. Cloud-Native Security

The Kubernetes documentation [19] summarizes cloud-
native security as “The 4C’s of cloud Native security are cloud,
Clusters, Containers, and Code”. The first and most famous
container engine, Docker, optimizes for developer experience
and ease of use and explicitly not for security. The Docker
daemon requires root privileges and is a single executable
monolith with a wide attack surface. This leads to exploits
like DirtyCOW, however, it is hard to understand clearly the
principle of its underlying vulnerability of Linux operating
system, even for experienced kernel developers [20].

Alternative container engines are available now, e.g. Pod-
man, OpenStack KataContainers, AWS Firecracker, or Google
gVisor. Many of them focus on security and provide, i.e.,
a rootless mode. Lize Rice provides an introduction into
applied container security [21]. Amazon introduced the Shared
Responsibility Model [22], which states that the provider is
only responsible for security ‘of’ the cloud, while customers
are responsible for security ‘in’ the cloud. The 10 Rules for
Better Cloud Security by GitGuardian [23] provide an entry
point to measures that can be taken following the Shared
Responsibility Model:

1) Don’t overlook developer credentials (in public and pri-
vate code repositories).

2) Always review default configurations.
3) List publicly accessible storage.
4) Regularly audit access control.
5) Leverage network constructs.
6) Make logging and monitoring preventive.
7) Enrich your asset inventory.
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8) Prevent domain hijacking.
9) A disaster recovery plan is not optional!

10) Limit manual configurations.
Research about container security includes the creation of

Trusted Execution Environments (TEE) for containers. Secure
Linux containers can, e.g., be based on Intel SGX, as has been
demonstrated by Arnautov et al. [24].

Finally, Kubernetes security is based on the 4Cs as men-
tioned above; all major CSPs provide guides to security and
hardening of their Kubernetes environments [19]. Areas of
concern for workload security in Kubernetes are, e.g., role-
based access control (RBAC) authorization, application secrets
management and encrypting them at rest, ensuring that pods
meet defined pod security standards [25], and network policies.

III. FOG COMPUTING SECURITY CHALLENGES

Fog computing, a term coined by Cisco [26], is a distributed
computing paradigm that bridges the gap between cloud
computing and IoT devices. Rather than pushing all data to a
remote cloud for processing, in fog computing, computations
are instead carried out closer to the source of data – on the IoT
devices themselves or on local edge servers. This minimizes
the latency involved in long-distance data transport, optimizes
system efficiency and improves real-time capabilities. By
bringing computation and storage closer to the data sources,
fog computing addresses issues like bandwidth constraints,
latency, and security concerns that can be associated with
cloud computing [27]. This approach is particularly beneficial
for high mobility technologies like the IoT and Vehicular Ad-
hoc Networks (VANETs), as it provides faster communication
and software services to users. By reducing the distance
between devices and computing resources, fog computing
offers lower latency and improved quality of service compared
to traditional cloud computing [2][28].

While fog computing shares some characteristics with cloud
computing, it differs in several ways, such as balancing central
and local computing, storage, and network management. This
balance allows fog computing to offer more efficient, real-
time control and improvements for various systems, including
healthcare, traffic patterns, parking systems, and more. But,
of course, fog computing is not without its challenges. Some
of its limitations include lower resources compared to cloud
computing, higher latency in certain cases, energy consump-
tion concerns, load balancing, data management, and security
threats [29].

Based on the afore mentioned characteristics, fog computing
may be seen as an addition to traditional cloud computing.
And in the context of this paper, these characteristics allow
choosing between cloud or fog computing as a basis for
specific ML applications or projects.

There are several security threats to fog computing that are
comparable or similar to those to cloud computing. In general,
fog computing involves a distributed network of devices,
which increases the risk of network disruptions and downtime.
So, besides data confidentiality, authenticity, and integrity,
ensuring high availability is crucial to guarantee uninterrupted

service delivery. Attacks can hinder the proper functioning of
fog computing systems and may lead to unauthorized access,
data leakage, or system failures [30]. To mitigate these at-
tacks, fog computing systems must implement robust security
measures, such as strong encryption, intrusion detection and
prevention, access control, and continuous monitoring. Addi-
tionally, ensuring compliance with security standards and best
practices can help minimize the risk of security breaches in fog
computing environments [31]. A couple of security threats to
fog computing have already been described in Section II. For
example, DDoS attacks against fog computing networks aim
to overwhelm fog nodes or networks with excessive traffic,
causing disruptions and impacting services [32]. Additionally,
there are other classical network attacks, like Man in the
Middle (MITM) or replay attacks. A MITM attack in fog com-
puting involves intercepting and manipulating communications
between legitimate components, compromising the system’s
integrity, confidentiality, and availability [33]. A replay attack
is a type of security threat where an adversary captures and
retransmits previously exchanged messages between parties in
a communication session, making it seem as if they are the
legitimate sender [34]. In the context of fog computing, an ad-
versary may impersonate end devices or the fog broker to carry
out this attack. During a replay attack, the adversary neither
needs to understand the content of the captured messages nor
decrypt any encrypted data; they simply replay the messages
to exploit the system. This could lead to various negative
consequences, such as unauthorized access, data manipulation,
or disruption of services.

In the following, we focus on threats and attacks that are
more specific to fog than to cloud computing.

A. Physical Attacks

A physical attack in fog or edge computing [35] involves
compromising the physical hardware of the system, such as
servers or other devices. This can be particularly problematic
in these systems because their infrastructure is distributed
across various geographical locations. If the physical pro-
tection of these devices is inadequate, it could allow for
tampering or damage. Since each device or server typically
serves a local geographical area, any physical attack can
disrupt services within that specific area. Hence, it’s crucial
to implement strong physical security measures alongside
cybersecurity measures in fog computing.

B. Fog and User Impersonation Attack

This is a type of cyberattack where an adversary poses as
another device or user on a network in order to launch attacks
against network hosts, steal data, spread malware, or bypass
access controls. This is a particularly insidious type of attack
because it can be very difficult to detect, as the adversary is
using credentials that are considered valid within the system.
Impersonation attacks in fog computing can disrupt the com-
munication between fog nodes and end devices, leading to
miscommunication, data theft, or even disruption of service.
As a countermeasure, Tu et al. suggest combining physical
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layer security techniques with a reinforcement learning algo-
rithm to improve the security against impersonation attacks
and optimize the decision-making process for distinguishing
between legitimate and unauthorized entities [36].

C. Malicious Fog Nodes Attacks

A malicious fog node can compromise network operations
through various attacks, affecting the reliability of fog-to-
fog collaborations. Also, identifying malicious fog devices
in fog computing is crucial. To prevent malicious fog node
issues, organizations should implement a comprehensive secu-
rity approach including authentication and authorization, data
encryption, secure communication protocols, intrusion detec-
tion systems, trust management, regular monitoring, network
segmentation, access control, and an incident response plan.
These strategies help reduce risks, enhance overall security,
and maintain system resilience. Consequently, achieving com-
prehensive protection against attacks becomes challenging, as
it involves granting limited privileges and processing data.
Finding appropriate countermeasures is the subject of current
research, as examples we refer to Al-Khafajiy et al. [37] and
Ke Gu et al. [38]. The latter present a fog computing-based
VANET, in which a scheme is used to detect malicious nodes
(vehicles or devices with harmful intent). In their approach, the
fog server computes a reputation score for each potentially
harmful node. This score is determined by examining the
relationship between the data collected from the node and the
overall network structure. By analyzing these factors, the fog
server can more accurately identify and flag nodes that may
pose a threat to the network’s security and performance.

D. Rogue Fog Nodes

A rogue fog node attack is when a malicious node pretends
to be a legitimate fog node and joins the network to perform
attacks, such as eavesdropping, data theft, or denial of ser-
vice [39].

To prevent rogue fog node attacks, the following measures
can be taken:

• Authentication and authorization: Fog nodes should be
authenticated and authorized before they are allowed to
join the network. This can be achieved by implementing
secure boot and mutual authentication mechanisms.

• Encryption: Sensitive data transmitted between fog nodes
should be encrypted to prevent eavesdropping and data
theft.

• Trust Management: Trust management protocols can be
used to evaluate the trustworthiness of fog nodes. This
can be based on the node’s behavior, reputation, and
credentials.

• Network Segmentation: Segmentation of the network can
be used to isolate the fog nodes that are vulnerable
to attacks. This can help in containing the attack and
minimizing the damage.

• Continuous Monitoring: Continuous monitoring of the
network can be used to detect any unauthorized fog
node that joins the network. This can be achieved by

monitoring network traffic, node behavior, and system
logs.

E. Ephemeral Secret Leakage Attack

In the realm of fog computing, the Ephemeral Secret Leak-
age Attack [40] presents a notable risk due to the distributed
architecture and sensitive data often involved. This attack,
based on the Canetti-Krawczyk adversary model [41], assumes
that an adversary can access one of the secret keys (short-term
or long-term) used for secure communication between devices.
If an adversary reveals a session key (a temporary encryption
key), they can decipher all data exchanged during that session,
leading to a potential security breach. Therefore, implementing
robust cryptographic protocols and effective key management
strategies is crucial for maintaining security in fog computing
systems.

IV. SPECIAL SECURITY CHALLENGES FOR AI
APPLICATIONS

A. Data Representing ML models

Some of the previously mentioned attacks targeted data
stored in the cloud or in a fog computing network. In addition
to the consideration that this data is, for example, personal data
of customers, which is then processed by the ML application,
there is another relevant aspect. A crucial prerequisite for
successful ML projects is very often a sufficiently large
amount of training data. ML models are only as good as the
quality of the training data. In many areas where ML methods
have not yet been applied or in the case of new business
models, no training data are available at the beginning. These
often have to be created laboriously at first, which on the one
hand may mean a large number of measurements to generate
a sufficiently large sample set and on the other hand often
means the manual labeling of the training data. Against the
background of the threats and attacks discussed earlier, it
should therefore be emphasized that ML models and their
training data are very valuable assets. Unavailable models or
training data due to a DDoS attack can lead to severe business
interruptions. But even worse would be if models or training
data that are exposed on the Internet or stolen fall into the
hands of a competitor. This could even spell the end for a
company whose business model is based on such ML projects.

B. Special AI-Related Security Issues

The special situation arising when working with AI algo-
rithms is the way the models are trained, deployed, integrated
and used in industrial environments (cf. Figure 2).

Typically, the models are centrally trained on special high
performance computers or servers and after training and
evaluation transferred to the application server. Referring to
Figure 2, Step A, the data scientist and co-workers create the
data set extracted from typical information sources such as
sensors, databases and image archives. In Step B, the data
set is checked for validity, activities such as annotation (class
assignment), feature extraction and the integration of domain-
specific additional knowledge expand the data set in this step.
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Figure 2. Typical AI workflow in different steps (A to F). Note: The deployment and application steps typically run on different systems.

Next, various models and AI architectures are applied to
the data set and are then evaluated in Step C. Usually, the
approach/model with the highest robustness and accuracy is
used and deployed. Depending on the data set, the time needed
to train a model can vary between minutes or several days
on high performance computers. Step D addresses the fully
trained model. The parameters of the model represent possible
clusters or class memberships (the intelligence). Step E covers
the deployment and application of the model. This includes the
data preparation steps in the production environment, feature
calculation and forward propagation of the feature vector in
the AI model. The application runs on an application server,
which usually requires a different level of security. A detached
Step F is the re-training of the AI model: new aspects that have
arisen either through extension of the use case or through
additional data during operation must be integrated into the
model. Usually, not the entire system is re-trained, but parts
of the upper layers of a network are algorithmically adapted.

We now consider the workflow shown in Figure 2 against
the background of an industrial application, for example in
a modern production line. Concerning the security of the AI
model, three different scenarios can occur. In the poisoned
data set scenario, the adversary, e.g. a malicious insider, has
inserted harmful information into the data set that does not
match the desired class and thus negatively influences and
disrupts the AI structure after the training process. In general,
ML poisoning attacks refer to the manipulation of data used for
the (re-)training of ML models, e.g., in a fog environment [42].
Especially in edge systems, basic AI training is performed
at a central processing system due to the lack of processing
resources. The generalized model is then deployed on the
edge system and adapted to the application requirements using
smaller local data sets or calibration steps. This local adaption
process is prone to attacks as the training data is locally
gathered without any supervision by experts.

To prevent ML poisoning attacks, here are some counter-
measures that can be taken:

• Use of Secure Data Sources: Data sources must be se-
cure and access to them should be restricted to authorized
personnel only. It must be possible to check and verify
the validity of the data at any time.

• Data Sanitization: The data should be checked and
cleaned before it is used to train ML models. Any data

that is found to be suspicious or anomalous should be
removed. It may not be possible to automate this, but
must be done manually.

• Anomaly Detection: Anomaly detection techniques can
be used to detect any malicious data in the training data
set. AI-based anomaly detection based on autoencoders,
recurrent neural networks (RNN) or generative adversar-
ial networks (GAN) can be considered as state of the art.

• Ensemble Learning: Ensemble learning is a technique
where multiple ML models are trained on different sub-
sets of the data. This can make it harder for adversaries
to manipulate the data in order to affect the overall
prediction.

• Continuous Monitoring: Continuous monitoring of the
ML model’s behavior is essential to detect any unusual
or unexpected outcomes. Any anomalies should be inves-
tigated and addressed promptly.

In the compromised AI model scenario, the adversary
changes the trained weights (parameters) of the AI network
which leads to falsified outputs (cf. Step D). Therefore, secu-
rity measures to ensure the integrity of the data must be used in
order to prevent manipulation. Of course, these measures must
not interfere with the re-training of the model (cf. Step F). It
is conceivable to switch off these measures during re-training,
but this requires that re-training is thoroughly monitored and
secured against unauthorized access. If this is not possible or
does not make sense, e.g., because the re-training is automated,
a trust management system should be considered that evaluates
the trustworthiness of the data for re-training and detects
manipulated model parameters.

The third scenario addresses deployment, integration and
utilization of the AI system in the production environment (cf.
Step E). Information inputs and results of the AI network
might as well be compromised: Either false/noisy information
is presented to the network (input, e.g. by manipulated sensors)
or the results are falsified and thus passed on incorrectly. In
both cases, this interferes with the production steps that follow.
Statistical analysis of the production can detect these kind of
attacks.

The above-mentioned security precautions can be intro-
duced at various points in the processing architecture. In a fog
environment, for instance, edge systems act as supervisors for
local information sources; status information forwarded from
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edge nodes to central units must be checked and validated
before integration into central data sets.

In addition to the organizational challenges in the use of AI
algorithms, there are also semantic problems: If habits change
in the application field, this leads to sudden changes that trig-
ger anomaly detection. Low-threshold changes, such as those
applied by adversaries in the network area, may undermine the
anomaly detection process. It is therefore necessary to weigh
up the sensitivity of such approaches.

C. Special Attacks on Language Models

In this subsection, we focus on special attacks on language
models.

Suppose an attacker has access to multiple snapshots of an
ML model, such as predictive keyboards. Then these snapshots
can reveal detailed information about the change in training
data used to update the model. This is called a model update
attack. Zanella-Béguelin et al. analyzed information leakage
in practical applications where language models are frequently
updated, for example, by adding new data, deleting user data
to meet privacy requirements, or matching private data with
that of public, pre-trained language models. They developed
two new metrics to analyze the information leakage, which
now enables them to perform this kind of leakage analysis
unsupervised [43].

Tab attacks are attacks on language models that rely on
autocompletion and in which the adversary attempts to cause
the model to provide unwanted suggestions or results. So,
these attacks target text recognition systems or try to figure out
the robustness of language models. This involves an attempt
to intentionally deceive the language model by deliberately
inserting false or misleading information or creating distor-
tions in the input data. Large language models are capable
of memorizing rare training samples, which poses serious
privacy threats in case the model is trained on confidential user
content. Inan et al. have developed a methodology for checking
a language model for training data leaks. This enables the
creator of the model to determine to what extent training
examples can be extracted from the model in a practical attack.
And the owner of the model is able to verify that deployed
countermeasures work as expected, and thus that their model
can be used securely [44].

V. CONCLUSION AND FUTURE WORK

In this paper, we have illustrated the dependency of AI
applications on underlying cloud or fog-based services. At-
tacks against the cloud services or fog computing networks on
which current AI applications are built will inevitably result
in difficulties, data breaches, failures, or malfunctioning of the
AI applications. AI is one of the current hot topics, resulting
in high demand for related services. This makes them an
attractive target for cybercriminals: they can try to prevent
access to AI services on the Internet in order to extort a ransom
from the service provider; they can also try to steal training
data or complete ML models in order to have the owners

pay for getting their data back or sell them to others, e.g.,
to competitors, at the highest bid.

The interplay between AI and information security promises
huge potential for future applications and research. For exam-
ple, this paper did not even address how AI methods could
also be used in order to support threat analysis of systems
or penetration testing. It is already possible to use language
models to generate phishing emails optimized for a specific
target. Due to this huge potential of the interaction of AI and
information security, we intend to continue to be active in
these areas in the future.
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Abstract — One of the challenges of modern cloud computer 
security is how to isolate or contain data and applications in a 
variety of ways, while still allowing sharing where desirable. 
Hardware-based attacks such as RowHammer and Spectre 
have demonstrated the need to safeguard the cryptographic 
operations and keys from tampering upon which so much 
current security technology depends. This paper describes 
research into security mechanisms for protecting sensitive 
areas of memory from tampering or intrusion using the 
facilities of Systems Management Mode.  The work focuses on 
the creation of a small, dedicated area of memory in which to 
perform cryptographic operations, isolated from the rest of the 
system. The approach has been experimentally validated by a 
case study involving the creation of a secure webserver whose 
encryption key is protected using this approach such that even 
an intruder with full Administrator level access cannot extract 
the key. 

Keywords- key-enclave; hardware security; system-
management mode. 

I. INTRODUCTION

Computer security is largely concerned with erecting 
boundaries between entities: users, privilege levels, 
processes. Wherever a resource crosses a boundary, it creates 
the potential for compromise, either through passive 
information leakage (as in the case of timing attacks, where 
the exact details of how long an operation takes inadvertently 
discloses some information) or the potential for active 
tampering (as in RowHammer [1], where writing to one 
memory location indirectly affects another through non-
obvious electrical coupling between parts of a memory chip). 

A. Motivation 

Attacks based upon covert channels and side channels 
depend on unexpected interactions; RowHammer for 
example, can be used to achieve privilege escalation via a 
previously-unexpected interaction between physically 
proximate memory components [2] . Since there was no 
correlation between physical and virtual addresses, as 
different processes and the kernel would commingle pages 
arbitrarily, low-privilege pages could easily be found which 
happened to be adjacent to highly sensitive system ones, 
allowing tampering. The same applies between virtual 
machines and hypervisor control structures. As detailed later, 
the more coarse-grained the sharing gets, the more limited 

the avenues of attack become, though any level of shared 
caching can be an avenue of attack [3]. 

As encryption keys are typically stored in RAM, a 
successful compromise of a system via techniques such as 
these can reveal those keys used to protect data at rest on the 
system, e.g., full-disk encryption, and data in transit to/from 
the system, e.g., via an SSL connection. 

The ability to improve segregation of memory to securely 
store keys etc. separately from less sensitive data has 
previously required a system to have dedicated features, e.g., 
Intel’s SGX integrated with the processor. The consequences 
of an attack that compromises such facilities can be 
widespread:  In the case of SGX, this protection was 
defeated in 2018 via side-channel attack [4], forcing Intel to 
update SGX’s deployment mechanism to be able to check 
whether the Spectre [5] attacks were properly mitigated on 
the target hardware. 

B. An alternative approach to creating an enclave 

The current generation of Intel processor architectures 
have a feature called Systems Management Mode (SMM) 
which can be used during the boot process to create an area 
of RAM (SMRAM), which is subsequently ‘locked’ and thus 
rendered inaccessible/unusable by ‘userland’ code. This 
offers the possibility of creating a secure memory enclave for 
the storage of cryptographic keys and the code which 
manipulates them (negotiation, verification etc.) The locked 
area can only be accessed by returning to SMM mode which 
automatically executes the code that has been securely 
locked in that area. This fact led to the following research 
hypothesis for the work: 

Secure isolation can be practically implemented using 
only the long-established Systems Management Mode 
mechanisms, giving better security isolation than existing 
techniques such as process separation. 

The work described in the remainder of this paper shows 
how this can be used to create a secure enclave. It is worth 
noting that some other processor architectures, e.g., ARM, 
have equivalent facilities and the proposed technique for 
enclave creation is thus generalisable. 

The material in the paper is based on the PhD thesis of 
the first author and is published here for the first time [6]. 

The remainder of the paper is structured thus: In Section 
II previous work on providing secure key stores is 
considered. This acts as a baseline for comparison with the 
technique presented here. Section III describes the proposed 
solution to this problem whilst Section IV discusses how the 
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approach was evaluated. The results of the evaluation are 
given in Section V. Conclusions and proposals for further 
developing the approach are given in Section VI. 

II. BACKGROUND

The provision of cryptographic services to a system 
depends upon the inviolability of any stored keys. As such 
services form the basis of secure computing, a secure place 
to store them is referred to as a Trusted Computing Base 
(TCB). Finding a means of creating such a TCB in RAM is 
thus an important security problem. This section therefore 
reviews various attempts at organising and protecting 
memory, dating from early multi-tasking operating systems 
and the consequent need to provide process separation 
through to recent hardware crypto-key enclaves before going 
on to review the solution-space technique of System 
Management Mode. 

A. Protecting memory 

1) Memory management/virtual memory 
The idea of programs sharing system resources without 

interfering with each other can be traced back to the MIT 
‘Compatible Time Sharing System’ [7]. Prior to this, only 
one process would be executing hence the idea of 
‘interference’ did not apply. 

Modern processor architectures implement some form of 
virtual memory mapping [8]: the memory a user process can 
access at address 0x10000, for example, may be stored in 
any arbitrary page of physical memory, or indeed be entirely 
absent and filled in by the operating system when an attempt 
is next made to access that, known as a ‘page fault’. 

To reduce the overhead of loading this mapping from 
memory, processors generally feature Translation Lookaside 
Buffers (TLBs), a set of cached address mappings. 
(Architectures have varying approaches to this; on MIPS, the 
operating system explicitly populates TLB entries as needed; 
x86 and more recent ARM variants populate TLB entries 
directly within the hardware without OS involvement, while 
the original ARMv2 had 512 explicit memory mappings 
within the MEMC1 memory controller chip as Content 
Addressable Memory.) 

A key concept in ensuring that concurrently executing 
programs cannot interfere with each other or access their 
data is that each process be allocated its own set of memory 
pages and be unable to access RAM outwith those bounds. 
Attacks such as RowHammer, Heartbleed [9] and Spectre 
have shown that such OS-enforced restrictions can be 
circumvented and thus a more secure approach is required 
when storing particularly sensitive information such as 
encryption keys. 

2) RAM Encryption 
TRESOR [10] demonstrated that a general-purpose 

computer system can be operated with almost all of its main-
memory encrypted while at rest, albeit with a significant 
performance penalty, using a modified Linux kernel. There 
is some overlap with the research this paper describes: 
TRESOR uses the processor debug registers as an area of 
storage which cannot be accessed via Direct Memory Access 
(DMA). This was intended to protect against DMA attacks, 

among others, but was not successful in that respect since 
this cannot protect the associated code: TRESOR-Hunt [11]  
demonstrated a successful attack on this protection, using 
code injection via DMA - an attack which could not be 
prevented through software mechanisms alone. 

TreVisor [12] extended the techniques of TRESOR to a 
hypervisor level in combination with techniques from 
BitVisor [13] to incorporate Intel VT-d (IOMMU) protection 
from DMA attack. 

On other platforms, the ARMORED [14] project applied 
TRESOR techniques to the Android operating system on 
ARM architecture processors as a countermeasure to their 
own FROST [15]  attack, which used a cold boot attack to 
retrieve information from mobile handsets running 
Android 4.0 despite the disk encryption employed. 

3) Address Space Layout Randomisation - ASLR 
Traditionally software systems (and operating systems in 

particular) locate certain critical pieces of information at 
well-known, or at least predictable, memory addresses. 
Having its origins in the (Linux) PaX project [16] ASLR 
involves varying the location of memory contents over time 
thus making it more difficult for an attacker to find those 
critical locations. 

4) Swap encryption 
A cold boot attack can retrieve RAM contents for a brief 

period after a system is shut down, but the system’s virtual 
memory persists indefinitely after shutdown unless explicitly 
wiped. To avoid this, keeping that data encrypted is an idea 
which long predates efforts to encrypt or otherwise protect 
the RAM, including the encrypted swap space [17] 
extensions to the virtual memory (VM) system originally 
proposed as an enhancement of the original 4.4 BSD 
approach [7]. The much slower nature of disk storage meant 
the extra overhead of this encryption was more widely 
accepted early on. 

B. Other approaches to key protection 

The approaches outlined above are general in that they 
seek to prevent cross-process interference between any two 
processes. Given the sensitive nature of crypto-services/keys, 
i.e. the consequences of their compromise, work has been 
done specifically on preventing inappropriate access to such 
keys: This sub-section reviews some typical attempts to 
provide such an enclave. 

1) Process separation 
Process separation in a cryptographic context is a 

software system design principle that demands that all 
handling of keys and cryptographic operations be performed 
in a separate process from the ‘worker’ process thus relying 
on the properties of the OS memory management system to 
deny the ‘worker’ any access to sensitive information. Its 
importance to the current work that the performance of our 
SSM-based solution is compared with a ‘process separation’ 
solution in experiment 4b (See Section IV).  

2) Process isolation 
The commercial content delivery network (CDN) 

Cloudflare has an interesting implementation of TLS/SSL in 
two respects. First, they offer ‘Keyless SSL’ [18] in which 
the site’s private key is handled remotely. Secondly, the 
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SSL/TLS handling is performed in a separate isolated 
instance of the Nginx web server — an example of defence 
in depth which ensured that when a bug was found in their 
HTML parsing implementation, the information disclosed 
could not include site private keys, unlike with the 
widespread Heartbleed bug in OpenSSL [19] — only a 
kernel or hardware level exploit could have exposed the key, 
not an application level one. 

3) VM isolation/hypervisors 
Microsoft recently released a software-only 

implementation of a similar approach, Credential Guard [20], 
in which authentication keys are held in a dedicated virtual 
machine running on top of the Hyper-V hypervisor platform. 
This way, even a kernel compromise of the main operating 
system is not sufficient to extract credentials for reuse: no 
more ‘Pass The Hash’ privilege escalation once a system is 
compromised. Only a compromise of the underlying 
hypervisor itself, or the hardware isolation mechanisms, 
would suffice: a much smaller attack surface compared to the 
full OS. 

4) Trusted Platform Module  
The primary alternative to the general approach outlined 

above, where enhanced security is needed compared to direct 
key handling without extra isolation, is to use a dedicated 
cryptographic hardware device. Some PCs and servers are 
now equipped with a Trusted Platform Module (TPM) which 
provides a dedicated cryptographic and storage facility, with 
a fixed set of algorithms, limited storage and minimal 
performance [21]. 

5) Intel Software Guard Extensions - SGX 
Intel Software Guard Extensions aim to deliver similar 

benefits within the main processor through architectural 
extensions, with an encrypted area of main memory rather 
than one isolated by the memory controller hardware. SGX-
Shield [22] reviews the main limitations of this 
implementation and proposes an implementation of ASLR 
(varying the location of memory contents to make attacks 
more difficult) within this enclave for additional protection 
from outside interference. 

This isolation is a mixed blessing, providing a hiding 
place for less benign code as well [23], while failing to 
protect against variants of the Spectre attack [4]. The TaLoS 
project [24] has significant similarities to the final 
experiment in Section V, in that it seeks to protect the 
encryption keys and traffic over an SSL/TLS connection but 
using SGX rather than SMM to isolate the data in question. 

C. System Management Mode (SMM) 

The approach considered in this paper is based upon the 
System Management Mode of the x86 family of processors 
(see Figure 1). As its operation provides the security 
guarantees necessary for creating a key enclave, it is 
discussed here in detail. 

Figure 1. System Management Mode 

The defining characteristic of SMM is that while the 
processor core is executing code in that mode, it asserts the 
SMIACT2 output line. This signal is interpreted by the 
Memory Controller Hub (MCH): when asserted, addresses 
are decoded differently, enabling access to the otherwise-
inaccessible SMRAM area. Physically, this is just part of the 
main RAM, but gated by the memory controller to prevent 
non-SMM access. In early SMM implementations, the 
address used was 0xA0000, which is also used by legacy 
graphics support: any attempt by non-SMM code to read or 
write this area will access the video memory instead. 

The location of SMRAM is defined by the SMBASE 
register, initially set to 0x30000 (192 kilobytes from the 
bottom of the memory space); setting the G_SMRAME 
control flag on the processor’s SMRAMC (SMRAM control) 
register puts 128 kilobytes of SMRAM at a base address of 
0xA0000, or 640 kilobytes, while setting T_EN (TSEG 
Enable) grants access to a larger area higher up. The address 
layout is depicted in Table I. 

TABLE I. THE X86 PROCESSOR MEMORY MAP

Address Size Content 
(normal) 

Content 
(SMM) 

0xF0000 64k BIOS ROM 

0xC0000 192k Device ROM/Upper Memory 
Blocks 

0xA0000 128k Legacy video SMRAM 

0x00000 640k Legacy (DOS) memory 

It is important to note that SMM is not a privileged mode of 
execution as such, despite common references to it as ‘ring -
1’ or ‘ring -2’ as if it were a more privileged alternative to 
ring 0 in which kernel code executes. For example, Wojtczuk 
and Rutkowska [25] refers to “escalation from ring 3 to 
SMM” — in reality, SMM code is entered in ring 0, and can 
transition to a reduced privilege level if desired. 

In all cases, access to the SMRAM area is permitted only 
if the access is by the processor core (as opposed to any other 
peripheral), and then only if either SMIACT is asserted or 
the D_OPEN control bit in the system chipset is set to permit 
this. As a result, SMRAM has robust protection against any 
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sort of DMA attack: attempted access from the PCI bus or 
elsewhere is not valid at any time. 

1) Bootstrapping SMM 
As noted earlier, access to the dedicated area of memory 

SMM uses (the SMRAM) is gated by the memory controller. 
In order to bootstrap the SMI handler, however, it must be 
possible to load this memory area before the first SMI 
instance. This is permitted by the D_OPEN control bit in the 
chipset: when set, this bit permits access to SMRAM without 
being in SMM. After initialisation is complete, this bit 
should be cleared and the D_LCK (Lock) bit set, rendering 
all the SMM control registers read-only until the processor is 
reset.  

This should be done very early in the system boot 
process by the system BIOS before activating any 
peripherals or executing any other code to prevent malicious 
code using SMM as a hiding place; older BIOS 
implementations often failed to secure the state properly 
during the boot process, leaving the way open for a variety of 
SMM rootkits at least as far back as 2009 [26].  

2) Using SMM for security 
Soon after malicious use of SMM’s isolation property 

was demonstrated, more benign uses were found, with 
HyperGuard [27] in 2008, HyperCheck [28] in 2010, 
HyperVerify [29] in 2013 and a US patent on the concept 
being granted in 2014 [30]. 

The TrustZone-based Real-time Kernel Protection (TZ-
RKP) [31] applies the same concepts to an ARM system, 
using ARM’s TrustZone mechanism in place of SMM. 
(TrustZone was created later, with a ‘Secure World’ entered 
by invoking a Secure Monitor Call exception.) 

The underlying concept in each case is to generate then 
periodically verify cryptographic hashes of critical structures 
or code, in HyperGuard’s case, by walking the Page Tables 
to identify all executable pages marked for supervisor access. 
At the time, this was not wholly sufficient since the 
processor could still execute non-supervisor pages with 
supervisor privilege; the later development of Supervisor 
Mode Execution Protection (SMEP) by Intel [32] closed this 
loophole. 

The level of privilege at which code executes in x86 
Protected Mode is determined by the two least significant 
bits of the CS (Code Selector/Segment) register, so the code 
at a single address in memory may normally be executed at 
any privilege level without modification. This has its origins 
in the 80286’s implementation of Protected Mode, prior to 
the 80386’s introduction of paged virtual memory: as the two 
mechanisms were orthogonal, prior to SMEP a page could be 
user writable (ring 3) yet run at kernel privilege (ring 0). 

III. PROPOSED SOLUTION

This work aims to secure a network-connected system 
against remote or transient physical attack, using a simple 
web server as the model and endeavouring to protect it 
against unauthorised information disclosure, in particular, 
disclosure of the cryptographic keys which are used to 
authenticate the server to clients. The keys and the code used 
to negotiate and verify them are protected by storing them in 

SMRAM as outlined in the previous section. The approach is 
clearly generalisable to securing the authentication material 
on the client end as well: client cryptographic keys, stored 
passwords, and payment mechanisms could also be 
improved. This section thus describes how a secure proof-of-
concept webserver was created which uses an SMM enclave 
to protect the keys it uses for serving HTTPS requests. 

The starting point in creating the proof-of-concept server 
was an OpenSSL example TLS server [33] which was linked 
with Google’s SSL implementation: BoringSSL [34] to 
which was added code implementing the SMM key 
protection from the previous section. The server runs as a 
normal unprivileged application (‘ring 3’) under Linux and 
used TLS 1.2.  

Key design goals for the proof-of-concept server were a 
minimal overhead in each transition to/from SMM, and 
presenting a minimal attack surface on the SMM component 
while enabling the application counterpart to run with 
minimal privileges. From the programmer’s perspective, the 
enclave functions in a manner akin to a physical hardware 
device, passing messages in both directions via a page of 
physical memory.  

A. Overall operation 

Three actions are necessary at boot time: 
- A public/private key pair are generated (see Section 

III.A.1 “Key Negotiation” below) 
- The private key and the code for verifying a candidate 

public key are placed in the SMRAM page. 
- The SMRAM is locked (using technique described in 

Section II.C.1) 
In subsequent operations, i.e., when the webserver wishes 

to serve a page, there is a need to pass information to the 
code now locked in SMRAM. This is achieved through the 
use of a small (4Kb) area (known as the ‘mailslot’) which is 
accessible from both inside and outside of SMM (See Figure 
2). 

Figure 2. API/Using SMM for signature verification 

Userland code inserts any public key to be verified into 
the mailslot, transitions into SMM (See Section III.A.2 - 
“Transitioning to SMM” below) which causes a jump to the 
code in the SMRAM. That code has access to both the 
mailslot RAM and the SMRAM - verifies the public key 
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against the private key held in SMRAM and places the result 
of verification(true/false) in the mailslot RAM and exits from 
SMM causing a return to the calling userland code. 

To make use of the cryptographic enclave services, the 
userspace code must first allocate and lock a page of physical 
memory, determining the underlying physical address via the 
Linux /proc/self/pagemap virtual file and communicating 
this to the SMM enclave at initialisation time. This shared 
page can then be used as a mailslot for exchanging data: the 
userspace (ring 3) code interacts directly with the SMM 
cryptographic code, without transitions to/from the kernel in 
between. 

1) Key negotiation 
To protect the most sensitive data requires the 

construction of some sort of containment to which access 
from all other components is restricted or prevented — but 
with just enough interaction permitted to enable the intended 
use of the keys (or other material) in question. For an 
SSL/TLS web server, the sensitive data is created as a 
public/private key pair. As the name implies, the public part 
of the pair may be freely exported and shared — indeed, it is 
provided to every client connecting, as part of the initial 
protocol handshake — while the private key is never to be 
disclosed to anyone else. To prove the identity of the server, 
a Certificate Signing Request (CSR) is generated and signed 
using the private key; after completion of appropriate checks, 
a Certification Authority (either one trusted by the general 
public and the software they use, such as LetsEncrypt, or an 
internal entity such as the US Department of Defense’s 
internal CA) usually signs that CSR to produce a certificate. 
Any entity can issue certificates, it is merely a matter of 
policy which issuers are trusted or not for any given 
situation; for experimental purposes, a self-issued certificate 
is equally suitable. 

2) Transition to SMM 
The process of transitioning to SMM is worth examining 

as it incurs an overhead and as it needs to be accomplished 
each time a cryptographic verification operation is required, 
minimising that overhead is a worthwhile goal. 

Entry to SMM requires triggering an SMI (System 
Management Interrupt). Ordinarily, hardware interrupts 
cannot be triggered directly from user mode applications; 
first a system call would be required, to effect a transition to 
kernel mode (‘ring 0’ on x86), then the corresponding kernel 
code would trigger the interrupt on the application’s behalf. 
This, however, incurs additional overhead, two mode 
transitions rather than one. A more efficient approach is for 
the application to write to the I/O address 0xb2 as explained 
below.  

Most modern processors implement a unified hardware 
memory map, in which RAM and devices occupy the same 
address space; x86 has two distinct memory spaces, a 64 
kilobyte legacy space accessed via the IN/OUT set of 
instructions, and a much larger space accessed via standard 
memory operations. 

For devices mapped into the main memory space, the 
usual memory permissions apply: the appropriate 4 kilobyte 
(or larger) page could be mapped with appropriate 
permission bits set. The I/O space has different, fine-grained 

permissions: the I/O Permissions Bitmap (IOPB) within the 
Task State Segment (TSS) controls whether access is granted 
or not to any given byte within the I/O address space. On 
Linux, the ioperm system call may be used to enable access 
to any specified I/O address. 

To make use of the cryptographic enclave services, the 
userspace code must first allocate and lock a page of physical 
memory, determining the underlying physical address via the 
Linux /proc/self/pagemap virtual file and communicating 
this to the SMM enclave at initialisation time. This shared 
page can then be used as a mailslot for exchanging data: the 
userspace (ring 3) code interacts directly with the SMM 
cryptographic code, without transitions to/from the kernel in 
between. 

IV. EVALUATION PROCESS

In order to show that the proposed solution is practicable 
(and establish the hypothesis) three aspects of the proof-of-
concept webserver’s behaviour were evaluated: 
functionality, security, and performance. Functionality was 
demonstrated by testing with a) a number of web-browsers 
(Experiment 1) and b) an industry-standard test suite 
(Experiment 2). Security is shown by reasoning from 
properties of the SMM system. Performance was tested by a) 
examining the impact on execution time of the overhead of 
entering and exiting SMM through micro-benchmarking 
(Experiment 3) and  b) comparing the time taken to serve 
pages i) with no key protection (Experiment 4a) ii) with 
‘process-separation’ based key-protection (Experiment 4b)  
and iii) with SMM-based key protection (Experiment 4c). A 
summary is given in Table II below.  

TABLE II. LIST OF VALIDATION EXPERIMENTS PERFORMED AND 

PURPOSE

Num Experiment Purpose 

1 Use with range of 
browsers 

Verifying basic webserver functionality 

2 Qualys - SSL 
Labs 

Verifying webserver SSL protocol 
compliance 

3 Micro-
benchmarking 

Measuring the ‘real-time’ overhead 
imposed by entering and exiting SMM 

4a Comparison of 
webserver 
performance with 
crypto operation 
performed  with 3 
different levels of 
protection 

Measuring the rate that pages could be 
served with crypto-keys handled in-
process, i.e., with no protection 

4b Measuring the rate that pages could be 
served with crypto-keys handled in a 
separate process, i.e., with process-
separation protection 

4c Measuring the rate that pages could be 
served with crypto-keys handled in 
SMM 

As the webserver’s cryptographic code is unmodified – a 
standard x86/x86-64 implementation of the elliptic curve 
algorithms – the key performance metric is the additional 
overhead introduced by transitions to and from SMM. For 
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context, this should be compared with the overhead entailed 
in a context switch between usermode processes (as applies 
where the cryptographic code is run in a separate process, as 
CloudFlare does in their content delivery network’s edge 
devices) and user-kernel mode transitions particularly after 
implementation of the Kernel Page Table Isolation (KPTI) 
changes to mitigate the Spectre/Meltdown security issues. 
Experiments 3 and 4b quantify these. 

For a better indication of the real-world performance 
impact, standard HTTPS benchmarking — downloading 
static content over encrypted connections in each 
configuration tested — gives indicative throughput speeds 
(Experiment 4). 

A. Functionality 

Once the HTTP-over-TLS (HTTPS) server was 
implemented, a variety of protocol interactions were tested. 
Initially, standard HTTPS clients (wget, curl, Mozilla Firefox 
and Google Chrome) were used to verify basic functionality 
(Experiment 1), and any issues encountered resolved; after 
this, the more comprehensive industry standard test suite - 
SSL Labs from Qualys [35] - was employed (Experiment 2). 

B. Security 

The webserver’s resistance to RowHammer and Spectre 
attacks was analysed. While web server performance testing 
is a well studied and long-established field [36][37], security 
is more nebulous. In this context, the architecture is intended 
to provide isolation, and substantial literature has already 
studied the various possible routes to accessing SMRAM 
[25]  — cache aliasing, Memory-Type Range Registers 
(MTRR) manipulation; and early BIOS implementations 
which neglected to enable D_LOCK timeously). It can also 
be verified empirically that the SMRAM-protected data/code 
is not exposed, even to the kernel via a scan of the Linux 
/dev/mem device, which can be configured to expose the 
kernel’s view of the entire memory space. Since the SMM 
protected data has no functioning address except while the 
processor is executing in SMM, exploits such as Spectre 
cannot access this data. (Physical level attacks such as 
RowHammer or address line fault injection could still be 
effective.) 

1) RowHammer 
The RowHammer attack allows modification of bits in 

physically adjacent areas of memory, which could 
theoretically be used to exfiltrate information from the SMM 
enclave. Integrity checking would provide some protection 
against this, while ASLR would make such an attack almost 
impossible — just shifting the code and data by a small 
random number of bytes each time the system is booted 
would mean the attacker was operating blindly (able to flip 
some bits, but without knowledge of which instruction or 
piece of data is being affected), while the use of ‘canary’ 
values around the code and data would make such an 
attempted attack very unlikely to go undetected. Moreover, 
given sufficient knowledge of the memory arrangement in 
use, simply adding a single disused row between the SMM 
code and data area and memory used by the system would 

frustrate any RowHammer attempt: it would corrupt only 
that buffer space, with no effect on the SMM area. 

Also, on the specific test hardware used for the majority 
of this experimentation, the DDR2 memory installed is much 
less susceptible to RowHammer attacks anyway: exploiting 
this generally requires DDR3 or newer, due to the smaller 
feature size and faster access. 

A similar approach would also be effective against most 
direct hardware attacks, such as address line glitching: 
without knowing the exact address to target, a successful 
attack would be very much more difficult than against a 
system without this protection. 

2) Spectre/Meltdown 
The most recent memory protection attacks against 

vulnerable Intel and ARM processor architectures pose two 
potential threats against an SMM protection implementation. 

Firstly, the Meltdown techniques can be used directly to 
extract otherwise protected data, for example from kernel 
buffers, by using the address of that data indirectly then 
observing side-effects of that operation. This is not 
applicable to SMM code or data, since there is no address 
which refers to that memory in the first place. This was 
empirically verified by Eclypsium[38]. 

Secondly, the Spectre attacks have been used against 
system firmware executing in SMM to bypass bounds checks 
(ibid.) — that issue is avoided entirely in this work by using 
only fixed size parameters, with no bounds checks or 
boundaries to be violated. 

C. Performance 

For the performance assessment, two approaches are 
used: first (Experiment 3), microbenchmarks, measuring the 
individual components involved in transitions to and from 
SMM and kernel mode in isolation ; secondly (Experiments 
4a - 4c), to measure the overall performance of a web server 
using different isolation mechanisms, to be able to compare 
SMM isolation’s performance overhead against versions 
with no isolation of key handling and one which uses 
process-level isolation which would protect against process 
level compromise, but not a root or kernel level one as SMM 
isolation does. 

1) Experiment 3 - Microbenchmarking the mode 
transition cost 

The experiment described here investigates the 
performance aspects of using SMM, detailing the 
performance impact of each transition to and from SMM 
compared to transitions to kernel space and back which is the 
dominant factor in the overall performance of the SMM-
isolated server. 

After prototyping work on the Bochs hardware 
simulation, a physical target system was required for 
performance tests.  A Lenovo ThinkPad X200 was obtained 
and loaded with the Libreboot free software project’s variant 
of the open-source Coreboot firmware (Libreboot), including 
its SMI handler code which could then be freely modified in 
theory. An unmodified ThinkPad T60, with similar hardware 
but retaining the original manufacturer’s BIOS, served as 
control, backup and development system, allowing testing of 
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SMM code under the Qemu-KVM virtualisation system in 
conjunction with the related SeaBIOS project[39].  

The first performance tests focused on comparing the raw 
latency penalty imposed by the architecture on transitions 
between userspace and either kernel mode or SMM as 
appropriate. This would give an early indication of the 
viability of the overall approach to explore later, as well as 
determining how much effort might be required to optimise 
the design for performance to be viable. 

Each test consists of executing the function under test 
multiple times, recording the elapsed time and calculating 
the time per iteration from that. To ensure consistency, each 
test was repeated multiple times and checked for outliers. 
Timing is measured in two ways: the system ‘time of day’ 
clock which records times in microseconds and, for the T60 
and virtualised system, the processor Time Stamp Counter 
read via the ‘read time-stamp counter’ (RDTSC) instruction. 
On recent Intel processors, including those in use here, the 
time stamp counter advances at a constant rate regardless of 
power saving modes or clock speed, making this a useful 
timing measurement. (On earlier implementations, the TSC 
rate varied with processor speed, making this usage more 
problematic.) 

The operations tested are listed in Table III. Each set of 
measurements was performed on each test system, to provide 
a baseline for interpreting performance figures later (see 
Section V.C). Table IV shows the test platforms used for 
benchmarking in the experiments.  

TABLE III. OPERATIONS TESTED IN MICRO-BENCHMARKING

Operation Purpose 

NOP SMI Round trip to/from SMM 

open-close System call requiring access to kernel memory 

getpid() Trivial system call to reflect minimal kernel 
transition cost 

signing Execute a cryptographic operation - specifically 
generate a signed certificate 

TABLE IV. TEST PLATFORMS FOR BENCHMARKING

Model X200 T60 Qemu-VM 

CPU Core 2 Duo 
P8400 

Core 2 Duo 
T5600 

Core 2 Duo 
T5600 

Clockspeed 2.26 GHz 1.83GHz 1.83GHz 

RAM 4 GiB 3 GiB 1 GiB 

BIOS Libreboot Lenovo 
original 

SeaBIOS 

The test code was compiled with level 2 optimisation (‘-
O2’), for x86-64, in each case. To gather statistical details 

about the distribution of each individual operation, the test 
code optionally records the TSC value after each; for the 
overall operations, to avoid the extra overhead, a consecutive 
sequence of runs is timed without recording timestamps in 
between, by compiling with the BATCHONLY flag. For the 
1,000,000 iterations of getpid(), 8,000,000 bytes of 
values are written out to memory, almost four times the size 
of the L2 cache, although writing the values to disk is 
deferred until after the timed portion. Ordinarily the 
getpid() function is accessed via vDSO for performance 
reasons— the kernel puts a copy of the PID in the process’s 
own memory space and provides a function to retrieve that 
directly, avoiding the userspace-kernel round trip, but in 
order to measure that round trip the legacy system call is 
used here. 

The getpid() system call was chosen as the most 
trivial, since it only copies a non-sensitive constant integer; 
the open system call will be reading the file system cache, 
which is not readable from user mode, so incurs greater 
overhead in a full transition to restore access to kernel data. 
In normal usage getpid() is faster than this, avoiding a 
system call entirely by returning the process’s own copy of 
this value directly via a mechanism known as Virtual 
Dynamic Shared Object (vDSO). 

The ‘signing’ test measured a realistic cryptographic 
operation carried out entirely in SMM. For a web server to 
be accepted as ‘valid’ for a given name, it must present a 
signed certificate asserting ownership of that name, signed 
by either a trusted root Certificate Authority (CA) directly, or 
an intermediate certificate which is itself trusted. 

This is a two stage process. First, a Certificate Signing 
Request must be generated, containing a copy of the server’s 
public key and a signature using the private key (the private 
key itself is never exposed). Secondly, this CSR must be 
submitted to and accepted by the CA. Originally, this was 
done manually using human verification of documents and 
credentials; this still applies for ‘Extended Validation’ 
certificates, but for standard ‘Domain Validation’ certificates 
this process can now be entirely automatic. Specifically, the 
free “LetsEncrypt” CA allows ownership of a name to be 
verified by publishing specific challenge response values in 
the DNS entries of the name in question, without the server 
ever having to be publicly accessible. This is one variant of 
the Automated Certificate Management Environment 
(ACME) protocol; other variants use the TLS SNI handshake 
process and HTTP messages respectively to accomplish 
similar results via other protocols. 

This allows a public-private keypair to be generated 
within the SMM enclave, issued with a valid certificate, then 
used to host a secured website for testing and demonstration 
purposes, without ever exposing the key material externally. 
For testing purposes, however, this external signing step is 
not necessary: a ‘self-signed’ certificate is sufficient. 

2) Experiment 4 - Webserving 
The proof-of-concept webserver application was operated 

(on the local machine to nullify effects of other network 
traffic) with three different levels of key isolation: none (a 
control), process separation, and fully SMM isolated key 
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handling. In each case the multiple HTTPS requests for 
pages of differing sizes where pages were automatically 
generated (via curl etc.) and the rate at which requests 
were served was measured. This allowed a comparison of the 
relative speeds of the three levels, which are discussed in 
Section V.D. 

V. RESULTS

The results of the four experiments were thus: 

A. Experiment 1 - Basic functionality  

Testing with a range of browsers revealed no significant 
errors. 

B. Experiment 2 - Protocol compliance verification 

The results of testing with the comprehensive industry 
standard test suite SSL Labs from Qualys are shown in 
Figure 3. 

Figure 3. Qualys test suite results 

The “T” score indicates a Trust issue — the test server is 
not configured with a publicly trusted certificate, issued by a 
genuine Certification Authority such as Verisign or 
LetsEncrypt — but all cryptographic and protocol aspects 
are correct; the test suite proceeds to simulate the 
cryptographic handshakes of a variety of common browsers. 
With the exception of Google Chrome on Windows XP 
Service Pack 3, which experiences a handshake failure, all 
compatible clients negotiate and connect correctly. It is 
worth noting that no security checks are performed for 
known vulnerabilities, e.g., Heartbleed etc. – this is purely 
for compliance with the standard. 

C. Experiment 3 -  Microbenchmarking the mode transition 
cost 

The timing figures obtained are shown in Tables V, VI 
and VII below. Unfortunately, the X200 system failed during 
testing, so further results could not be recorded; the 

remaining tests had to be performed on the fallback system 
alone, the T60. SMI calls caused the unmodified T60 control 
laptop to freeze; this appears to be a known, long-standing 
issue with the stock Lenovo BIOS[40]. 

TABLE V. EXECUTION TIME FOR SYSTEM CALLS AND SMI
INVOCATIONS

Operation X200  T60  T60 Qemu-KVM 
Units  μs  μs  TSC  μs  TSC 
NOP SMI 448  Not available 1310  2.4m 
getpid  0.4 1.1 620 21 12k

open/close 3 7.1 3900 26  26k 
signing  Not 

available 
878 1.606m 905  1.65m 

TABLE VI. EXECUTION TIME (TSC TICKS) ON BARE METAL

Operation Minimum 1st Quartile M e d i a n 3rd Quartile Maximum
getpid 1133 1155 1155 1155 5211503 
open-
close 

6347 6479 6512 6545 3776872 

signing 1534995 1542285.25 1544378 1547757.75 2924856

TABLE VII. EXECUTION TIME (TSC TICKS) UNDER KVM 

Operation M inimum 1st Quartile M e d i a n 3rd Quartile M axi m um

NOP 
SMI 

2235276 2326436.75 2921712.5 3618389 26339800

getpid 2 0 2 2 9 2 0 2 9 5  2 0 3 1 7  2 0 3 6 1 33031357
open-
close 

4 4 9 0 2 4 5 3 9 7  4 5 4 9 6  4 5 5 9 5 29565196

signing 1536480 1 5 4 30 6 9 1546578  1596921 12533972

The relative performance of the two hardware test 
platforms is indicated by comparing the first two columns 
indicating the T60 has just under half the speed of the X200 
on system calls, while comparing the two pairs of T60 
figures (‘T60’ represents the test code running directly under 
Linux, ‘T60 Qemu-VM’ represents the same code executed 
under Qemu-VM simulation) indicates the relative 
performance penalty of the simulation system itself: 
approximately three orders of magnitude slowdown (a factor 
of 1,000). On the most trivial system call, the additional 
overhead of simulation dominates (as shown by the much 
smaller difference between getpid and open/close times), but 
the relative performance of SMI invocation and open/close 
calls is more similar: 88 times slower in simulation versus 
149 times slower on bare metal. 

The maximum times for all operations are extreme 
outliers — around 3-5 million ticks on bare metal, around 
four times as high under KVM. Each indicates the test 
application was interrupted during that operation for between 
2-20 ms. The additional KVM overhead is most apparent 
when comparing the getpid operations (a median more than 
17 times slower), closing to a factor of 7 for open-close and 
no discernable difference on cryptographic operations 
performed in userspace. 

The SMI transition overhead is less uniform, with the 
upper quartile more than 55% higher than the lower — an 
interesting characteristic, worthy of further study elsewhere. 
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One important comparison is between the two full mode 
transitions (userland/SMM and userland/kernel mode). Since 
the secured server developed here achieves the security 
benefits by transitioning into SMM before performing each 
signing operation, the relative performance impact of this 
change is indicated by the relationship between the ‘signing’ 
and ‘SMM’ figures: the signature operation in isolation takes 
a little less than the round-trip to and from SMM, 1.6 million 
processor ticks versus 2.4 million. 

D. Experiment 4 - Performance comparison 

The rate of request processing, i.e., the number of 
requests per second served by the webserver, were measured 
in three configurations (for a range of response sizes 1KiB-
MiB) to identify the additional overhead contributed by the 
use of SMM to isolate the cryptographic private key and 
associated code. The control configuration (no isolation at all 
- so no change of mode  - labelled Q0) was compared with 
the simple option (using a separate user-space process for 
isolation userland to kernel mode transition - Q1) and the 
SMM configuration (userland - SMM transition- Q2). The 
measured rates are shown in Figure 4. 

Figure 4. Relative rate of web requests served against response (page) 
size for each configuration of hardware/enclave type 

The performance overhead of simulation as opposed to 
direct execution is apparent. Across the range of request 
sizes tested, physical hardware is consistently and 
proportionally faster than simulated. As the request size 
increases, the difference between SMM and other modes 
diminishes to less than 10% at the largest size, one MiB.  

VI. CONCLUSION AND FUTURE WORK

This work proves the hypothesis: “Secure isolation can 
be practically implemented using only the long-established 
Systems Management Mode mechanisms, giving better 
security isolation than existing techniques such as process 
separation”. In comparison to the baseline approaches 
(typified by those discussed in Section II) the SMM 
approach to key-protection has been shown to address their 
shortcomings and to be robust in circumstances in which 
they are not.  The performance impact of SMM has been 
explored both on bare hardware and in virtualised form, and 

a proof-of-concept server demonstrated and benchmarked 
successfully. Even on relatively old legacy hardware, with 
additional overhead, the performance impact due to SMM 
isolation was not prohibitive — approximately doubling the 
CPU time per handshake operation, causing a performance 
penalty falling from 50% on the smallest payload sizes 
(where the handshaking process dominates the overall 
workload) to 10% at 1 MiB.  

A. Implications of results 

With a working HTTPS implementation using SMM 
security, Experiment 4 gave the best indication of SMM’s 
performance impact in the worst case. The relative 
performance on simulated hardware corroborates the 
microbenchmark results: performing the cryptographic 
handshake computations in SMM approximately halves the 
rate at which handshakes are performed, causing a 
corresponding slowdown on the smallest requests (where this 
aspect dominates the overall server performance), falling to 
around 10% with 1 MiB requests. The effect of size is to be 
expected: SSL/TLS uses two levels of encryption. First, the 
connection is established using public key cryptography. 
This handshake process negotiates two pairs of keys which 
are then used to encrypt subsequently exchanged data and 
has a fixed computational cost regardless of the volume of 
data transferred later. Secondly, the request and response are 
encrypted using those keys, taking time proportional to the 
volume involved. So, on small requests the former aspect 
dominates performance; on larger requests, the latter 
becomes dominant. The performance shown on the smallest 
requests, 572 1k requests per second, is also consistent with 
the bare metal SMM transition measurements from 
experiment 2 of 448 µs on a processor with approximately 
twice the performance (a higher clock speed and faster 
memory bus). 

Our results demonstrate the upper bound on the 
performance or latency cost of isolating the keys in two 
different ways, validating the original hypothesis about 
SMM’s suitability for this technique. At the smallest extreme 
of payload sizes, where the cryptographic handshake for 
each new connection dominates, the additional SMM 
overhead is of a similar magnitude; as the size increases, the 
impact of this extra overhead on overall throughput rapidly 
diminishes. 

B. Future work 

This work confirms the potential for new uses of SMM in 
a security context. Unlike reactive patching, SMM isolation 
provides proactive protection against issues of low-level 
hardware bugs and protection. Alternative areas for the 
application of SMM to improve security are discussed 
below. 

1) Intrusion countermeasures 
The HyperGuard/HyperCheck projects leveraged SMM 

as an integrity checking mechanism to detect and alert 
compromises of a system. These could be incorporated 
within the application of the SMM: not only would the keys 
in SMM remain protected, but the compromise would also 

38Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-044-5

CLOUD COMPUTING 2023 : The Fourteenth International Conference on Cloud Computing, GRIDs, and Virtualization

                            48 / 74



be detected and appropriate defensive responses could be 
triggered. 

2) Operation batching 
When adopting the SMM approach, significant gains in 

throughput are expected (in a server situation) from 
performing multiple cryptographic operations per transition 
to/- from SMM: rather than passing individual requests 
immediately, combine the requests into sets and process a 
full set each time. This would amortise the transition cost 
across however many connection handshakes are being 
performed in that batch, trading increased throughput for 
increased latency determined by the batch size. 

3) Other applications and protocols 
Particularly with the inclusion of other algorithms, the 

key protection and handling techniques demonstrated here 
could be applied to other protocols and applications such as 
SSH authentication, cryptocurrency transactions or a 
credential store akin to Microsoft’s Credential Guard (which 
uses a special-purpose virtual machine to isolate credentials 
from the primary OS on desktop systems).  

4) Handshaking overhead in TLS 1.3 
The latest version of TLS has a faster handshake than TLS 
1.2 used in the experiments but the effect of this on the 
overhead should be verified. 
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Abstract—We consider the problem of supply chain data
visibility in a blockchain-enabled supply chain network. Existing
methods typically record transactions happening in a supply
chain on a single blockchain and are limited in their ability
to deal with different levels of data visibility. To address this
limitation, we present FoodFresh – a multi-chain consortium
where organizations store immutable data on their blockchains.
A decentralized hub coordinates the cross-chain exchange of
digital assets among the heterogeneous blockchains. Mechanisms
for enabling blockchain interoperability help to preserve the
benefits of independent sovereign blockchains while allowing for
data sharing across blockchain boundaries.

Keywords-blockchain; consortium; supply chain net-
work; controlled transparency; interoperability.

I. Introduction

The food industry comprises companies dedicated to
manufacturing and processing raw materials and semi-
finished products from agriculture, forestry, and fishing.
In recent years, food supply chains have progressed from
shorter, independent to more unified, coherent relationships
among supply chain participants [1]. Developing long-term,
and collaborative relationships requires evolutionary tech-
nological solutions to simultaneously retain a competitive
edge.
Blockchain technology is considered a way to increase

supply chain visibility, support fraud detection and pro-
vide supply chain optimization. Current applications of
blockchain technology in food supply chain management,
e.g., IBM Food Trust [2], rely mainly on a single distributed
ledger. The implications on supply chain networks are
twofold: (i) organizations participating in multiple supply
chains must share their data on multiple blockchains, and
(ii) participants may see information originally not intended
for them because all participants can view every transaction
on a distributed ledger. In a single-chain approach with
just one ledger, all data would be shared publicly will all
other chain participants.
The multi-chain requirement is motivated by achieving

controlled transparency, i.e., to enable all parties to control
visibility of data based on two levels of chains. Each
participant is provided with a chain of type permissioned,
and sharing data is provided by an additional chain of type
public. The permissioned chains are subject to a Role Based
Access Control (RBAC) mechanism, thus, its information

is hidden from the public and accessible to all users that
belong to an organization. Providing organizations each
with their own permissioned chain, interconnecting them
as a federated ecosystem with a public chain also simplifies
the addition or removal of individual organizations from
the overall ecosystem with minimal impact.
In this paper, we propose FoodFresh – a multi-chain

approach for inter-institutional supply chain networks,
allowing organizations to store immutable data on their
blockchain. A decentralized hub coordinates the cross-
chain communication among the heterogeneous blockchains.
The hub further ensures that all parties comply with the
overarching rules of the consortium.
The remainder of the paper is organized as follows:

in Section II, a selection of related work is presented.
Subsequently, an overview of the relevant technology is
given in Section III. Next, Section IV discusses our proposal
with the design rationale. We conclude the paper in
Section V, followed by the references at the end.

II. Related work

Recently, various solutions for blockchain-enabled supply
chains have been proposed. For instance, Longo et al. have
presented a software connector to connect an Ethereum-like
public blockchain with an enterprise information system
[3]. The software connector allows companies to share
information with their partners with different levels of
visibility. Schulz and Freund [4] have proposed a blockchain-
enabled distributed supply chain. Their main idea is a
network-centric design, which incorporates domain-specific
blockchains for handling specific business processes and a
hub or main blockchain that connects the blockchains to
communicate with each other.

Polkadot uses a hybrid consensus model, separating block
production (Blind Assignment of Blockchain Extension
(BABE)) from finality (GHOST-based Recursive Ancestor
Deriving Prefix Agreement (GRANDPA)). This allows
for blocks to be rapidly produced and finalized at a
slower pace without risking slower transaction speeds
or stalling. Polkadot provides cross-chain communication
with arbitrary data. Parachains communicate through the
Cross-Chain Message Passing (XCMP) protocol, a queuing
communication mechanism based on a Merkle tree. XCMP
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is designed to communicate arbitrary messages between
parachains. Messages are sent together with the next
parachain block (short: parablock), while the relay chain
blocks include only the proof of postage. All messages
must be processed in proper order, for which a chain
of Merkle proofs is used. However, XCMP is still under
development. Therefore, the stop-gap protocol is Horizontal
Relay-routed Message Passing (HRMP). As soon as XCMP
is fully developed, it can replace HRMP. The primary
difference between the two is the data stored on the relay
chain. In HRMP, the relay chain stores the full message
with its payload. XCMP, on the other hand, will only store
a reference to the payload. The target parachain will be
responsible for decoding the message payload.

From the perspective of inter-institutional supply chains,
FoodFresh extends our previous work on inter-institutional
cooperation [5]–[8] that was focused on healthcare, in which
central organizations from primary care and secondary care
act as leaders and hubs of cooperation. The FoodFresh
scenario extends our perspective to more decentralized
and autonomous institutional cooperation in a food supply
chain network, without central protagonists.

III. Background

This section provides a brief overview of the different
relevant technologies: Section III-A describes the character-
istics of food supply chain networks, Section III-B presents
different types of blockchain technology, and Section III-C
different blockchain interoperability approaches.

A. Food Supply Chain Network

A supply chain is an interconnection of organizations,
activities, resources, people, and information. Organizations
along a food supply chain are dedicated to growing and
processing raw materials (e.g., fruits) and semi-finished
products (e.g., fruit juices) for delivery to the end customer.
Food supply chains are complex and affected by various fac-
tors, such as the sociopolitical environment [9]. Regulatory
bodies, such as the US Department of Agriculture (USDA),
aim to protect consumer health and increase economic
viability. Thus, they release frequent updates to ensure
their criteria are met by food supply chains.
In a Food Supply Chain Network (FSCN), more than

one supply chain and more than one business process can
be identified, both parallel and sequential in time. The
parties involved in the business processes depend on the
type of FSCN. This article considers a FSCN for fresh
agricultural products.
Van der Vorst et al. have identified farmers, retailers,

and their logistics service suppliers as parties involved
in a FSCN for fresh agricultural products [9]. Figure 1
depicts such a supply chain at the organization level within
the context of a FSCN for fresh agricultural products.
Each organization is positioned in a product lifecycle stage
and belongs to at least one supply chain. That means an
organization can have multiple suppliers and customers

at the same time and over time. Figure 1 visualizes this
by showing the perspective of the processor (bold lines),
who has multiple connections to distributors and farmers.
Other stakeholders, such as nongovernmental organizations,
governments, and shareholders, are indirectly involved at
each stage of the product lifecycle.

Other stakeholders (NGO’s, government, shareholders, …)

Legend

Farmer

Processor

Distributer

Retailer

Business Proccess

Figure 1. Schematic diagram of an FSCN (based on Van der Vorst
et al. [9])

B. Blockchain Types

There are three different types of blockchain systems [10].
Public blockchains are considered permissionless because,
in principle, everyone can attend the consensus process and
read the stored data. The application of public blockchains
has several use cases, including cryptocurrencies and
document validation. In a consortium blockchain, an elected
group of participants is allowed to attend the consensus
process. The stored data may be read by selected members
or by the public. Supply chain and research environments
are two exemplary use cases for this type of blockchain. In
a private blockchain, all participants belong to the same
organization, and the public cannot access the system. Two
use cases for this final blockchain type are banking and
asset ownership. Private and consortium blockchains are
considered permissioned blockchains because, in both cases,
only a limited group can attend the consensus process.

C. Blockchain Interoperability

Blockchain interoperability involves the ability of in-
dependent distributed ledger networks to communicate
with each other. Various approaches have been estab-
lished to provide blockchain interoperability, resulting in a
highly fragmented market [11]. Belchior et al. were the
first to conduct a systematic literature review in [11]
on blockchain interoperability solutions: Their resulting
Blockchain Interoperability Framework categorizes interop-
erability solutions into three categories: 1) interoperability
across public blockchains (public connectors), 2) inde-
pendent blockchains that interoperate among each other
(blockchains of blockchains), and finally, 3) approaches that
neither fit into the public connectors nor blockchains of
blockchains category (hybrid connector).

IV. FoodFresh

In this section, we describe a consortium blockchain
for a food supply chain network for interoperability and
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controlled transparency. Section IV-A, introduces the
approach. The three tiers of the system architecture are
described in the following sections: the presentation tier in
Section IV-B1, the application tier in Section IV-B2, and
the relay tier in Section IV-B3. In Section IV-C, we offer
a concise introduction to the Substrate Framework. The
subsequent Section IV-D, delineates the details concerning
the deployment process. Finally, Section IV-E addresses
the limitations of our proposed approach.

A. FoodFresh Approach

The FoodFresh approach provides an implementation
of the multi-chain approach (Section II). The blockchain
consortium comprises a multi-chain ecosystem for orga-
nizations. Each organization is allowed to participate in
the consensus process. A permanent and shared record of
food system data connects participants across the food
supply chain network. This is done through the use of
a main blockchain, called relay chain. The sole purpose
of the relay chain is to coordinate and share appropriate
data and ensure all parties are complying with overarching
rules. Each organization can set up and manage its own
permissioned blockchain, which keeps full control over the
data to itself. Within a single permissioned blockchain for
an organization, data is shared between different users that
belong to that organization, but not to inter-institutional
parties. Via the public relay, the FoodFresh approach
allows them to share immutable and accurate data with
other participants in the inter-institutional supply network.
This also allows for the addition or removal of individual
organizations from the overall ecosystem with minimal
impact.

B. System Architecture

FoodFresh, as a distributed system, is a composition
of three tiers. This section will outline each of the three
tiers. The presentation tier in Section IV-B1, the appli-
cation tier in Section IV-B2, and finally the relay tier in
Section IV-B3. Figure 3 depicts the system architecture
for two interoperating supply chain organizations.
1) Presentation Tier: To provide the user with conve-

nient access to the FoodFresh system, the presentation
tier is responsible for interacting with the application tier
through a websocket connection. Any websocket-capable
client or device can communicate with the endpoints
exposed by the application tier. The user interacts with a
Graphical User Interface (GUI) to manage the permissions
of participating members, register shipments and products,
and trace shipments along the supply chain. A browser
extension is required to manage blockchain accounts and
to sign transactions within those accounts.
2) Application Tier: The application tier encompasses

application-specific blockchains (the parachains) that allow
organizations to join with their blockchain, where they
can store immutable data. Through this, organizations can
create products and shipments. A shipment’s storage and

transportation conditions can be monitored and tracked
through the supply chain. The business logic is decomposed
in tightly coupled modules called pallets. Figure 2 depicts
the business logic pallets, each with its provided function-
ality that can be invoked via transactions on the parachain.
Additionally, an Off-Chain Worker (OCW) is used to
communicate the latest shipment status with the external
world. With the subsystem Cumulus, parachains can send
and receive cross-chain messages and enable validators
to validate their state transitions. RBAC, formalized by
Ferraiolo et al. [12], has become the predominant model
for user access control. RBAC is used in the FoodFresh
approach to control the access in terms of who can submit
transactions. The rbac pallet maintains an on-chain registry
of roles and the users to which those roles are assigned. A
role is a tuple with the name of a pallet and a permission
that qualifies the level of access granted by the role. A
permission is an enumeration with the variants Execute and
Manage. The Execute permission allows a user to invoke
a pallet’s dispatchable functions. The Manage permission
allows a user to assign and revoke roles for a pallet, and also
implies the Execute permission. Access control validation
is done within the transaction pool of a parachain.

Business Logic

Product
Tracking

RegistrarAdd member to
organization

Create role

Revoke access
RBAC

Assign role

Add administrator

Create organization

Document
Registry Register document

Product
Registry

Register product

Register shipment

Track scan operation 
for shipment  

Track delivery operation 
for shipment 

Figure 2. Overview of the business logic, decomposed into five pallets

3) Relay Tier: The relay chain, in the relay tier, is the
essential hub in the network of heterogeneous blockchains,
the parachains. The relay chain provides parachains with
parablock validation and allows them to communicate with
each other using the Cross-Chain Messaging (XCM) format
for cross-chain messaging.

Validators are the actors of the relay chain and have
three responsibilities: (1) to verify that the information
contained in parablocks is valid, such as the identities of
the transacting parties, (2) to participate in the consensus
mechanism to produce the relay chain blocks based on
validity statements from other validators, and (3) to
handle cross-chain messages. For validators to fulfill their
responsibilities, they are equipped with six primary runtime
modules. The inclusion module handles the inclusion and
availability of parablocks. In addition, shared manages
the shared storage and configurations for other validator
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Figure 3. Overview of our approach. The architecture is composed of three tiers: presentation, application, and relay.
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modules. The paras module manages the chain-head and
validation code for parachains. The scheduler is responsible
for parachain scheduling, as well as validator assign-
ments for the consensus mechanism. The validity module
addresses secondary checks and disputes resolution for
available parablocks. Finally, the XCMP module handles
cross-chain messages and ensures that the messages are
relayed to the receiving parachain.
An integral part of cross-chain communication is the

establishment of a cross-chain messaging channel between
the validators of two communicating parachains. Burdges
et al. [13] have stated that a messaging channel aims to
guarantee four things: “First that messages arrive quickly;
second that messages from one parachain arrive to another
in order; third that arriving messages were indeed sent
in the finalized history of the sending chain; and fourth
that recipients will receive messages fairly across senders,
helping guarantee that senders never wait indefinitely for
their messages to be seen”.

The act of removing an organization from the ecosystem
does not necessitate the elimination of its associated
parachain. This concept is facilitated by the existence of
a systematic protocol, specifically the modification of the
relay chain validator registry. Through the processes of
registration and deregistration, organizations are added to
and removed from this registry. Structurally, this registry
is characterized as a hash map, a data structure that
comprises paired elements: a unique identifier (ID) and
the corresponding parachain ID. It should be noted that
the relationship between organizations and their parachains
is fundamentally non-destructive, meaning that the alter-
ations in the organization’s status within the ecosystem
do not directly impinge on the existence of the related
parachain.

C. Substrate Framework

FoodFresh is built with substrate [14], a modular frame-
work for building blockchains. A nontechnical reason for
using substrate is its flexibility. Organizations must be able
to adapt their blockchain system to meet the supply chain
compliance requirements of regulatory bodies. Regulations
happen frequently, especially in food supply chains, as
shown in Section III-A. Due to the modular nature of
substrate-based blockchains, developers have the necessary
freedom to swap or add modules to their blockchain
runtime.
Technical reasons include the chosen programming lan-

guage, the software design, and the off-chain abilities.
Substrate is implemented in the programming language
Rust, which aims to provide performance (comparable
to C++), reliability, and better means of productivity. In
terms of reliability, Rust manages resources (including mem-
ory, files, network, and thread) and avoids problems, such
as resource leaks or data races. Finally, for productivity,
Rust provides Integrated Development Environment (IDE)
support and type inspections. Furthermore, substrate is

generic by design, meaning transactions are abstracted
to so-called extrinsics (things that happen outside the
chain) and intrinsics (things that happen inside the chain).
Transactions are stored as binary large objects. As a result,
users can transfer and store any type of data on the
blockchain.
Nonetheless, with FoodFresh as a permissioned

blockchain, concerns about off-chain processes need to
be raised. For instance, Helliar et al. have made the
assumption that “off-chain processes may become a major
barrier for permissioned blockchains” [15]. Using substrate,
off-chain data can be queried or processed before it is
included in the on-chain state through OCW, a collator
node subsystem that allows for the execution of long-
running and possibly nondeterministic tasks. Moreover,
an OCW does not influence the block production time.

D. Deployment

FoodFresh requires validator nodes for the relay chain
and collator nodes for the parachains to be set up by the or-
ganizations participating in a supply chain network. Nodes
can be deployed locally or remotely via a cloud service
provider, such as Amazon Web Services. Before parachains
can participate in cross-chain communication, they need
to be registered on the relay chain. The following rule is
defined in the Collator Protocol [16], which implements the
network protocol for the Collator-to-Validator networking:
To accept n parachain connections, n+ 1 validator nodes
need to run on the relay chain. For the FoodFresh prototype,
two relay chain nodes are started to connect one parachain
node. Further, the relay chain needs to obtain the hex-
encoded parachain’s genesis state (exported from a collator
node) and the WebAssembly runtime validation function
to validate parablocks.

E. Limitations

While the FoodFresh approach offers a comprehensive
framework for leveraging blockchain technology in food
supply chain management, there are several potential
limitations and areas of concern, including:
Scalability : Parachains might face scalability challenges,
depending on the scale of the organizations involved and
the number of transactions. These issues are typically
dependent on their specific implementation, the consensus
mechanism used, and the volume of transactions they
handle. If an organization’s parachain is not optimized
to handle large quantities of data or high transaction
throughput, it could become a bottleneck that slows down
the overall system’s performance.
Complexity of Implementation: The FoodFresh approach,
with each organization having its own blockchain and
one relay chain for cross-communication, increases the
complexity of the system compared to commonly used
single blockchains. This presents significant challenges in
terms of maintenance and understanding the system for
non-technical stakeholders.
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Adoption Challenges: Organizations might be reluctant to
adopt the proposed approach due to perceived risks, lack
of understanding, or the costs involved in implementation
and training.
Evaluation: The software prototype is implemented and
available on GitHub [17] under Apache License 2.0. A
key part of designing a supply-chain network is ensuring
the network is versatile enough to cope with future risks.
The current solutions to analyze and mitigate endogenous
risks lack continuous monitoring, as a result, risks from
irregularities (e.g. abnormal order quantities by retailers)
remain mostly undetected. Thus, a core part of our
future evaluation is to answer whether we can develop
an approach to detect abnormal activity in a multi-chain
scenario. Our plans will focus on capturing the variability of
transfer volume in cross-chain messaging in order to detect
abnormal activity in blockchain-enabled inter-institutional
supply chain networks.

V. Conclusion and Future Work

Developing long-term and increasingly collaborative
relationships among supply chain participants requires
advanced technological solutions to retain a competitive
edge. Blockchain is presented as a promising technology
that might increase supply chain visibility and improve
efficiency. We have presented FoodFresh – a multi-chain
consortium for an inter-institutional food supply chain
network. This approach overcomes the challenges associated
with current approaches (e.g., IBM Food Trust), such as
lack of controlled transparency and restricted interoper-
ability among supply chain participants. By implementing
a multi-chain consortium with an overseeing decentralized
hub, FoodFresh allows organizations to maintain their inde-
pendent blockchains, thereby preserving data sovereignty
and enabling effective data exchange across blockchain
boundaries. The design approach used for FoodFresh could
apply to other networks that require the distribution
or transfer of sensitive data. Future work could apply
the approach to other industries, for instance, healthcare.
The safe and secure transfer of patient health records or
other sensitive information between healthcare providers,
insurance companies, and the patients themselves is a major
concern in the healthcare industry. The presented approach
could allow each party to maintain control over their data
while enabling necessary data sharing.
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Abstract—When major Cloud Service Providers (CSPs) net-
work with other CSPs, they show a predominant area over
cloud computing architecture, each with different roles to serve
user demands better. This creates multiple clouds computing
environments, which overcome the limitations of cloud computing
and bring a wide range of benefits (e.g., avoiding vendor lock-in
problem). Numerous applications can use various multiple clouds
types depending on their specifications and needs. Deploying
multiple clouds under hybrid or public models has introduced
various privacy concerns that affect users and their data in a
specific application domain. To understand the nuances of these
concerns, the present study conducted a survey to identify the
various classifications of multiple clouds types and then extend
the cloud entities’ relationships to behave in different multiple
clouds settings. The survey results outline users’ privacy and data
confidentiality concerns in multiple clouds types under public and
hybrid deployment models.

Keywords-multi-cloud; federated cloud; cross-federated
cloud; hybrid federated cloud; inter-cloud; cloud interop-
erability; privacy; trust.

I. INTRODUCTION

Utilizing numerous clouds has emerged as an alternative
way to improve cloud computing capacity for massive and
real-time data [1] [2]. Collaboration and communication be-
tween clouds, known as ”Cloud Interoperability” will improve
data reliability and resource availability, resulting in high-
quality services [3]. Moreover, allowing clouds to connect
brings further benefits to the cloud users by avoiding vendor
lock-in and getting access to widely distributed resources
across different clouds with good performance and legislation-
compliant services to the users [3]–[6]. Different applications
which produce huge amounts of data realize the importance of
multiple clouds to outsource their data and services for better
processing and analysis. For example, in the Internet of Things
(IoT) applications outsourcing the data to different clouds
for further processing overcomes the devices’ limited storage
and processing capacities [2]. The devices are connected to
the internet clouds to accommodate the massive amount of
the produced data by each device; processing the data at the
edge provides low latency, efficient computation capabilities,
and storage capacities [2]. Despite multi-cloud’s resource
availability, data reliability and scalability [3]–[6], maintaining
cloud interoperability while preserving users’ privacy and

data security is still a significant challenge [3]. Without the
users’ consent, their data can be stored in another CSPs with
different access rules and data processing requirements [7]–
[10]. Furthermore, it becomes difficult to guarantee that data
is effectively protected through its entire life-cycle, including
data creation, storage, processing, transfer, and deletion; dif-
ferent CSPs may have different security policies, methods, and
procedures for data processing and storage [7]. It is also more
challenging to guarantee the consistency of security policies
across all CSPs during data transfer and access, and protect the
data against potential threats [16]–[18]. Moreover, identifying
the access roles and sharing privileges among different CSPs
while maintaining user-sensitive attribute without performance
degradation is another critical concern while deploying multi-
ple clouds [22].

Different application domains benefit from multiple clouds
deployments [2] [19] [20] [22]. In the health era, various health
institutions can share their data and collaborate with other
researchers and healthcare professionals, enabling real-time
collaboration and improving personal health and treatments
[22].

While multi-cloud facilitates seamless data exchange and
sharing across different health institutions, it also raises pri-
vacy and security concerns concerning data access and sharing
processes [58]–[61] [63], [64]. Unauthorized and unrestricted
access could expose patient information, compromising pri-
vacy and confidentiality. Moreover, the unrestricted data shar-
ing beyond the intended purpose increases privacy risks and
the potential for data misuse. Considering the privacy and se-
curity issues across various cloud deployment models through
different applications reduces the data disclosure risks and
highlight the possibilities of applications vulnerabilities.

Without question, user privacy and data security are of
the highest importance in the digital age and have attracted
much more attention with the adoption of multiple clouds
computing. The success of such adoption towards building
trustworthy multiple clouds environments is primarily driven
by cloud user privacy and data security [9] [10].

There is no generalization for specific security and privacy-
preserving approaches in the multiple clouds. It is mainly
based on a specific context and the entities involved under
a specific multiple clouds type.
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The main contributions of this survey are the following:
• Show the classification of multiple clouds types from the

state-of-the-art work.
• Investigate the challenges for public and hybrid deploy-

ment models in multiple clouds types.
• Extend the single cloud entity’s relationships to behave

in different types of multiple clouds environment.
• Identify the privacy concerns in the multi-cloud, feder-

ated, cross-federated, and inter-cloud under public and
hybrid deployment models at some application domains.

The rest of this survey is organized as follows: In Section
II, we introduce different types of multiple clouds and their
corresponding classification. In Section III, we highlight dif-
ferent difficulties and challenges associated with the various
multiple clouds deployment models. In Section IV, we extend
the cloud entities relationships to behave under different kinds
of multiple clouds. In Section V, we explain the privacy issues
in different multiple clouds types under hybrid deployment
model. Where appropriate, we reflect these privacy concerns
on some applications. Moreover, we highlight the main chal-
lenges of different cloud types under specific deployment
models. In the end, in Section VI, we summarize the survey
work and show the future directions.

II. MULTIPLE CLOUDS CLASSIFICATION

Multiple clouds mean the connection of more than one
cloud. It is similar somehow to the set of an inter-connected
cloud of clouds. In [4], they introduced the inter-connected
global clouds of clouds, it is called the ”Inter-Cloud”, in which
clouds interact and share the resources and the underlying
infrastructure to meet the user’s on-demand requests. Inter-
cloud dynamically allows the management of resources and
distributes the loads among different clouds for better resource
utilization and service performance. Most researchers consider
multiple clouds the same as inter-cloud [1] [11] [12]. Both are
classified into multi-cloud and federated cloud based on how
clients interact with the clouds.

Inter-cloud is defined as a ”maximal set of inter-connected
clouds so that no other organization exists outside the inter-
cloud domain” [12]. However, some researchers consider inter-
cloud as a federated cloud [13] while others [12] claim that
the federated cloud is a type of inter-cloud. In [13], they
stated the main differences between federated and inter-cloud;
the federated cloud is a pre-requisite to the inter-cloud. In a
federated cloud, all federated members would have a common
perceptive of the applications deployment process [29] [30]
while the inter-cloud is based on standards and open interfaces
[13]. Federated cloud promises to deploy in different fields,
including the academic domain, by building the community
cloud with grid computing [19] [20] [28]. Others [16] consider
federated cloud as a multi-cloud with a hybrid deployment
model.

Inter-cloud is classified into multi and federated clouds [11]
[12]. Multi-cloud defines in [15] as ”an evolution of cloud
computing where different services like Software as a Service
(SaaS), Platform as a Service (PaaS), and Infrastructure as a

Service (IaaS) are provided based on the organization demands
from various cloud service providers”.

Multi-cloud enterprises can get services from more than one
CSP. It highlights two subcategories: the hybrid and rain cloud
[16]. In a rain cloud, each cloud member completes a Service
Level Agreement (SLA) with other members enabling differ-
ent members to work together when data get too large for any
of them to handle [17]. SLA works only in a single or private
organization, and it is not reliable under public cloud systems
[17] [45]. Based on the resources and service provisioning by
the broker, multi-cloud is classified into two implementation
categories: services and libraries [18]. The federation term
refers to the organizational structure where multiple enterprises
have set up collaborative agreements known as ”Federated
Level Agreements (FLA)” [19].

The federation facilitates the adoption of cloud computing
within different companies; the private cloud is built internally
within the enterprises’ scope and connected when necessary to
the public cloud for on-demand resource leasing [14] [19] [20].
The federation should be capable of allowing location-free
virtual applications deployment across federated sites. These
applications can migrate from one site to another partially
or completely [19]–[21]. The objective of the federation is
to allow collaboration and resource sharing among different
cloud providers. It is more appropriate to deploy the federated
cloud when a few businesses are willing to cooperate and share
their resources to serve the cloud user better [19]–[21].

Signing FLA is simpler when there are a few organizations,
it gets challenging when there are several. The user access to
the CSP is transparent; which means that users benefit from the
federated cloud without being aware of which cloud provider
supports the service [21]–[23]. Federation construction among
different service providers has many benefits (e.g., increasing
the economy of scale, efficient use of the resources and assets,
and expansion of providers capabilities) [23]. Maintaining
security, privacy, and independence between the federation
members is necessary for trustworthy cloud federation con-
struction. There are two types of federated cloud: horizontal
federation and cross-cloud federation [1] [24].

The horizontal federation takes place on one level of the
cloud stack, e.g., the application stack. Customers may profit
from lower costs and better performance, while providers
may offer more sophisticated services [1] [23]–[26]. The
disadvantage of the horizontal federation is the lack of services
scalability and diversity, it can not dynamically meet the
changing customers’ needs in the application.

Most CSPs that offer comparable services are horizontally
federated; the members of the federation offer slightly different
services. Thus, limiting the ability of the federated members
to scale once user demands for new services increase. Further-
more, while CSPs compete with one another to increase their
benefits and reputation, they are reluctant to pool resources or
work together in specific contexts, thus limiting the diversity
of services offered [23]–[26].

From the developer’s point of view, the infrastructure man-
agement of federated cloud is easy to develop and maintain
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through the different federation members via a standard Ap-
plication Programming Interface (API) [11].

The federation achieves a traffic load balancing among the
members to accommodate unusual spikes in resource demands
[23] [24]. Moreover, building a federation is less costly than
each organization expanding its infrastructure [1] [23] [24].
Implementing a federated cloud overcomes the vendor lock-in
problem associated with a single cloud and provider integra-
tion concerns [24]. However, federation still suffers from the
contention problem where in [27]–[30] addressed the issue and
suggested a solution accordingly.

There are many challenges with the federation construction
(e.g., performance and disaster recovery through co-location
and geographic distribution, expressing the FLA requires
translating the abstract requirements to understandable proper-
ties for effective organization implementation, and supporting
the vertical expansion of the service layer [24]).

In the cross-cloud federation [6], two or more unfamiliar
CSPs agree to collaborate during run time. It provides dynamic
and diverse benefits to CSPs for expanding their service at run
time to better serve the users changing demands. Still, the main
challenge in the cross-cloud federation is building the chain
of trust from the cloud user to the home cloud, followed by a
series of foreign cloud-transitive trust [1]. Another challenge
is finding a standardized interface for resource access among
cloud domains each with different architectures, policies, and
implementations [6].

In [1], they show the several phases of the cross-cloud
federation, starting from the discovery of another CSP, called
”Foreign Cloud,” that wishes to share its federated resources.
The home CSP triggers the need for resource leasing as
it can not serve the user’s requests. The foreign CSP has
the minimum user specifications, it will lease its additional
federated resource, and be part of the federation construction.
The foreign CSP can either have the same requested service
forming the intralayer or can pass the request through its
stack and delegate the process to the middleware to install
the required service forming the interlayer [26].

A Cross-Cloud Federation Manager (CCFM) is the trusted
party that makes the negotiations with the foreign cloud,
starting from the discovery and resource matching ending with
the resource access. CCFM bridges the gap between different
service providers through various stages [1] [6].

In conclusion, several perspectives exist on classifying mul-
tiple clouds; some consider federated clouds as inter-cloud
[13]. Others disagree and claim that federated cloud is a type
of inter-cloud [12]. The following classification outlines our
categorization of multiple clouds; the inter-cloud is the main
category of multiple clouds, classified into multi-cloud and
federated clouds. The federated cloud has two main subtypes:
horizontal federation and cross-cloud federation.

From our perspective, Figure 1 summarizes the classifica-
tion of different cloud types.

Figure 1: Multiple clouds classification.

III. DIFFICULTIES WITH MULTIPLE CLOUDS DEPLOYMENT
MODELS

Multiple clouds consist of different elements that can be
varied based on specific cloud types and application domains
[30]. Moreover, there are different deployment models, includ-
ing private cloud, public cloud, hybrid cloud, and community
cloud [31]. Each deployment model implemented among dif-
ferent types of multiple clouds introduces a wide variety of
challenges [32].

Private cloud [21] [31] [32] is a specific computing infras-
tructure owned and controlled by an organization (enterprise)
to serve a group of users in a specific application domain. It
can be classified in two main categories:

• Cloud portfolio, in which more than private cloud belongs
to the same organization share the same private cloud
infrastructure. They didn’t compete with each other as
they belong to the same organization domain. They can
easily initiate cooperation requests with each other and
increase the organization revenues [12].

• Independent, a separate cloud each with its own infras-
tructure and resources and not forming a part of cloud
portfolio [21] [32] .

Generally, the private cloud has several challenges and
issues including vendor lock-in, trust, security and privacy,
cost, scalability and availability [21] [32]. Public cloud [33]–
[35] in which prominent vendors and well-known service
providers support a wide range of competing services in the
marketplace. The services are available to a wide range of
interested users upon subscription. The public cloud deploy-
ment model supports a multi-tenant feature of cloud computing
where different users can share the same pool of storage
infrastructure [33]–[36] [46].

Still, deploying the public cloud faces different challenges
and concerns [31] [32] [34]–[36], mainly the trust issue
becomes the most evident one under the uncertainty and loss
of control in the multiple clouds environment. Building trust
in the public cloud towards their users will assure them about
their data confidentiality and cloud provider commitment and
ethical behavior. Implementing a secure infrastructure while
keeping the privacy of user attribute and data with a high level
of assurance is the first step towards building a trustworthy
multiple clouds environment. However, the communication
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between private and public clouds forms a hybrid deployment
model known as “Cloud bursting” in which a private cloud
can extend its resource by initiating a request to an external
provider as it can’t serve its user demands [37]. Even de-
ploying the hybrid model shows promise of enabling cloud
interoperability and scalable services provisioning, it still faces
many challenges and issues [37]–[40]. The main challenges
and concerns in hybrid deployment model are:
1. Trust [38] [39] : trusted entities like a broker or middleware
facilitate communication among cloud entities and monitor
resource provisioning and access processes between private
and public clouds. Cloud users should trust the public cloud
provider as they will lose control over their outsource data and
services running over the public cloud. A high degree of trust
is required so that more users can join a public provider and
benefit from its services and applications.
2. Security and privacy [40]: different security regulations
and privacy compliance control user data and cloud provider
behavior. Due to the lack of user control and the high level of
users’ uncertainty about the public cloud’s commitment. Dif-
ferent privacy and security techniques should be implemented
during all data life cycles highlighting different contexts and
scenarios.

On the community cloud deployment, resources are owned
and controlled by different cloud providers in the community
[41]. It has a security and privacy concerns as same as the
other deployment models [41].

IV. ENTITIES’ RELATIONSHIPS ON MULTIPLE CLOUDS

NIST [42] defined the cloud’s five main components: cloud
users/consumers, providers, carriers, auditors, and brokers.
Each of these entities has different tasks based on a specified
setting. We will consider the same entities in the context of
multiple clouds and extend their interactions and relationships
to behave in a distributed manner. Multiple clouds consist
mainly of cloud user(s), cloud provider(s), cloud auditor(s),
cloud trusted party as broker(s) or identity providers (IdPs),
and cloud carrier(s).

The entities have a context relationship determined by user
activities and the type of multiple clouds in use. They have the
same definition provided by NIST [42] with some extensions
to accommodate the distributed nature of multiple clouds. The
elements form the multiple clouds, and their definitions [42]
are listed below:

1) Cloud user/consumer(s) are an enterprise, or individuals
with internet access looking for better services to meet
their demands.

2) Cloud providers/ data center(s) are vendors that offer
different types of services (platform, infrastructure, stor-
age, software, artificial intelligence functionalities) on
different domains. It supports cloud users with different
service and resource leasing based on a pre-defined
signed agreements.

3) Cloud-trusted entities facilitate a reliable service deliv-
ery between users and providers or among providers

Figure 2: Multiple clouds types entities relationship.

themselves. The trusted entities vary based on the type
of cloud, e.g., brokers used in the federated, inter-cloud,
and cross-cloud federation with an intermediate role.
The trusted entities can assist the customer in selecting
the most suitable service, manage the dimensionality,
heterogeneity, and user uncertainties towards their data
and the CSPs [43].

Brokers in inter or meta cloud can handle the dis-
covery of suitable resources and subsequent data life
cycle management [11]. In the context of a cross-cloud
federation, the trusted party CCFM is used in the dis-
covery, resource matching, and authentication between
home and foreign clouds when the first is saturated
in its resources [25]. IdPs act as trusted entities in
the cross-cloud federation to establish trust and secure
communication between home and foreign clouds for
resource access and sharing [1] [25].

4) Cloud auditor(s) perform an assessment of services, per-
formance and security to comply to the regulations and
the pre-defined agreements between different entities in
the cloud.

5) Cloud carrier(s) support the connectivity and transfor-
mation of the cloud services in the underlying network
infrastructure across different clouds.

The last two entities are also mentioned in [44]. Different
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types of relations control the communication among multiple
clouds entities. We use a formula notation to analyze the
interactions and relations between various cloud entities under
different types of multiple clouds, which facilitates describing
the inputs, outputs, and transformations that take place during
a specific interaction. Moreover, the formula notation will
provide a structured model approach to describe sophisticated
scenarios in multiple clouds [42] [44]. The relation depends on
a specific application context and the corresponding multiple
clouds type deployed. Figure 2: (A, B, C, D) shows the
different entities’ relationships under different multiple clouds
type. A and B describe entities relationship in the multi-cloud
with a hybrid deployment model. C illustrates the cross-cloud
federation entities relationship, and finally, D represents the
federation entities interaction relationship.

The following are the main entities and notations that used
in explaining the four main relations depicted in Figure 2.

Main entities: cloud user(s), cloud provider(s), cloud
broker(s), middle ware, cloud auditor(s) and cloud carrier(s).

Notation: cloud user i (Ui), cloud provider i (CPi), relation
ij R(ij): U(i) =⇒ CP (j) a relation from user i to cloud
provider j, where i ∈ {1, 2, 3, . . . , n}, j ∈ {1, 2, 3, . . . ,m}
and n,m ∈ (N). N is the set of natural numbers.
It does not necessarily for n and m to be equal due to the
cloud multi-tenancy feature [46].

A. Multi-cloud setting: individual user access a public cloud
service provider.

Cloud users contact different cloud providers for better
services provisioning and extra resources access. They can
request various services from various CSPs to satisfy users’
demands and needs. Equation (1) represents Ri between Ui

and CPj

Ui =⇒ CPj (1)

, where U(i) represent an individual user. Moreover, the
SLA controls the communication and the amount of leased
resources between cloud users and CSPs. Also, a private cloud
that needs extra resources to run its application and better meet
its clients’ needs can initiate a request to the public cloud.
Figure 2: (A) demonstrates user 1 accessing a resource from
a public cloud provider using an electronic device.

Trusted entities can be involved to monitor communication
as a broker or middleware [45]. Cloud carriers and auditors
are applied to assess the service delivery, the privacy and
security compliance while supporting the connectivity for
the underlying network infrastructure [42]. These have same
rules as the single cloud, they can be replicated through the
multiple clouds architecture design to behave in a distributed
environment and avoid single point of failure. Noted that a
cloud provider can serve different users at the same time,
meeting a multi-tenancy feature of the cloud [46].

B. Multi-cloud setting: enterprise with its own private cloud
access a public cloud service provider.

Users can be an individual working in an organization
that holds its own private cloud. However, at specific point of
time the private cloud could ask for extra resources or services
from a well known cloud vendor, public cloud. This forming
a hybrid cloud known as ”Cloud Bursting” [37].

Equation (2) represents Rij between CPi and CPj .

CPi =⇒ CPj (2)

However, a cloud provider can serve different users requests
at the same time in a sharing and distributed environment
maintaining the multi-tenancy feature. Figure 2: (B) shows
user 2,the enterprise, running its own private cloud access
resources from public cloud.

C. Cross cloud federation.

A cloud provider that lacks resources at specific point of
time, home cloud, can dynamically request and get access to
the resources from foreign cloud. IdP acts as a trusted point
between home and foreign clouds for a secure communication
and resource access. A CCFM is another involved trusted party
for resource discovery, matching and authentication between
the two clouds [1]. The contract for the communication obli-
gation and rules are established dynamically and monitored
by the cloud auditor or another motioning technique based on
the cloud setting. Cloud auditors assess the service delivery
performance and the compliance to the signed agreements.
The cloud carrier supports the connectivity for the underly-
ing network infrastructure. Figure 2: (C) shows the entities
relationship in a cross-cloud federation where user 1 access
can not be satisfied by his/her home cloud. Thus, initiated a
dynamic request to foreign cloud that might serve user request.
Equation (3) represents a dynamic relation denoted by RijD
between CPi (home cloud) and CPj (foreign cloud) [Cross-
cloud federation].

CPi(Home) =⇒ CPj(foreign) Dynamic (3)

D. Cloud federation.

In a federated cloud, when a cloud provider has a shortage
on it resources and limitation in it underlying infrastructure
to run an application, it can statically sign an agreement
with another provider to overcome the resource shortage and
limitation on its underlying infrastructure [19]–[21], forming
a federation.

A cloud broker facilitates collaboration and monitoring
across different federation members [43] [45]. Cloud auditors
assess the service delivery performance and the compliance
to the signed agreements. The cloud carrier supports the
connectivity for the underlying network infrastructure.
Figure 2: (D) shows the entities relationship in a cloud
federation where user 3 can transparently access different
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services offered by federated members.
Users’ access can be transparently served by any federation

members that statically pre-signed an agreement regulating
their communication and service provisioning. Equation (4)
represents a static relation denoted by RijSt between CPi and
CPj .

CPi =⇒ CPj Static (4)

V. PRIVACY CONCERNS IN DIFFERENT TYPES OF MULTIPLE
CLOUDS

Privacy concerns become the most critical challenge in
multi-cloud while maintaining cloud interoperability. In this
section, we will explore the privacy concerns raised by
various types of multi-cloud.

A. Multi-cloud with hybrid deployment model

Many enterprises with private cloud infrastructure access
different services offered from various public cloud providers.
The enterprises get many benefits; avoid vendor lock-in with
better and cost-effective resource provisioning to their users,
greater flexibility, increased efficiency, and more scalability
[30] [38]. We assume no trusted parties are deployed with
this model as it is difficult to establish and maintain trust
and its corresponding relationship in the open, distributed
and changing multiple clouds environment. Other privacy
challenges include setting the regulations, pre-defined agree-
ments, policies construction, cloud provider commitments,
risk management, and ethical behavior towards the involved
entities. We focus on user privacy as they are the main actors in
the multi-cloud setting. However, the multi-cloud with hybrid
deployment model, from our point of view, raises two primary
users’ privacy concerns:
1) Users’ authentication and access privacy.

Users’ have to authenticate themselves to access their
outsourced data and different services from the public cloud
providers. Users can be an individual with their own electronic
device, denoted in Section IV by Ri relation, or users can be
enterprises with their own private cloud where access are from
private cloud to hybrid cloud, denoted in Section IV by Rij.

However, the authentication process reveals user identities,
locations, habits and attributes to the cloud provider. There
is no guarantee for cloud providers’ ethical behavior towards
cloud users and their corresponding attributes. Attackers can
also monitor user behaviors and access patterns to derive
sensitive information about the users and their valuable assets.

In the Cloud-based Vehicular Ad-Hoc Networks (VANET),
each sensor node gathers real-time vehicle information and
monitors its traffic route—all of this information is outsourced
to the cloud to provide different cloud services [75]. Moreover,
the sensor nodes can communicate with each other. The com-
munication messages are aggregated to broadcast to a specific
group of users in the VANET framework [76]. Through the
various forms of communication, each vehicle must indepen-
dently authenticate itself to sensor nodes to access a particular
service. A typical vehicular communication message contains

the vehicle’s location, direction, and speed. The malicious
entity might extract crucial driver information from those
communications and use it to impersonate other vehicles
identity and deliver false messages that could cause collisions
and, at worst, the loss of human lives. Moreover, an intelligent
transportation system needs access to the vehicle’s location to
generate real-time traffic reports and suggest various Points Of
Interest (POI) [75] [76]. For such a purpose, driver semantic
data for the visited places and current locations had to be
extracted. These sensitive details reveal the user’s lifestyle and
routine. Keeping the privacy of the vehicle or sensor node’s
identity and information during the communication while
enabling each node to authenticate itself privately without
disclosing its associated information is cruical in VANET [77].

To sum up, the main privacy concerns in the multi-cloud
setting are user authentication and access privacy, which entail
identity, attributes, access patterns, and location privacy. These
privacy issues are reflected during the vehicle authentication
and communication procedure in the cloud-based VANET.
Additionally, creating a traffic report in VANET necessitates
access to the vehicle’s location, which can reveal user habits.
2) Users’ data security.

Users’ lose control over their outsourced data. If it is
transfer in plain format, it will be posed to a different type of
disclosure and attacks. Also, it can be easily modified, which
affects its integrity and completeness. Encrypted data before
outsourcing to maintain its confidentiality adds extra load to
the enterprise side, which usually has limited performance
capacities and storage space. Moreover, the encryption of the
data requires pre-communication between private and public
clouds to set private and public keys in the case of public
key techniques. More advanced cryptographic techniques (e.g,
full homomorphic encryption [57]) are used to encrypt the
data to permit operations over the outsource encrypted data.

However, those advanced techniques add extra complex-
ity to the infrastructure which could affect the application
usability and performance. Moreover, users’ data transferred
through other cloud providers could face different policies and
access procedures. Another privacy concern is the operation
performed by authorized entities over the outsourced data.

Querying the data stored in distributed database cloud stor-
age poses various privacy concerns. We demonstrate query pri-
vacy in the multi-cloud genomic application. Many authorized
researchers and health organizations query the outsourced
encrypted genome data stored in different cloud databases.
The query statement searches a cloud database first to meet
specific criteria stated in the conditional part of the query and
get the result back.

The query details include contents (e.g., conditional part
and indices position), outcome, target, and user access pattern.
In the context of genomic data, knowing any query contents
by unauthorized or malicious entities will reveal sensitive
information (e.g., in the genomic sequence, the location of
a specific DNA pattern will indicate the type of patient
disease). The specific pattern and location detected in the
patient determine the classification of the disease in some
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forms of diabetes, such as Maturity-Onset Diabetes of the
Young (MODY) [72]. In [73] [74], they succeeded in securely
querying private in genomic datasets to discover which spe-
cific genomic alterations are associated with a disease, thus
increasing the availability of these valuable datasets. Ensuring
the privacy of the query so that the cloud provider will not be
able to deduce any information from the query except what
is allowed to do, and the researcher will not know any other
information on the genomic database. Finally, choosing the
most appropriate privacy-preserving techniques that could be
applied efficiently, securely, and scalably when inquiring about
genomic data is crucial in the genomic domain.

To summarize, user data security entails its confidentiality,
integrity, availability, and access rights management, which
are other critical privacy concerns in the multi-cloud hybrid
deployment model. Moreover, different privacy concerns can
be determined based on a specific application context, data
sensitivity, application requirements, and entities involved in
a particular cloud type.

B. Federated cloud.

1) Horizontal federation architecture.
Cloud providers set pre-defined rules and policies to inte-

grate and establish a federation [1] [19]–[22]. The established
regulations, policies, and trust govern the communication
between federation members. Users get a wide variety of
services from the federation transparently, denoted in Section
IV by RijSt. However, this type of federation is usually static;
if the user wants service outbound to the federation capacities,
the user request is denied [1] [19]–[22]. There is also a
high possibility of malicious attacks during the members’
communication, thus affecting the confidentiality of data and
threatening user privacy [47]. Also, there is no guarantee that a
subset of federation members collude to extract user-sensitive
information.

Moreover, there are many security challenges in construct-
ing a federated cloud [48], which are the longer chain of trust,
limited audibility, risk of malicious service components, and
liability and legal issues. The users in federated cloud and
inter-cloud will face the same privacy concern as those on the
multi-cloud hybrid deployment model. Integration of end-to-
end security and privacy implementation in the federated cloud
is the undergoing research area which is challenging to balance
the efficiency and security in the federation implementation
[47].

2) Cross-federated cloud and inter-cloud.
When a user wants a service not supported by the cloud

provider in which customer is subscribed to and trusted,
the cloud provider can collaborate on-fly with another cloud
provider to satisfy the user’s demands. The corresponding
relation denoted in Section IV by RijD. The CCFM is the
trusted party that starts the resource discovery process till
finding the appropriate cloud provider that best matches the
request. Ending with the authentication between the home and

foreign cloud providers to facilitate the access and resource
provisioning processes [1].

The dynamic discovery put the involved entities at high risk
in the open and untrusted multiple clouds environment. As
there is no pre-defined trust in the dynamic discovery between
the cloud providers, maintaining the dynamic trust, in that
case, is becoming challenging. Different doubts surrounded
trust itself: What is trust? Is it a vulnerability to the system or
not? What is the type of trust that could establish? What are
the trust requirements and specifications in a dynamic context?
What are the relationships between trust, risk, and assurance
levels? Is trust enough to guarantee user privacy? What metrics
are required to implement a privacy preservation approach in
the inter-cloud and cross-federated cloud?

Moreover, identifying the risks will help mitigate unde-
sirable circumstances that threaten user privacy. However,
the risk will still depend on a specific context and what is
considered valued and require a higher protection mechanism
during the dynamic discovery, resource provisioning and ac-
cess process. Identifying the relationships between trust and
risk facilitates dynamic discovery decisions to federate or not
[49] [50]. Cross-cloud federation shows its applicability in a
wide range of domains starting from research and academia,
engineering and construction, financial and industry, real-time
data processing, and online gaming [1].

Inter-cloud facilitates the dynamic discovery of the re-
sources in a wider scale domain. Within the federated identity
management, user access different federated services and
resources. Trust is an essential factor within the federated
members to transparently satisfy the user better demands (e.g.,
a proxy certificate is used for trust implementation in the grid
computing [51]).

Single sign-on (SSO) application under inter-cloud enables
users to authenticate only once and get access to different
web services located at other clouds without the need to
be re-authenticated again. Different standard protocols were
established in the SSO [52]. The two most popular are Security
Assertion Markup Language (SAML 2.0) [53], and OpenID
connect [54], each of them with its specifications and format
[53] [54]. However, each generates an authentication/access
token to delegate the authentication on behalf of the user. The
authentication delegation allows access to specific attributes
identified in the access token [55]. These protocols should
prevent any impersonation and other malicious activities per-
formed by the IdP (e.g., monitoring user access and link-
ing user identities to different activities offered by service
providers). Still, securing these protocols against attacks is
challenging in web cloud domain. Many attacks are reported
[56].

C. The hybrid deployment model under a federated cloud.

Integrating federated cloud with hybrid deployment
model known as ”Hybrid Federated Cloud Computing,” which
allows interoperability across different federations. The main
objective of this type is to provide an environment with seem-

53Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-044-5

CLOUD COMPUTING 2023 : The Fourteenth International Conference on Cloud Computing, GRIDs, and Virtualization

                            63 / 74



TABLE I: PRIVACY CONCERNS IN MULTIPLE CLOUDS TYPES.

Cloud Deployment model Privacy Application
type Public Private Hybrid concerns

Multi-cloud ✓

• Identity privacy.
• Location privacy.
• Access pattern privacy.
• Query privacy.
• Data and access privacy.

• VANET.
• Genomic domain.

Federated cloud ✓
• Risk of dynamic discovery.
• Authentication privacy.
• Access privacy.

Bio-informatic with SSO.

Horizontal federation ✓ ✓ ✓

• Trust between federation members:
– No collude federated members.
– longer chain of trust.

• Identity privacy.
• Risk of malicious service components.
• Liability and legal issues.
• Limited audibility.

Small organizations.

Cross-federated and inter-cloud ✓

• Identity privacy.
• Attribute privacy.
• Token access privacy.
• Access and authorization privacy.

SSO (SAML 2.0, OIDC protocols)

ingly limitless computational resources, processing power,
and storage space that can effectively meet user demands
[52] [58]–[61]. In the bio-informatics domain, a bioNimbus
[60] [61] is a federated cloud platform in which different
independent, heterogenous, private/public/hybrid clouds are
collaborated to support other bio-informatics applications. It
maintains the internal configuration and privacy policies for
each federation member.

BioNimbus supports on-demand resource provisioning in an
efficient, flexible, fault tolerance, and scalable way under the
hybrid horizontal federation deployment model [60]–[63]. It
integrates different bio-informatic workflows for identifying
differentially expressed genes in cancer tissue.

Various bio-informatics centers can benefit from the feder-
ation collaboration to access other data and have extra storage
in a distributed, transparent, and fault tolerance way [62]
[64]. The security, including authentication, authorization, and
confidentiality, can be implemented in the hybrid federated
cloud without adding extra dependency among the federation
members through the standard SSO protocols OpenID and
OAuth [64]. The user authenticates through their federation
provider and gets access to other federation members. The
access control list governs the access process based on the
federation pre-signed federation agreement.

In [63], they suggest using the attribute-based access control
for the bioNimbus operating under a federated cloud, which
effectively guarantees that eligible users can only access
resources without impacting the authorization response back
time. However, when a federation requests additional resources
from other public clouds or federations, privacy issues related
to authentication and access should be addressed. These issues
also include the risk of dynamic discovery and creating a
new connection with an unknown federated cloud or cloud
provider. Different projects [61] [63] [65]–[71] were imple-

mented for bio-informatics applications under a federation
cloud environment. Table I summarizes the privacy concerns
within different multiple clouds types concerning various
applications.

VI. CONCLUSION

The main goal of multiple clouds is to maintain cloud
interoperability, allowing different clouds to communicate
and interact to provide cloud users with a wide variety of
resources and high-quality services. Moreover, multiple clouds
get around a single cloud architecture limitation by allowing
users to access various resources without being stuck to a
specific cloud provider. There are different types of multiple
clouds: cross-cloud, rain cloud, horizontal federation cloud,
and federated cloud. Various applications deploy the cloud
type that matches their specifications under public or hybrid
deployment models.

Privacy is still of utmost importance in the digital world
and has become vital for adopting different kinds of multiple
clouds under a specific application domain. The success of
multiple clouds adoption and a trustworthy environment is
primarily driven by cloud security and preserving cloud users’
privacy. The results of the present study’s survey provide
classifications of multiple clouds types and outline the most
common multiple clouds taxonomy. The challenges for public
and hybrid deployment models were investigated under differ-
ent kinds of multiple clouds. For example, the most common
concerns under the hybrid deployment model were privacy, se-
curity, and trust. However, the relationships that connect single
cloud entities no longer suit the multiple clouds architecture;
thus, for the purposes of the present study, the relationships
were extended from a single cloud to behave under different
kinds of multiple clouds in a distributed manner. As privacy is
a key consideration when deploying multiple clouds, the study
introduced different privacy concerns in various applications
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that deploy a specific type of multiple clouds.
For example, the bio-informatic domain deploys a hybrid

federated cloud, which raises authentication and access privacy
concerns. Also, an SSO web application that deploys a cross-
federated cloud will pose token access privacy, identity, and
attributes privacy. The privacy concerns outlined in the study
underscore the need to examine more applications that use
multiple clouds and show the current solutions for handling
these privacy issues. Moreover, a supplementary survey should
explore the potential of developing new techniques for privacy
preservation in multiple clouds.
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[58] R. Gallon, M. Holanda, A. Araújo, and M. E. Walter, ‘Storage policy
for genomic data in hybrid federated clouds’, in Advances in Bioin-
formatics and Computational Biology: 9th Brazilian Symposium on
Bioinformatics, BSB 2014, Belo Horizonte, Brazil, October 28-30, 2014,
Proceedings 9, 2014, pp. 107–114.

[59] M. Rosa et al., “BioNimbuZ: A federated cloud platform for bioinfor-
matics applications,” in Proceedings - 2016 IEEE International Confer-
ence on Bioinformatics and Biomedicine, BIBM 2016, Jan. 2017, pp.
548–555. doi: 10.1109/BIBM.2016.7822580.

[60] C. A. L. Borges, H. v. Saldanha, E. Ribeiro, M. T. Holanda, A. P. F.
Araujo, and M. E. M. T. Walter, “Task scheduling in a federated cloud
infrastructure for bioinformatics applications,” in CLOSER 2012 - Pro-
ceedings of the 2nd International Conference on Cloud Computing and
Services Science, 2012, pp. 114–120. doi: 10.5220/0003932801140120.

[61] A. P. Heath et al., “Bionimbus: A cloud for managing, analyzing and
sharing large genomics datasets,” Journal of the American Medical
Informatics Association, vol. 21, no. 6, pp. 969–975, Jan. 2014, doi:
10.1136/amiajnl-2013-002155.

[62] D. Lima et al., “A storage policy for a hybrid federated cloud platform:
A case study for bioinformatics,” in Proceedings - 14th IEEE/ACM In-
ternational Symposium on Cluster, Cloud, and Grid Computing, CCGrid
2014, 2014, pp. 738–747. doi: 10.1109/CCGrid.2014.102.

[63] H. H. D. P. M. Costa, A. P. F. de Araújo, J. J. C. Gondim, M. T. de
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Abstract—In the age of rapid technological advancements,
the Internet of Things (IoT) has emerged as a revolutionary
paradigm, transforming various industries such as healthcare,
agriculture, transportation, smart homes, and smart cities. IoT
technology has the potential to revolutionize our daily lives, en-
abling remote monitoring, personalized treatment, real-time data
analysis, and improving the overall efficiency and sustainability
of these sectors. However, the increasing use and dependence
on IoT devices has raised significant concerns regarding secu-
rity, privacy, and ethical implications. This paper provides a
comprehensive overview of IoT security challenges, examines
the role of government standards and regulations, and explores
case studies that demonstrate the practical implications of IoT
security in various industries. Furthermore, the paper discusses
comprehensive solutions to overcome IoT security limitations and
challenges, emphasizing the importance of education and aware-
ness, collaboration between stakeholders, and the development of
robust security protocols. By understanding and addressing these
challenges, stakeholders can ensure the safe and responsible use
of IoT devices, maximize their benefits, and minimize potential
risks.

Keywords—Internet of Things (IoT); Privacy concerns; Gov-
ernment standards; Cyber-attacks; IoT Security.

I. INTRODUCTION

The IoT is transforming industries such as healthcare,
agriculture, and transportation through connected devices that
collect and exchange data, leading to enhanced efficiency, pro-
ductivity, and decision-making [5]. However, the widespread
adoption of IoT technologies introduces significant challenges
concerning security, privacy, and trust, as these interconnected
devices can be susceptible to cyber-attacks, data breaches, and
unauthorized access.

The integration of cloud and edge computing within the IoT
ecosystem has bolstered the system’s capacity to handle large
data volumes. Cloud computing provides robust infrastructure
and offloading capabilities, while edge computing brings data
processing closer to the source, thereby reducing transmission
needs and potential data vulnerabilities [19], [29]. Yet, this
integration is not without its challenges. Centralized data
processing and storage in cloud computing can lead to security
issues and single points of failure, while ensuring the security

and reliability of distributed resources in edge computing
presents its own set of obstacles [40].

In this paper, we explore the challenges associated with IoT,
including security and privacy, and discuss potential solutions.
We present case studies illustrating IoT applications in various
sectors and explore hypothetical implementation scenarios to
highlight potential pitfalls and strategies for overcoming them.

The rest of the paper is organized as follows: Section II
addresses the challenges and limitations of IoT security.
Section III explores the role of governmental standards in
mitigating these challenges. Section IV presents case studies
from various sectors. Section V discusses comprehensive
solutions to IoT security limitations. Finally, in Section VI,
we summarize the key findings and emphasize the need for
continued efforts in IoT security to realize the full potential
of this technology.

II. CURRENT LIMITATIONS AND CHALLENGES OF IOT

The IoT has experienced rapid growth and development in
recent years. Despite the numerous benefits and innovations
that IoT brings to various industries, it is still faced with
several limitations and challenges that need to be addressed.
In this section, we will discuss the current limitations and
challenges in IoT technology. These encompass a range of
concerns, including security, interoperability, privacy, resource
constraints including energy efficiency, and legal, regulatory,
and standardization issues. Each of these areas presents unique
challenges but they are also interconnected, contributing to a
complex landscape that must be navigated to fully realize the
potential of IoT.

A. Security Challenges

One of the primary concerns in IoT is the security of
connected devices. The vast network of connected devices
presents numerous vulnerabilities that can be exploited by
malicious actors. The lack of standardization in IoT security
protocols, combined with the increasing number of devices,
makes it difficult to ensure the security of every device in
the ecosystem [15]. Recent studies have highlighted various
security challenges in IoT, such as data breaches, malware
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attacks, and unauthorized access [20]. These security threats
not only compromise sensitive information but can also cause
significant disruptions in the operation of IoT devices and
systems.

B. Interoperability Issues
The multitude of manufacturers in the IoT domain, each

producing devices with unique hardware and software spec-
ifications, contributes to a significant challenge: interoper-
ability. The diversity in these devices can inhibit seamless
communication, causing inefficiencies in the larger system.
This situation is further compounded by a lack of standardized
IoT communication protocols, making it even more difficult
for devices to work together and share data effectively, thus
potentially compromising overall performance. To address
these interoperability challenges, it’s necessary to foster the
development and adoption of standardized communication
protocols. Moreover, integrating a unified IoT framework
could facilitate interoperability across the extensive range of
IoT devices [26].

C. Privacy Concerns
Privacy in IoT systems is a growing concern due to the

volume and sensitivity of data collected and processed by
these devices. Many IoT devices have insufficient security
mechanisms, leaving them vulnerable to unauthorized access
and data breaches, which can compromise users’ privacy [22].

One specific example of a privacy concern in the IoT field
is the security of electronic health records (EHR) stored in the
cloud. Access to these records needs to be controlled to protect
sensitive personal information. In response to this challenge,
researchers have proposed privacy-preserving access control
schemes, such as the one suggested by Ming and Zhang, which
provides fine-grained access control for EHR data stored in the
cloud, preserving the privacy of the EHR owner [24].

In summary, privacy concerns in IoT systems are multi-
faceted, and addressing these concerns requires the develop-
ment and implementation of robust security measures. More
work is needed to protect user privacy in the rapidly evolving
IoT landscape [22].

D. Scalability, Resource Constraints, and Energy Efficiency
A significant challenge in IoT is the scalability of the

network as the number of connected devices continues to grow
exponentially. Managing and processing the massive amounts
of data generated by these devices requires considerable com-
putational and storage resources [10].

In addition, IoT devices often have limited processing
power, memory, and battery life, which further complicates
the scalability of IoT networks [32]. The energy consumption
of IoT devices is a notable challenge, particularly as many of
these devices are powered by batteries with limited lifespans.
IoT devices have varying power requirements, with those
demanding higher power rapidly draining batteries, requiring
frequent replacements [37].

This issue becomes especially challenging for devices in-
stalled in hard-to-reach locations or those that necessitate

constant monitoring [4]. The limited battery life of IoT devices
can also hinder their effectiveness in critical applications, such
as healthcare and transportation, where continuous monitoring
is essential [31].

Addressing these intertwined challenges requires the de-
velopment of efficient data processing and communication
techniques, such as edge computing and fog computing,
which enable data processing closer to the devices, reducing
the load on the central network [36]. Furthermore, adopting
energy-efficient protocols and algorithms can help mitigate
the resource constraints of IoT devices, allowing for more
sustainable and scalable networks.

E. Legal, Regulatory, and Standardization Challenges

The rapid expansion of IoT has led to various legal and
regulatory challenges, as well as issues concerning the lack
of clear standards. As IoT devices collect, store, and pro-
cess vast amounts of data, they often intersect with existing
regulations, such as data protection laws and cybersecurity
requirements [23].

One significant challenge is the integration of blockchain
technologies with IoT in sectors like healthcare, where compli-
ance with healthcare regulatory organizations such as HIPAA
and GDPR is paramount. For instance, the principle of im-
mutability of blockchain clashes with the right to be forgotten
principle under GDPR, creating regulatory challenges in such
integrations [23].

Furthermore, the global nature of IoT networks raises ques-
tions about jurisdiction and the applicability of national laws
to cross-border data flows [14].

The absence of standards and regulations for IoT devices is
a significant limitation. The lack of clear regulations and stan-
dards can make it difficult to ensure the security and privacy of
users’ data [21], [22]. Furthermore, the lack of standardization
and interoperability between different devices and systems can
restrict the technology’s potential and effectiveness [20].

Addressing the legal, regulatory, and standardization chal-
lenges in IoT requires a coordinated effort among policy-
makers, industry stakeholders, and researchers. This joint
effort aims to develop comprehensive legal frameworks and
standards that account for the unique characteristics of IoT
systems. These frameworks should balance the need for in-
novation and growth with the protection of users’ rights and
interests, thereby ensuring the safe and responsible develop-
ment of IoT technology [34].

F. Challenges of IoT Security: An Interconnected View

As we examine the distinct challenges and limitations asso-
ciated with IoT security, it is paramount to acknowledge the
interconnected nature of these issues. Each of the challenges
we’ve dissected—encompassing privacy and data protection,
lack of standardization, energy constraints, and legal, reg-
ulatory, and standardization challenges—does not exist in
isolation. Rather, they form an intricate web of obstacles that
collectively shape the IoT security landscape.
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TABLE I. INTERCONNECTED CHALLENGES IN IOT SECURITY

Challenge Interconnection Impact on IoT Security
Privacy and Data Protection Tied to standardization and resource con-

straints
Privacy breaches due to lack of uniform security measures and
energy constraints

Lack of Standardization Links to privacy concerns, resource con-
straints, and regulatory issues

Inconsistent security features across devices, potential privacy
issues, and challenges in implementing energy-efficient solutions

Resource Constraints Influences privacy, standardization, and
cost-effectiveness

Limited adoption of energy-efficient security solutions due to
power constraints and cost considerations

Legal, Regulatory, and Standard-
ization Issues

Directly related to privacy, standardization,
and cost-effectiveness

Legal and compliance challenges may affect the adoption and
implementation of consistent security and privacy measures

The privacy concerns tie directly into the lack of standard-
ized protocols and regulations in the IoT industry. The absence
of a unified regulatory framework leads to disparate security
measures across devices and systems, thus compromising data
integrity and user privacy. The energy constraints, as well as
the scarcity of resources in IoT devices, further exacerbate
these issues.

The interconnectedness of challenges also highlights that
the legal and regulatory aspects cannot be separated from
technological and standardization efforts. Legal frameworks
need to evolve concurrently with technology to effectively
address privacy, security, and interoperability challenges.

This interconnectedness of challenges also means that the
strategies employed to address them cannot be piecemeal.
A comprehensive, holistic approach is required—one that
recognizes these challenges as parts of a larger, complex
system rather than separate problems to be solved indepen-
dently. It underscores the need for collaborative efforts across
the industry, spanning policy-makers, manufacturers, service
providers, and end-users.

Only through such a comprehensive and collaborative ap-
proach can we begin to untangle this complex web of chal-
lenges and forge a path towards a secure, robust, and efficient
IoT ecosystem. This understanding informs the solutions and
recommendations we discuss in the next section, emphasizing
the importance of a concerted and coordinated response to the
multifaceted challenges of IoT security.

Figure 1 illustrates the interlinked nature of IoT challenges.
Security sits at the heart of this matrix, emphasizing its crucial
role. Other challenges are directly tied to security, stressing
their impact on it. The double arrows (⇄) denote the reciprocal
relationship among these challenges.

For example, scalability concerns can exacerbate security
issues, with an increased number of devices implying a broader
attack surface. Conversely, security challenges could hamper
scalability, as a system with compromised security might face
difficulties in scaling efficiently due to the need for enhanced
security controls.

This representation underscores that improving IoT security
isn’t a standalone mission but rather involves addressing
intertwined challenges collectively and coherently.

Table I details each main challenge, its interconnections
with other challenges, and the overall impact these links have
on IoT security. The connections are demonstrative and not
exhaustive, illustrating the need for a holistic approach to
address the complex landscape of IoT security challenges.

FIG. 1. INTERCONNECTED CHALLENGES IN IOT SECURITY

In summary, addressing the present limitations and chal-
lenges of IoT is crucial to ensure the continued evolution
and success of this technology. By developing standardized
security protocols, we can tackle interoperability and privacy
issues. The adoption of robust energy-efficient strategies and
resource management methods can optimize the IoT networks’
performance, considering the constraints of IoT devices. By
addressing the intertwining issues of legalities, regulations, and
standardization, we can create a more secure and seamless
environment for IoT to thrive. As such, by acknowledging
the interconnected nature of these challenges and working
towards a comprehensive and collaborative approach, IoT has
the potential to overcome these obstacles and continue to drive
innovation across industries, enhancing the quality of life for
users.

III. GOVERNMENT STANDARDS

Governments around the world are recognizing the im-
portance of IoT and the potential risks associated with its
use. As a result, several initiatives have been launched to
develop standards and regulations to ensure the safe and
responsible use of IoT devices. These initiatives aim to provide
guidance to manufacturers and users of IoT devices and to
promote interoperability and security across different devices
and platforms [30].
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One such initiative is the National Institute of Standards
and Technology (NIST) Cybersecurity Framework, developed
by the US Department of Commerce [38]. The framework
provides a set of guidelines and best practices for managing
cybersecurity risk for IoT devices. It includes five core func-
tions: identify, protect, detect, respond, and recover. Each func-
tion includes a set of categories and subcategories that provide
guidance for managing cybersecurity risk. The framework has
been widely adopted by organizations in various industries,
including healthcare, finance, and energy.

In addition to the NIST framework, several other govern-
ment initiatives have been launched to develop standards and
regulations for IoT devices. The European Union (EU) has
developed the General Data Protection Regulation (GDPR),
which aims to protect the privacy and security of personal
data [27]. The GDPR applies to all organizations that process
personal data of EU residents, regardless of their location. The
regulation includes several requirements, such as the need for
explicit consent for data processing, the right to access and
delete personal data, and mandatory data breach reporting.

Similarly, the International Organization for Standardization
(ISO) has developed several standards for IoT devices, in-
cluding ISO/IEC 27001 [12] and ISO/IEC 27002 [13], which
provide guidelines for information security management. More
recently, ISO/IEC 21823-1:2019 [11] provides guidance on the
interoperability of IoT devices and systems.

While government initiatives are essential for promoting the
safe and responsible use of IoT devices, there are also limita-
tions to these initiatives. One limitation is the lack of global
standards and regulations, which can lead to inconsistencies
and fragmentation in the IoT market. Another limitation is the
slow pace of regulation development, which can lag behind the
rapid pace of technological innovation. Additionally, regula-
tions can also be limited by their enforcement mechanisms, as
some regulations lack the teeth needed to ensure compliance
and accountability [9].

Despite these limitations, government standards and regu-
lations are crucial for ensuring the safe and responsible use
of IoT devices. They provide guidance for manufacturers and
users of IoT devices, promote interoperability and security,
and protect the privacy and security of personal data.

IV. CASE STUDIES ON THE SECURITY OF INTERNET OF
THINGS DEVICES

The pervasive adoption of connected devices in various
sectors, including healthcare, agriculture, transportation, smart
homes, and smart cities, underscores the increasing importance
of security and privacy. In this section, we will reference
actual case studies that illustrate real security issues in these
industries. Additionally, we will present hypothetical real-
world implementation scenarios. While these scenarios are
conjectural, they are designed to reflect plausible situations
and serve as illustrative examples to shed light on the potential
challenges and limitations of IoT security.

A. Case Study 1: Smart Home Technology
Smart home technology refers to the use of connected

devices to automate and control various aspects of the home,
including lighting, temperature, security, and entertainment.
One example of smart home technology implementation is the
Nest Learning Thermostat. This device learns user preferences
and adjusts the temperature accordingly, resulting in up to 20%
energy savings [3]. Another example is the Amazon Echo, a
voice-controlled assistant that can control smart devices, play
music, and answer questions.

While smart home technology offers several benefits, in-
cluding convenience, energy efficiency, and increased security,
there are challenges associated with its implementation. One
major challenge is the lack of standardization and interoper-
ability. Different devices use different protocols and commu-
nication standards, making it difficult to integrate them into a
single system [1]. Additionally, the security of these devices
is a concern, as they can be vulnerable to hacking and data
breaches [4].

Hypothetical Implementation Scenario: To illustrate the
deployment of IoT in the context of smart homes, let’s hypo-
thetically consider a smart home security system. This system
could comprise various IoT devices like security cameras,
motion detectors, and smart locks, all interconnected through a
centralized hub. A user could then remotely monitor and man-
age these devices using a mobile application, thus enhancing
the ease and efficiency of home security management.

Let’s assume a homeowner in California, USA, decides to
install such a security system. The setup includes a smart
doorbell equipped with a camera, a smart lock system, motion
sensors placed strategically around the house, and a control
hub to manage them all. Ideally, this system should notify the
homeowner of any unusual activity detected by the sensors
and offer remote control over the lock and camera feed.

Despite its advantages, this hypothetical scenario could pose
a range of challenges. Firstly, the system could become a
target for cyberattacks, where malicious actors aim to gain
unauthorized access to the house. To counter this, the de-
ployment of stringent security measures, like encryption and
two-factor authentication, would be essential. Additionally, the
homeowner might have privacy concerns, as this system would
collect and store sensitive data related to their household and
lifestyle.

On the upside, this smart system could significantly elevate
the homeowner’s peace of mind, offering features like remote
access and real-time alerts. However, on the downside, the
requirement for robust security measures could add complex-
ity, requiring a considerable investment of time from the
homeowner in understanding the security protocols, using
them correctly, and maintaining them over time. Moreover,
there might be concerns about how the security of the system
could be compromised if it’s not managed properly, leading
to potential privacy issues.

This scenario underscores the potential benefits and chal-
lenges of IoT implementation within the smart home sector. It
highlights the importance of robust security features, privacy
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safeguards, and user-friendly designs in IoT applications. It
also underscores the need for user education and awareness to
manage these systems effectively and maintain their security
and privacy.

B. Case Study 2: Smart Cities

A smart city is a city that uses IoT technology to improve
the quality of life for its citizens, enhance sustainability,
and optimize resource utilization. One example of smart city
technology is the use of sensors to monitor traffic flow and
adjust traffic lights accordingly, resulting in reduced conges-
tion and travel time. Smart lighting systems that adjust the
brightness and color of streetlights based on the time of day
and weather conditions are another example of smart city
technology implementation [22].

Smart cities offer several benefits, including improved pub-
lic safety, reduced traffic congestion, and increased energy
efficiency. For example, smart traffic management systems
can reduce accidents and improve emergency response times,
while smart waste management systems can reduce landfill
waste and increase recycling rates. However, the implementa-
tion of smart cities also has challenges. One major challenge is
the cost of implementation, as it requires significant investment
in infrastructure and technology [31]. Another challenge is the
privacy and security of citizens, as the collection of data from
connected devices can raise concerns about surveillance and
data breaches [7].

Hypothetical Implementation Scenario: In a hypothet-
ical metropolis named ”TechnoCity”, local government has
adopted IoT technology city-wide in an attempt to improve
the lives of citizens and enhance city management. The city
is furnished with connected traffic lights and parking meters,
public transportation equipped with IoT devices for real-time
tracking, and smart sensors placed throughout the city to
monitor air quality, noise, and temperature. The city also
employs IoT devices to manage public utilities such as water,
electricity, and waste management.

In this hypothetical scenario, the interoperability issue of
IoT devices becomes apparent. The city’s various IoT devices
come from different manufacturers and use different commu-
nication protocols, making it difficult for these devices to share
data effectively.

Another issue is privacy. The city’s IoT devices are con-
stantly collecting data, some of which could infringe upon
citizens’ privacy rights. For instance, smart meters could reveal
personal patterns such as when a home is unoccupied, and real-
time tracking on public transport could be used to track the
movements of individuals.

TechnoCity also faces potential security challenges. The
sheer number of IoT devices in the city creates numerous
points of vulnerability. Without robust security measures, these
devices could be hacked, leading to manipulation of the city’s
critical systems.

In terms of scalability and resource constraints, managing
and processing the massive amount of data generated by the
city’s IoT devices is a significant challenge. Moreover, many of

these devices operate on batteries and require energy-efficient
protocols to ensure continuous operation.

Finally, the cost of implementing, maintaining, and upgrad-
ing these IoT systems can be prohibitive, especially consider-
ing the scale of a city-wide IoT implementation.

This hypothetical scenario underlines the complex chal-
lenges cities could face when integrating IoT technology at
a large scale. It also illustrates the interconnected nature of
these challenges, emphasizing the need for a comprehensive
approach to IoT security and management.

C. Case Study 3: Healthcare

IoT technology has the potential to revolutionize healthcare
by enabling remote monitoring, personalized treatment, and
real-time data analysis [18]. One example of IoT in healthcare
is the use of wearable devices to monitor patients with chronic
conditions such as diabetes and heart disease. These devices
can track vital signs and alert patients and healthcare providers
to potential health problems. Another example is the use of
telemedicine, which enables remote consultations and virtual
visits with healthcare providers [18].

IoT technology offers several benefits in healthcare, includ-
ing improved patient outcomes, reduced healthcare costs, and
increased access to care. For example, remote monitoring can
reduce hospital readmissions and emergency department visits,
while telemedicine can improve access to care in rural and
underserved areas. However, there are challenges associated
with the use of IoT in healthcare. One major challenge is
the security and privacy of patient data, as healthcare data
is highly sensitive and can be vulnerable to hacking and
data breaches [3]. Another challenge is the regulation and
standardization of IoT devices in healthcare, as they are subject
to strict regulations and quality standards [27].

D. Case Study 4: Agriculture

The IoT holds substantial potential for agricultural ad-
vancements. Through the real-time monitoring of crops, soil
conditions, and weather patterns, IoT can equip farmers with
data-driven insights to make optimal decisions about planting,
irrigation, and harvesting. A striking instance of this is the
recent adoption of IoT-based precision agriculture systems,
which use sensors and devices to monitor soil and weather
conditions, and plant growth. These systems leverage the data
to optimize resource usage and enhance crop yield [28].

Despite the compelling prospects, the adoption of IoT in
agriculture is not without challenges. The significant cost as-
sociated with implementing IoT devices presents a formidable
barrier, especially for farmers in developing regions. Further-
more, the lack of internet connectivity in many rural regions,
where the majority of farming occurs, compounds the problem,
potentially exacerbating the digital divide between rural and
urban areas [28].

E. Case Study 5: Transportation

IoT technology has the potential to revolutionize transporta-
tion by enabling real-time monitoring of vehicles, traffic, and
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infrastructure. One example is the use of connected vehicles
and intelligent transportation systems to improve traffic flow
and safety [2]. However, the implementation of IoT devices
in transportation faces several challenges, such as the lack
of standardization and interoperability of different devices,
and the security and privacy concerns associated with the
collection of driver and vehicle data. The lack of standard-
ization and interoperability of different devices can create
issues of compatibility, making it difficult to integrate different
devices into a single system. This can hinder the development
of an effective IoT-based transportation system. Additionally,
the security and privacy of driver and vehicle data can be
vulnerable to hacking and data breaches, leading to potential
risks for drivers and passengers [3].

F. In Summary

The case studies and scenarios discussed highlight the
transformative potential and challenges of IoT technologies
in various sectors, such as efficiency enhancement, improved
safety, sustainability, and concerns like privacy, and standard-
ization.

IoT applications in smart homes and cities offer numer-
ous benefits but also present significant security and privacy
challenges. These issues necessitate comprehensive solutions,
including robust security protocols, privacy-preserving tech-
niques, and user education and awareness, for successful and
secure IoT implementation.

Addressing these complexities demands collective effort
from policymakers, industry leaders, and researchers. Such
efforts can enable responsible and ethical IoT adoption.

Refer to Table II for a summary of each case study, detailing
the specific IoT applications within those sectors, their key
benefits, and the associated challenges. For the hypothetical
implementations and their challenges, refer to Table III which
provides a more nuanced explanation of each issue.

V. COMPREHENSIVE SOLUTIONS TO OVERCOME IOT
SECURITY LIMITATIONS AND CHALLENGES

Addressing IoT security limitations and challenges ne-
cessitates a holistic approach encompassing the entire IoT
ecosystem. This section presents a set of crucial solutions
and recommendations that align with the case studies and
discussions previously presented in this paper.

A. Enhancing Standardization and Interoperability

One of the primary challenges across the IoT landscape is
the lack of standardization and interoperability among different
devices and systems. To address this issue, organizations and
governments must collaborate to develop and adopt common
standards and protocols [4]. As discussed earlier, initiatives
like the NIST Cybersecurity Framework [38], ISO/IEC 21823-
1:2019 [11], and GDPR [27] are steps in the right direc-
tion. However, further efforts are required to promote the
widespread adoption of these standards and ensure seamless
integration among IoT devices and systems.

B. Robust Security Measures

IoT devices and systems must incorporate robust security
measures to protect against cyber threats and ensure the
privacy of users’ data [31]. This includes adopting strong
encryption, secure authentication, access control mechanisms,
and timely software updates. Additionally, organizations must
follow security best practices, such as the guidelines provided
by the NIST Cybersecurity Framework, to manage cybersecu-
rity risks effectively.

C. Privacy by Design

The ”Privacy by Design” concept, originally formulated by
Ann Cavoukian in the 1990s, has been touted as a proactive
approach to embed privacy into the design specifications of
technologies, business practices, and networked infrastructure
[6]. It proposes that privacy assurance must ideally become an
organization’s default mode of operation.

However, beyond being a buzzword or political strategy,
the realization of ”Privacy by Design” poses scientific and
technical challenges. It requires rigorous methodologies in
the development process to ensure privacy. This is not a
trivial matter in IoT, where devices generate and collect large
amounts of personal data continuously and in real-time.

Several aspects contribute to the scientific rigor of ”Privacy
by Design”. First is the incorporation of privacy-enhancing
technologies (PETs) during the design phase [8]. PETs, which
include encryption techniques, anonymization tools, and dif-
ferential privacy methods, can help to minimize personal
data collection, restrict data processing, and strengthen data
security.

Second, a system’s architecture must be designed to enforce
privacy policies effectively, ensuring that the system behaves
as expected even in the face of attacks [33]. This involves
techniques such as policy languages and policy enforcement
mechanisms, which should be based on sound mathematical
foundations to provide provable guarantees.

Third, privacy impact assessments (PIAs) should be con-
ducted routinely throughout the system’s lifecycle [39]. PIAs
can help to identify potential privacy risks and propose mit-
igation strategies. They should be based on a comprehensive
understanding of privacy principles and legislation, and they
should be verified by third-party audits to ensure transparency
and accountability.

In conclusion, “Privacy by Design” is not merely a slogan or
strategy. Its successful implementation requires scientific rigor
and technical expertise, with the commitment to make privacy
a default setting in IoT systems. However, such an approach
needs to be adopted widely, transcending organizations and
sectors, to truly uphold the privacy rights of individuals in the
face of growing IoT applications.

D. Education and Awareness

Increasing security awareness among IoT device users can
help mitigate risks associated with device misuse or poor
security practices [17]. This includes educating users about
the potential risks of IoT devices, the importance of regular
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TABLE II. SUMMARY OF IOT CASE STUDIES

Case Study IoT Applications Key Benefits Key Challenges
Smart Home Technology Security Systems, Smart Thermostats Improved comfort and

convenience, safety
Privacy concerns, device compati-
bility

Smart Cities Intelligent Traffic Management Systems,
Smart Grids

Improved public services, sustain-
ability, quality of life

Scalability, data privacy, infrastruc-
ture investment

Healthcare Remote Patient Monitoring, Wearable Fit-
ness Trackers

Enhanced patient care, reduced
healthcare costs, proactive health
management

Data security, interoperability,
compliance with regulations

Agriculture Precision Farming, Livestock Monitoring Optimized resource usage, in-
creased crop yields, efficient farm
management

High implementation cost, rural
connectivity

Transportation Connected Cars, Autonomous Vehicles Improved safety, traffic manage-
ment, vehicle performance

Safety concerns, real-time data pro-
cessing, reliability

TABLE III. KEY CHALLENGES IN HYPOTHETICAL IOT IMPLEMENTATIONS

Case Study Key Challenges Explanation
Smart Homes Privacy concerns, need for user education,

compatibility and standardization
Privacy issues arise due to extensive data collection and need for secure
systems. Interoperability issues occur when devices from different man-
ufacturers don’t work together seamlessly. The need for user education
arises from the complexities of managing smart home systems.

Smart Cities Privacy concerns, scalability, need for in-
frastructure investment, interoperability

Privacy issues arise due to extensive data collection. IoT systems in
smart cities need to be scalable to handle increasing data volumes. Large
infrastructure investments are needed for smart city implementation. Inter-
operability among different systems and devices is a crucial requirement.

updates, and best practices for securing their devices. Manu-
facturers and service providers should invest in user education
and training to promote secure IoT usage.

E. Collaboration between Stakeholders

Effective collaboration between stakeholders, including gov-
ernments, industry leaders, researchers, and end-users, is es-
sential for addressing IoT security challenges [3]. This collab-
oration can facilitate the sharing of knowledge, resources, and
expertise, leading to more effective solutions and strategies for
securing IoT devices and systems [1].

F. Leveraging Artificial Intelligence and Machine Learning

Artificial intelligence (AI) and machine learning (ML)
techniques have become crucial tools in the realm of IoT
security [16], [25]. The data-intensive nature of IoT systems
has made traditional security measures inadequate, hence
necessitating the use of more sophisticated approaches like
AI and ML [35].

AI and ML algorithms can analyze vast amounts of data
generated by IoT devices to identify patterns and detect
anomalies that may indicate security breaches. This method is
often faster and more effective than human monitoring, thus
enabling a prompt response and mitigation of threats [16].
Moreover, these algorithms can learn from past incidents
and continuously improve their threat detection capabilities,
providing a dynamic security solution that adapts to evolving
threats [25].

In addition to threat detection, AI and ML can also con-
tribute to IoT security by predicting potential vulnerabilities
and proactively strengthening security measures [35]. They
can be used to analyze the behavior of devices and networks
to identify weak points that could be exploited by malicious
actors.

Lastly, AI and ML can play a critical role in managing the
complexity of IoT systems. They can help automate security
processes, such as authentication and encryption, and manage
the increasing number of devices in IoT networks [25]. As a
result, AI and ML not only enhance the security of IoT systems
but also contribute to their overall efficiency and scalability.

VI. CONCLUSION

This paper has offered an exhaustive analysis of the chal-
lenges and limitations of IoT security, spotlighting a wide
range of sectors from smart homes to agriculture. We’ve
underscored key challenges—ranging from data privacy, se-
curity, the cost of implementation, the absence of standard-
ization, to legal and regulatory hurdles—that pose significant
impediments to successful IoT integration across industries.
Our review of government standards and frameworks further
illustrates the evolving regulatory landscape in IoT security.

However, our research contributes more than a summary of
existing knowledge. Our work offers a nuanced understanding
of the complex web of issues surrounding IoT security, provid-
ing a multi-faceted perspective on the solutions, which weave
together technical, legislative, and educational approaches.
We’ve emphasized the importance of a collaborative, multi-
stakeholder approach to address IoT security challenges and
highlighted the potential of artificial intelligence and machine
learning in enhancing IoT security.

In addition to this, our research indicates the need for
increased public awareness about IoT security and the devel-
opment of a culture of cybersecurity among IoT users and
developers. Fostering such a culture, combined with industry-
wide commitment to IoT security, is integral to building a
more resilient and secure IoT ecosystem.

Our findings point to an urgent need for ongoing collabora-
tion between policymakers, industry leaders, and researchers
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to further standardize and secure IoT technology. As the IoT
landscape continues to evolve, these collective efforts are
essential for striking a balance between the need for innovation
and growth with the protection of users’ rights and interests.

In summary, while IoT technology brings forth immense op-
portunities for innovation and growth, it is paramount that we
acknowledge and address the inherent security challenges. By
understanding these challenges and working collaboratively to
surmount them, we can harness the full potential of IoT and
pave the way for a more interconnected, efficient, and secure
world.
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