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CENICS 2015

Foreword

The Eighth International Conference on Advances in Circuits, Electronics and Micro-
electronics (CENICS 2015), held between August 23-28, 2015 in Venice, Italy, continued a series
of events initiated in 2008, capturing the advances on special circuits, electronics, and micro-
electronics on both theory and practice, from fabrication to applications using these special
circuits and systems. The topics cover fundamentals of design and implementation, techniques
for deployment in various applications, and advances in signal processing.

Innovations in special circuits, electronics and micro-electronics are the key support for
a large spectrum of applications. The conference is focusing on several complementary aspects
and targets the advances in each on it: signal processing and electronics for high speed
processing, micro- and nano-electronics, special electronics for implantable and wearable
devices, sensor related electronics focusing on low energy consumption, and special
applications domains of telemedicine and ehealth, bio-systems, navigation systems, automotive
systems, home-oriented electronics, bio-systems, etc. These applications led to special design
and implementation techniques, reconfigurable and self-reconfigurable devices, and require
particular methodologies to be integrated on already existing Internet-based communications
and applications. Special care is required for particular devices intended to work directly with
human body (implantable, wearable, eHealth), or in a human-close environment (telemedicine,
house-oriented, navigation, automotive). The mini-size required by such devices confronted the
scientists with special signal processing requirements.

We take here the opportunity to warmly thank all the members of the CENICS 2015
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
CENICS 2015. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the CENICS 2015 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that CENICS 2015 was a successful international forum for the exchange of
ideas and results between academia and industry and for the promotion of progress in the field
of circuits, electronics and micro-electronics.

We hope Venice provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city.
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Sergey Y. Yurish, Technical University of Catalonia (UPC-Barcelona), Spain
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Abstract—This paper aims to present an effective circuit for noisy
spike detection. The circuit detects spikes by the normalized cor-
relators. The operations of the correlators involve filtering, block
energy computation, normalized correlation, and thresholding.
All the computations are carried out in a pipelined fashion. The
circuit has been implemented by the field programmable gate
arrays (FPGAs). The circuit is used as a hardware accelerator in
a network-on-chip (NOC) platform for performance evaluation.
Experimental results reveal that the proposed circuit provide
realtime computation for the noisy spike detection with high true
postive and low false alarm rates.

Keywords–Spike Sorting; Spike Detection; FPGA; Network on
Chip

I. INTRODUCTION

Spike sorting [1] is often desired for the design of brain
machine interface (BMI) [2]. It receives spike trains from
extracellular recording systems. Each spike train is a mixture
of the trains from neurons near the recording electrodes. Spike
sorting is able to segregate the spike trains of individual
neurons from this mixture. It usually involves detection, feature
extraction, and classification operations. Spike detection is the
first step of the spike sorting. The goal of spike detection
is to separate spikes from background noise. Extracellularly
recorded signals are inevitably corrupted by noise from a num-
ber of sources such as the recording hardware and electromag-
netic interference. In the presence of large noise, successful
spike detection is essential for subsequent accurate feature
extraction and classification.

One way to perform the spike detection is based on the
energy of spike trains. An example of energy-based spike
detection is the nonlinear energy operator (NEO) [3], which
computes the energy difference between the signal’s current
power and the power in adjacent time intervals. The energy
of coefficients in wavelet domain may also be useful for
spike detection [4]. The energy-based methods are simple and
efficient. However, when noise becomes large, proper selection
of threshold values for these algorithms may be difficult.
Therefore, their performance may deteriorate rapidly as noise
energy increases. An alternative to the energy-based methods
is to utilize the templates of spikes for detection. A typical
technique using templates is based on matched filters [5]. A
drawback of the matched filters is the high computational
complexities. Realtime spike detection may then be difficult
when matched filters are implemented by software. In addition,
similar to the energy-based methods, it may be difficult to find
an effective threshold levels for matched filters when noise
becomes large.

A number of hardware implementations for spike sorting
have been proposed for reatime spike sorting. Some hardware
implementations [6] are based on NEO because of is simplicity
and low area costs so that the circuits may be implantable at the
front end for online detection. Nevertheless, the circuits may
not be suited for detection with high noise levels. In addition,
hardware designs are also beneficial for offline spike sorting [8]
because of the requirement for processing large amount of data.
With the relaxation of implantation requirement for offline
processing, development and implementation of more efficient
spike detection algorithms in hardware may be desired.

The objective of this paper is to present a novel VLSI archi-
tecture for realtime spike detection for noisy spike trains. The
architecture is based on normalized correlator for enhancing
detection performance. Segments of spike trains are normal-
ized prior to the correlation computation. The normalization
allows the output of the correlators lie inside a range, which is
independent of the input spike trains and noise levels. This is
beneficial for selecting an effective threshold levels for spike
detection as signal-to-noise (SNR) ratios become low.

The proposed architecture can be separated into four units:
the filter unit, the block energy computation unit, the correlator
unit, and the thresholding unit. All the units are operated in a
pipelined fashion to enhance the throughput of the circuit. The
filter unit consists of a bandpass Butterworth filter capable of
removing DC and high frequency components of spike trains.
The filter is helpful for noise removal prior to correlation
computation and detection. The block energy computation unit
is used for calculating block energy of segments of spike trains.
The normalized correlation is then carried out in the correlator
unit. The thresholding unit then detects spikes based on the
results produced by correlator unit.

The proposed architecture can be simplified for the design
of implantable circuit. By retaining only the block energy
computation unit, and thresholding unit, the proposed architec-
ture becomes an incoherent energy detector, which performs
generalized likelihood ratio test (GLRT) [7] for spike detection.
The incoherent energy detector has the advantages of low
area costs and low power consumption, while attaining higher
throughput for spike detection.

The proposed architecture has been implemented by the
field programmable gate arrays (FPGAs). The circuit is em-
ployed as a hardware accelerator in a network-on-chip (NOC)
platform for performance evaluation. Experimental results
show that the proposed architecture is able to attain high
speed detection with high true positive rate and low false
alarm rate even when SNR becomes -3 dB. Its simplified

1Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-430-5
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version, which performs noncoherent energy detection, has
the additional advantages of lower area costs at the expense
of slightly inferior detection performance. They are effective
alternatives for spike sorting applications requiring real-time
computation with superior spike detection performance.

The remaining parts of this paper are organized as follows.
Section 2 gives a brief review of the normalized correlation
algorithm. Section 3 describes the proposed spike detection
architecture. Experimental results are included in Section 4.
Finally, the concluding remarks are given in Section 5.

II. THE NORMALIZED CORRELATION ALGORITHM FOR
SPIKE DETECTION

We start with the basic matched filter technique for spike
sorting, which can be implemented by convolving the spike
trains with the pre-stored templates. For sake of simplicity,
we assume the matched filter contains only one template. Let
x[n] be the n-th sample of the input spike train. Let xn =
[x[n], x[n− 1], ..., x[n−N + 1]]T be the n-th segment of the
spike train, where N is the length of the segment. The template
for matched filtering contains also N elements, denoted by
t = [t[1], ..., t[N−1]]T . The matched filter output at n, denoted
by, y[n], is computed from the convolution

y[n] =

N−1∑
k=0

x[n− k]t[k] = xT
n t. (1)

Note that the convolution is equivalent to the inner product
of segment xn and template t, which indicates the correlation
between these two vectors. The segment xn is detected as a
spike when y[n] is larger than a pre-specified threshold η.

A drawback of matched filter technique is that the threshold
η alone cannot be used to determine the squared distance for
template matching. To see this fact, we first observe that the
squared distance between xn and t, denoted by d(xn, t), is
given by

d(xn, t) = ||xn||2 + ||t||2 − 2xT
n t. (2)

Therefore, when xT
n t > η,

d(xn, t) ≤ ||xn||2 + ||t||2 − 2η. (3)

Therefore, when xn is detected as a spike (i.e., xT
n t > η), we

see from (3) that the upper bound of d(xn, t) is determined
from ||xn||2, ||t||2 and η, where ||xn||2 is dependent on the
input spike trains. When ||xn||2 is large, it is possible that
d(xn, t) is still large even xT

n t > η. In this case, a false alarm
may occur.

One way to overcome this problem is to normalize xn and
t before computing the correlation. Define x̄n and t̄ as the
normalized version of xn and t, respectively. That is,

x̄n =
xn

||xn||
, t̄ =

t

||t||
. (4)

Therefore,
d(x̄n, t̄) = 2− 2x̄T

n t̄. (5)

Because d(x̄n, t̄) > 0, it can be easily shown that

x̄T
n t̄ ≤ 1. (6)

Our normalized correlator is based on x̄n and t̄. When x̄T
n t̄ >

η, then xn is detected as a spike. From (6), it follows that

η ≤ 1. (7)

In addition, when x̄T
n t̄ > η, from (5) we see that

d(x̄n, t̄) ≤ 2(1− η), (8)

which is dependent only on the threshold value η. Therefore,
the threshold value for correlation computation uniquely de-
termines the upper bound of squared distance for template
matching after a spike is detected. In addition, a larger η
implies a smaller squared distance d(x̄n, t̄). The upper bound
of η is 1, which is independent on the input spike trains.

The normalized correlator has more meaningful interpreta-
tion for the threshold value η because η ≤ 1, and the upper
bound of squared distance for template matching for a detected
spike is 2(1−η). When η = 1.0 is selected for detection, only
the segments having full correlation with the template t are
considered as spikes, and their squared distance with t is 0.
When η = 0.5, all the segments having half correlation (or
above) with t are detected as spikes, and the upper bound of
their squared distances is 1. When η = 0, even the segments
having no correlation with t are detected as the spikes, and the
upper bound of their squared distances increases to 2. In the
presence of noise, it may be impractical to require the detected
spikes as the segments having full correlation (i.e., η = 1.0).
In our experiments, the requirement of 70 % correlation (i.e.,
η = 0.7) may be sufficient for the normalized correlator to
attain high detection hit rate, low miss rate, and low false
alarm rate even for high noise levels. Detalied discussions of
the normalized correlator can be found in our earlier work in
[9].

Although the normalized correlator simply the process for
the selection of threshold values, it has higher computation
complexities for spike detection as compared with the basic
matched filter technique. This is because the block energy of
each segment need to be computed prior to the correlation
computation. Hardware implementation of the normalized cor-
relator may be beneficial for enhancing the throughput of the
normalized correlator for realtime spike sorting.

III. THE PROPOSED ARCHITECTURE

Figure 1 shows the block diagram of the proposed ar-
chitecture, which contains the filter unit, and block energy
computation unit, the correlator unit, and thresholding unit.
The filter unit is the pre-processing unit for the spike detection.
It removes both the DC offset and noises before the detection
operation. The goal of the block energy computation unit is
to compute the block energy ||xn||2. The correlator unit then
calculates x̄T

n t̄. The detection results are then produced by the
thresholding unit.

A. Filter Unit and Block Energy Computation Unit
In the implementation, the bandpass butterworth filter is

used for the preprocessing operations. The filter can be imple-
mented by shift registers, multipliers and adders. For sake of
simplicity, the details of the implementation is not included.
The direct implementation of the block energy computation
involving N multiplications is also straightforward. Although
N multipliers can be employed for the multiplications, the area

2Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-430-5
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Figure 1. The Block Diagram of the Proposed Architecture for q templates

Figure 2. The Architecture of the Block Energy Computation Unit

costs can be high. An alternative is based on the observation
that

||xn||2 = ||xn−1||2 + x2[n]− x2[n−N ]. (9)

Therefore, when the block energy of the previous block (i.e.,
||xn−1||2) is known, the computtaion of the block energy
of the current block needs only two multiplication for the
computation of the square of the samples x[n] and x[n−N ], as
shown in Figure 2. There are one N -stage shift register, two
multiplier and two adders in the block energy computation
unit. The shift register is used to hold the values of the past
samples (i.e., x[k], k = n−1, ..., n−N ) in the first-in-first-out
(FIFO) fashion. In addition to providing the value x[n−N ] for
the computation of x2[n − N ], the shift register is beneficial
for the correlation computation in the correlator unit.

B. Correlator Unit
In addition to multiplications, the correlator for the com-

putation of ȳ[n] = x̄T
n t̄ requires the normalization operations.

Although the normalized template t̄ can be obtained offline, the
computation of the normalized x̄n should be carried out online.
A direct implementation of the circuit for the computation of
x̄n is to divide each sample of xn by ||xn||. This would require
N dividers, because the dimension of the block xn is N . An
alternative is based on the post-normalization technique, in
which the inner product xT

n t̄ is computed first. Because the
inner product is a scalar, we can then use only one divider to
compute x̄T

n t̄ by dividing xT
n t̄ by ||xn||.

Figure 3 shows the architecture of the correlator unit for
the case of two templates. Correlators for any q > 0 templates
can be carried out in a similar fashion. As shown in the figure,
there are 2N multipliers, two accumulators, one squared root
circuit, and one divider. The samples of xn are obtained from
the shift register in the block energy computation unit. The
normalized templates t̄1 and t̄2 are pre-stored in the registers
of the unit. To accelerate the correlation computation, there are
N multipliers for the computation of each x̄T

n t̄i, i = 1, 2. In
addition, the accumulation of the multication results are carried
out in a pipelined fashion. The output of each accumulator
is then divided by by ||xn||. Observe from Figure 2 that
the output of the block energy computation unit is ||xn||2.
Therefore, the squared root (SQRT) circuit can be used to
compute ||xn||, as shown in Figure 3.

C. Thresholding Unit
Although the thresholding operations can be easily accom-

plished by a simple comparison circuit, the detection accurracy
may be further improved by taking the detection results
of the neighboring blocks into consideration. Because the
neighboring blocks are overlapping, it is then likely that these
blocks have similar normalized correlation values. A number
of neighboring blocks may then have normalized correlation
values larger than a pre-specified threshold. Consequently, it is
possible that multiple hits may be declared for the occurrence
of a single spike.

One way to solve this problem is not to declare a hit

3Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-430-5
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Figure 3. The Architecture of the Correlator Unit for q = 2 Templates

Figure 4. The Architecture of the Thresholding Unit for q = 2 templates

when the normalized correlartion value of a block is above the
threshold. The normlalized correlation values of the previous
blocks are also ckecked. Among its K preceding blocks, if k of
them are also above the threshold, a hit is then declared. This
may effectively reduce the false alarm rate for the detection.
The architecture of the thresholding unit is revealed in Figure
4. It can be observed from the figure that a K-stage shift
register is used to store the thresholding results of the K
previous blocks. Each stage contains 1-bit information, where
0 and 1 indicate the corresponding block has correlation value
below and above the threshold η, respectively. Consequently,
when the sum of the output of all the K stages is equal or
above k, then k of the K preceding blocks have correlation
value above the threshold. A hit is then issued.

Note that we may be able to further reduce the false alarm
rate at the expense of a slight increase in true positive rate by
imposing the assumption that spikes are at least M samples
apart. The enforcement of the assumption can be carried out
be an additional M -stage shift register recording the location
of the previous hit. Each stage also has values of 0 or 1. If the

previous hit is less than M samples apart, one of the stage in
the shift register contains value of 1, which disables the hit.
A hit is allowed to be issued only when all the stages contain
value of 0.

D. Noncoherent Energy Detector
The proposed circuit can be simplified by removing the

correlator unit. In this case, the output ||xn||2 of the block en-
ergy computation unit is connected directly to the threshodling
unit. The circuit will declare a hit when ||xn||2 is above the
threshold. This is the noncoherent energy detector proposed by
[7]. As compared with the proposed circuit, the noncoherent
energy detector has the advantages of lower area costs and
power consumption at the expense of slightly lower true
positive rates and/or higher false alarm rates. The circuit is
advantageous for the applications where both the speed and
area costs are the important concerns.

IV. EXPERIMENTAL RESULTS

This section presents some experimental results of the
proposed architecture. The simulator developed in [10] is

4Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-430-5
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TABLE I. THE TPR AND FAR VALUES OF VARIOUS SPIKE DETECTION ALGORITHMS FOR SPIKE TRAINS WITH VARIOUS SNR LEVELS.

SNR (dB) Normalized Noncoherent NEO SWT Matched

Correlator Energy Detector Filter

10 TPR 93.64 % 91.37 % 93.10 % 94.82% 89.65 %
FAR 0.40 % 5.35 % 3.57 % 6.77 % 2.80 %

1 TPR 90.04 % 88.03 % 87.21 % 92.43 % 82.90 %
FAR 0.92 % 6.36 % 22.49 % 79.36 % 3.02 %

-3 TPR 82.71 % 82.60 % 80.53 % 86.66 % 80.31 %
FAR 1.06 % 9.52 % 57.87 % 82.43 % 8.92 %

Figure 5. An example of the proposed normalized correlator for noisy spike detection with SNR=-3 dB for q = 2 templates.

adopted to generate extracellular recordings. The simulation
gives access to ground truth about spiking activity in the
recording. This facilitates the quantitative assessment of the
proposed architecture, since the features of the spike trains are
known a priori. All the spikes are recorded with a sampling rate
of 24,000 samples/s. Each spike has 64 samples (i.e., N = 64),
and the length of each spike is 2.67 ms.

We first consider the true positive rate (TPR) and false
alarm rate (FAR) of the proposed architecture. The TPR is
defined as the number of detected true spikes divided by the
total number of true spikes. The FAR is defined as the number
of silent segments, which are detected as spikes, divided by
the total number of detected segments. Table I shows the
TPR and FAR of the normalized correlator, the noncoherent
energy detector, NEO, stationary wavelet transform (SWT),
and matched filter for various SNR levels. The number of
neurons is 2. The proposed normalized correlator architecture
therefore uses 2 templates (i.e., q = 2).

It can be observed from Table I that the normalized
correlator has higher TPR and lower FAR as compared with
those of the other algorithms. This is because the correlation
is beneficial for identifying real spikes and ignoring silent

segments. This fact can be further observed in Figure 5,
where the noisy spike train with SNR= -3 dB, and the
normalized correlation values ȳi[n], i = 1, 2, are shown. It can
be observed from Figure 5 that it is difficult to locate spikes
due to large noise corruption. Nevertheless, the normalized
correlation values shown in Figures 5 still provide useful
information revealing the location of true spikes. It is also
interesting to note that the noncoherent energy detector has
TPR and FAR values comparable to those of matched filter.
These results show that the energy is also effective for spike
detection.

Next we evaluate the area complexities. Because adders,
multipliers, dividers, comparators and registers are the basic
building blocks of the architecture, the area complexities are
separated into four categories: the number of adders, mul-
tipliers, dividers, comparators and registers. Table II shows
the area complexities of the proposed architecture. It can be
observed from Table I that the number of adders, multipliers,
and dividers are fixed, and independent of the block dimension
N and number of templates q in the filter unit, block energy
computation unit and thresholding unit. Although the number
of adders and the number of multipliers grows with the N and
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TABLE II. THE AREA COMPLEXITIES OF THE PROPOSED ARCHITECTURE

Filter Block Energy Correlator Thresholding
Unit Computation Unit Unit Unit

Adders O(1) O(1) O(qN) O(1)

Multipliers O(1) O(1) O(qN) O(1)

Dividers 0 0 O(1) 0
Comparators 0 0 0 O(1)

Registers O(1) O(N) O(qN) O(1)

TABLE III. HARDWARE UTILIZATION OF THE FPGA IMPLEMENTATION OF
THE PROPOSED NORMALIZED CORRELATOR ARCHITECTURE

Filter Block Energy Correlator Thresholding Total
Unit Computation Unit Unit Unit

ALUTs 750 649 4571 89 6059
Registers 236 866 2788 13 3903
Memory Bits 0 0 0 0 0
DSP Blocks 24 3 528 0 555

q in the block energy computation unit, only a single divider
is used in the unit because of the employment of the post-
normalization technique. This is beneficial for lowering the
area costs of the circuit.

We further consider the hardware utilization of the pro-
posed normalized correlation architecture implemented by
FPGA. In the experiments, we set the dimension of the spikes
to be N = 64. There are q = 2 templates. The target FPGA in
the experiments is Altera Stratix III EP3SE80F780C2, which
contains 64,000 adaptive lookup tables (ALUTs), 64,000 regis-
ters, 6,331,392 memory bits, and 672 DSP blocks. The FPGA
design platform is Altera Quartus II 13.0. Table III shows the
number of ALUTs, the number of registers, the number of
memory bits, and the number of DSP blocks consumed by
each unit of the proposed circuit. It can be observed from
Table III that many of the ALUTs, registers and DSP blocks
provided by the target FPGA are consumed by the correlator
unit because the inner product operations are required in the
unit.

When only the noncoherent energy detection is necessary,
the correlator can be removed. Therefore, the area costs can be
effectively lowered. Table IV shows the hardware utilization
of the proposed normalized correlation architecture and the
proposed noncoherent energy detection architectures. It can be
observed from Table IV that the noncoherent energy detection
architecture has lower hardware utilization. In particular, the
utilization of DSP blocks is 3, which is only 0.54 % (i.e.,
3/555) of that utilized by the normalized correlator architec-
ture.

The proposed architecture is used as a hardware accelerator
in a NOC platform for the speed evaluation. The NOC is
designed by Altera Qsys 13.1. The NOC consists of a NIOS
II softcore processor, an embedded RAM, and the proposed
circuit. The noisy spike sequences are stored in the embedded
RAM. The NIOS II processor activates the delivery of the
spike sequence from the RAM to the proposed circuit for spike
detection. Upon the completion of spike detection operations,
it also collects the results of the spike detection for subsequent
spike sorting operations. When operating at the clock rate
50 MHz, the proposed architecture is able to complete the

TABLE IV. COMPARISONS OF HARDWARE UTILIZATION OF THE
NORMALIZED CORRELATOR AND NONCOHERENT ENERGY DETECTOR

FPGA IMPLEMENTATIONS

ALUTs Registers Memory Bits DSP Blocks

Normalized
Correlator 6059 3903 0 555
Noncoherent
Energy Detector 1488 1115 0 3

detection operation in 52 ms for a spike sequence with length
of 100 seconds. By contrast, the computation time of its
software counterpart running in the 1.7 GHz Intel I-7 processor
for the same spike sequence is 1.58 second. The speedup of
the hardware acceleration therefore in 30.38 (i.e., 1.58 second
vs. 52 ms). All these facts demonstrate the effectiveness of the
proposed architecture.

V. CONCLUSION

The proposed normalized correlator architecture has been
implemented by FPGA for performance evaluation. Experi-
mental results show that the architecture is effective for spike
detection. It has the advantages of high TPR, low FAR, and fast
computation. For spike trains with SNR = -3 dB, the proposed
normalized correlator is able to achieve TPR 82.71 % and FAR
1.06 %. In addition, the speedup of the proposed architecture
in the NOC operating at 50 MHz over its counterpart is
30.38. The proposed architecture can also be simplified to a
noncoherent energy detector when lower hardware costs are
desired at the expense of a slight degradation in detection
performance.
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Abstract—In the area of industrial control systems, the choice
between custom made (CM) electronics and the use of commercial
of the shelf (COTS) components is often not trivial. Especially,
when required quantities or specific requirements do not give a
clear sign for selection. From a pure cost point of view (devel-
opment costs and product costs) a decision might look trivial,
but a broader view helps to perform an sound decision. In this
work, decision criteria and a decision method are presented for
industrial control systems targeting COTS devices, CM devices
or a combination of both. Moreover, a case study with three
industrial control systems is presented showing the application
of the approach.

Keywords–commercial of the shelf; electronic design decisions;
industrial control units

I. INTRODUCTION

In industrial automation, commercial of the shelf (COTS)
components as programmable logic controllers (PLCs) and
industrial PCs (IPCs) are widely used as control units (For this
paper, we follow the following definition for COTS: A COTS
device can be bought from a catalog without modifications [1]).
In some applications, companies are faced with the decision
if a custom made (CM) design of a control unit might be
beneficial for their products and systems. In other application,
a change from a custom made design of control units to COTS
components is discussed.

A custom made development often comes with an opti-
mized functionality and an attractive price of the final product,
but involves much more than own development activities.
Especially in case of safety or mission critical systems, it
has to be assured that specific requirements (temperature
range, failure rate, electrical robustness, etc.) are met over the
complete product life cycle (and not only with a prototype
during development). While a custom made design allows full
control of the final product, all relevant aspects have to be
verified. These activities are performed on basis of prototypes
and first series devices, but also have to be reconsidered in case
of changes (e.g., obsolete memory chips require replacement).

On the other hand, the use of COTS components often
requires more than applying a plug and play procedure. In the
example of COTS components in critical applications, it could
be required to establish specific relationships with the suppliers
and/or to perform additional tests on the COTS components
(examples can be found in [1]).

In both cases, the complete life cycle of the product has
to be considered for a sound selection. An approach for
such a selection is the so called Total Cost of Ownership
(TCO) [2] that aims to consider all cost factors of a product

during product life. To supplement existing approaches with
the required technical data, this paper deals with the differences
of the following approaches for industrial control units:

1) Commercial of the shelf (COTS)
2) Custom made (CM)
3) Combination of 1 and 2.

The main focus of this paper is on electronic control units
(including their software), but not on pure software products
as discussed for example in [3].

As a basis for a systematic selection procedure, we collect
relevant selection criteria in the following Section II. Next, the
specialties of the three approaches are analyzed based on their
product life cycle in Section III. Based on these two sections,
a selection procedure is presented in Section IV, followed by
a case study in Section V. After a discussion in Section VI,
the paper ends with a conclusion.

II. TARGETS FOR SELECTION

Before having a closer look on the different approaches,
it is necessary to define the key targets to be fulfilled by
the devices. Common targets often cited are fast time to
market, improved costs and competitive advantages [4]. These
competitive advantages describe product properties beside the
price and differ between application domains. In previous
work, we already identified a set of impact factors for hardware
platforms [5]. For this work, we take a system view on the
control units (electronics + software + mechanical). Moreover,
we assume that the functional requirements are fulfilled for
industrial environments in case of all candidates. The resulting
set of impacts is presented in Figure 1 and will be further
described below.

A. Time to Market
A fast time to market is an obvious target. As soon as the

product is on the market amortization of non-recurrent costs
can start. Moreover, a fast time to market can be a competitive
advantage to competitors.

B. Costs
As with time to market, it is an obvious target to keep

the costs low. However, several aspects have an impact on the
overall costs for a product. In case of recurrent costs, it is
the cost of purchasing or manufacturing the product itself. In
addition, license costs for software (drivers, operating systems,
etc.) and/or hardware modules (e.g., inclusion of externally
developed modules in custom made products) as well as
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Figure 1. Targets for selection of electronic control units

costs resulting from later maintenance activities have to be
considered. The non-recurrent costs for a custom made control
unit include development costs (including costs for prototypes
and test activities during development) as well as costs for
the preparation of the series production (creation and test of
tooling, as soldering frames, adapters for automatic assembly,
programs for test equipment as automated optical inspection
(AOI), in circuit tester (ICT), and/or functional tester, test
adapters and specific test electronics). Further non-recurrent
costs that also appear for COTS systems are the costs of inte-
gration of the electronic control system into the target system
as well as those for verification, validation and certification
activities (performed before and/or after integration in target
system). Often, at least certification activities are executed
on system level, but benefit from pre-certified components.
Finally, costs resulting from required documentation activities
(product + development process) have to be considered.

C. Product Properties
While we assume that all candidates can fulfill the func-

tional requirements, further properties could make a difference.
A first important property is the availability of the product

(availability in this context is not the operational availability
but the possibility to purchase or manufacture the product).
For any application, it is important that the required control
electronics are available for new products and replacements of
defect units.

As many industrial control electronics perform safety
and/or mission critical tasks, their reliability and functional
safety is another important factor. As evaluated in previous
work, the choice of the hardware platform has impacts on the
safety properties of the overall system [6]. The specific needs
have to be analyzed for each application individually.

Security is another important property. Especially the in-
creasing interconnection of industrial automation systems via
the internet requires corresponding measures [7], [8], [9].
Additionally, a protection of the intellectual property (IP:
firmware, electronics, design, etc.) is often desirable to protect
own products from plagiarizing. As with functional safety
and reliability, the requirements depend on the individual
application.

For applications that evolve during their life time (e.g., an
industrial plant undergoing modernization) or those in which
a control unit should be applied in several different target
applications (perhaps not all of them defined today), it is
desirable to work with systems that can be adapted to different
or changing requirements. Examples are modular PLCs which
allow to add a variety of different plug-in modules (analog
and digital I/O, communication interfaces, special function
modules). Another approach is to define major parts of the
product via software or reconfigurable hardware (e.g., FPGAs).

While energy efficiency of control units was predominantly
an issue in mobile and battery powered devices in the past, it
is now also an issue in all industrial application (especially if
a high number of control units is applied). Additionally, size
and/or weight is an issue in several applications.

D. Customer Perception
Finally, an impact that could be important is the customer

perception. While a decision could not be the optimum choice,
it still might be the optimum solution from the customers
perspective. As an example, the use of a COTS device with
a good reputation might increase customer’s confidence in the
product although it does not differ from alternatives from a
technical point of view.

III. PRODUCT LIFE CYCLE

In this section, a typical product life cycle is presented in
Figure 2 for a design based on COTS control units, a design
with custom made control units and a combination of COTS
and CM components.

Following accepted processes, the product life cycle starts
with a specification. While the creation of a sound specification
is a major task, we assume it is already existent for the
next step. Based on the specification, an implementation could
be realized in the three ways presented above. Additionally,
each product life cycle ends with some end of life activities,
typically decommissioning. As the impact of this phase is
considered low for the selection process, end of life activities
are not considered in this paper. The following subsections
deal with the remaining phases for the three approaches.
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Figure 2. Product life cycle for different approaches (length of phases does not necessarily reflect the effort required for this phase)

A. COTS
In case of a COTS design, a suitable device has to be

selected. The aim is to identify an existing product that fulfills
the requirements given in the specification. Moreover, further
aspects as those presented above could be important for the
selection, although often not explicitly stated in the specifi-
cation. Depending on the application, it might be useful to
reconsider the specification, if no suitable COTS device could
be identified. Moreover, the fulfillment of the requirements is
often not only determined by the product itself and related
aspects (e.g., documentation), but also by the relationship
to the supplier of this device (support during integration,
operation, maintenance, long time availability, insight into
verification and validation activities, willingness to perform
further verification and validation activities if needed, etc.).
Especially for critical applications, additional verification ac-
tivities could be required to apply COTS devices (see [1]
as an example for military applications). If these verification
activities are required and cannot be performed by the supplier,
own verification activities have to be performed with the COTS
device.

In the next phase, the selected COTS device has to be
integrated into the application (for this approach, we assume
that no modifications are required to integrate the COTS
device). In this phase, the knowledge of the COTS device’s
properties is of great importance. Gaining this knowledge
could be time consuming, but could be eased by support given
by the supplier (good documentation, qualified hotline support,
tools supporting integration, etc.).

While verification and validation of the control unit itself
has already been targeted, it is the overall system that has to
fulfill the requirements. Thus, verification and validation activ-
ities have to be performed also on system level. Based on the
application, also certifications are required or recommended

(e.g., functional safety applications). Several COTS devices
come with some pre-certification for certain applications (as
the mentioned safety applications). These pre-certifications
typically ease the certification activities on system level.

B. Custom Made
The CM approach requires development and manufacturing

activities. During development, prototypes are implemented
and verified on basis of the specification. Design decisions
have to consider functional aspects, as well as further impacts
(see Figure 1). Some aspects for COTS apply here for specific
integrated circuits used in the design. They can simplify design
and verification activities, but also lead to the challenges
listed in the COTS section (e.g., availability). Especially in
complex designs, often several prototype stages are required
until verification and validation activities are passed success-
fully. Additionally, an ideal design is optimized for later
manufacturing reducing manufacturing times and tooling costs.
Generally speaking, the aim is to deal with the complexity
in development and manufacturing [10]. For optimum time-
to-market, the preparation for manufacturing is started before
the development activities are finished. The required synchro-
nization between development and manufacturing activities are
often challenging [11]. Moreover, to determine the start time
of preparation activities, a tradeoff between risks of changes
in the product relevant for production and reduced preparation
time is necessary.

In the following steps, optimizations of the manufacturing
process take place, mostly to optimize manufacturing time and
quality. Integration, verification and validation activities can
start with prototypes, but final tests and certification typically
require first samples from the serial manufacturing process.

In case of a COTS product, analysis of defect products, ob-
solete components or changes in regulatory requirements (e.g.,
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EMC requirements) are typically performed by the supplier.
Also in case of a CM design, this analysis has to be performed
periodically to check if changes in the product are required.
While these activities could be outsourced, the effort for these
activities has to be considered. Moreover, required changes
could result in costly redesign activities (new verification,
validation and certification activities might be needed), a risk
worn by the supplier in case of COTS components.

C. Combination
The process of combining COTS components with a cus-

tom made design follows a combination of both processes.
Typically, the product core is implemented with a COTS
component and the interfaces are custom made, but also other
parts as interfaces or power supplies can be implemented with
COTS parts. Thus, during development all aspect of a custom
made design have to be followed in addition to a selection
of suitable COTS components (lower part of Figure 2, only
the differences to the CM process are displayed). While the
use of COTS components comes with some challenges to be
considered (see section above), it can simplify the remaining
development significantly. An example is the use of a COTS
single board PC on a custom made printed circuit board (PCB)
populated with interface and power supply circuits (and some
application specific functions if needed, see also Section V).
This combination can simplify the manufacturing process if the
main PCB is populated with comparatively simple components
only. Furthermore, PC parts tend to become easily obsolete,
a problem now covered by the supplier of the PC board. But
the supplier of the PC board benefits from his high production
volume. Thus, the resulting price of the PC module could be
lower than to manufacture low quantities in house.

IV. SELECTION PROCEDURE

Based on the targets presented in Section II and the
product life cycles presented in the preceding Section III, a
systematic selection is feasible. For an objective evaluation,
it is recommended to evaluate each factor in a team (at least
technical and sales representatives). In case a custom made
design might be the desired choice, experts from the area of
electronic development and manufacturing should be consulted
(internal or external partners). This way, quantitative data can
be achieved for costs and time-to-market aspects. However, for
reliable data, a sound specification and ”trustworthy” experts
are required.

Besides costs and time to market, the targets are of qualita-
tive nature. While a qualitative analysis is probably sufficient
in many cases, a rating system can be applied in case of all
qualitative aspects (e.g., rating of products availability from 1
to 10) if needed, for example in form of a decision matrix.
Rating can be agreed on in the team or it can be build from
a set of individual ratings. Further approaches for these so
called multi-criteria decision analysis (MCDA) can be found
in literature (e.g., [12]).

V. CASE STUDY

In this section, three existing control units are evaluated
based on the criteria defined before. The emphasis of the
following description is on the properties of the selected
system and not on the selection process (devices already exist).

A. Three Control Units
1. Machine for sorting metal parts: The control unit is re-

quired to switch electric motors and pneumatic valves and read
several position sensors and an analogue input for measuring
the metal parts. Moreover, the status of the machine has to be
displayed on a screen. The volume of this machine is ≤ 50
per year.

2. User terminal for embroidery machine: The Control
unit has to read the required embroidery pattern from a USB
stick and display it on the screen of the terminal. Moreover,
user commands have to be read from the terminal. A set of
commands is computed and send to the embroidery machine
via a proprietary interface. The volume is 800 units per year.

3. Window control unit: This electronic unit has to control
a DC motor (PWM, encoders) based on sensor information
and a proprietary bus interface. Moreover, the available space
for this device is limited to 100x40x18mm. The volume here
is ≥ 1000 units per year.

B. Evaluation
An overview of the evaluation can be found in Figure 3

while details will be described below.
1) Case A: The low quantity of required products indicate

a COTS device as best choice. However, a conflict could arise
from the remaining targets. The non recurrent costs, as well
as the required time to market clearly benefit from the use of
a COTS component. The recurrent price is probably higher
than a custom made approach, but a quantity of 50 units in
most cases does not allow to amortize non recurrent costs
for a custom made design incl. verification. Finally, product
properties have to be considered. Size and Weight targets, as
well as energy efficiency, which could be a tough challenge for
COTS approaches, are not critical here. For this application,
a modular programmable logic controller (PLC) has been
chosen. This approach allows to adapt the control units in
case of later changes. Moreover, this approach allows to use
similar approaches in different machines. During the selection
of the device, the availability of this device or potential
replacements is crucial. Well established systems, as well as
individual contracts can mitigate the risks. Additionally, the use
of standardized components (including the programming lan-
guages) ease the migration to alternative systems when needed.
Finally, no specific safety, security or reliability requirements
were given in this application. However, specific PLC systems
targeting these requirements are available. Based on this brief
evaluation, a COTS approach is the optimum solution for this
application.

2) Case B: In this application, the need for a proprietary
interface requires at least some custom made design. Moreover,
the visualization requirements for the terminal screen require
a certain amount of processing power. In this application,
a combination of a COTS processor board was chosen in
combination with a custom made main board implementing
the power supply and required interfaces. The use of the COTS
board was driven by the following aspects:

• simplifies design and manufacturing of main board (no
fine pitch components, less high speed design)

• in required quantities, COTS board has an attractive
price compared to CM approach.
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Case A Case B Case C

Machine for sorting metal parts User terminal for embroidery machine Window control unit

 ≤ 50 800 ≥ 1000

COTS COTS + CM CM

Product
high, but according to low quantity best 

with COTS device (here PLC)

combination of a COTS processor board 

with a custom made main board allows a 

competitive product price

custom made design allows cost optimized 

approach (for given constraints)

Licenses no licence for operation open source operating system none

Maintenance

diagnosis features supported by PLC, 

modular PLC allows replacement/ repair of 

modules  

individual repair/replacement of processor 

and main board possible, maintenance 

features have to be custom made

diagnosis features implemented via bus 

interface

Development

HW: only selection & integration

SW: based on PLC operating system => 

application only

HW: only main board + selection processor 

board & integration

SW: operating system has to be adapted to 

custom design + application SW

full development of electronics and 

software

Manufacturing 

Setup
none

manufacturing of main board + integration 

processor board + test in manufacturing;

separate processor board, no fine pitch 

devices on main board => simplifies 

manufacturing process

full manufacturing setup incl. test required

Integration
HW setup with COTS IDE + wiring of sensors 

and actuators

1) main and processor board

2) operating system and HW

3) application

HW/SW integration in development,

integration with remaining system via bus 

interface

V&V focus on SW + overall system complete system complete system 

Certification not required for control unit EMC test for CE marking
EMC test for CE marking,

further tests with complete system 

Documentation
SW + wiring (hardware configuration saved 

in project data)

full documentation,

exisiting documentation for processor board 

and operating system can be included

full documentation

Availability of 

product

depends on PLC supplier,  long term 

industrial availability provided

depends on supplier of processor board 

(long term contract), processor board can 

be replaced (redesign main board + 

comparable alternative processor board)

depends only on components used, 

obsolences can be handeld with 2nd source 

components, if needed in combination with 

redesign (HW or HW+SW)

Reliability & Safety

no specific requirements, COTS HW is 

assumed to be well tested,

COTS devices typically = black box, but 

reliability and safety data is available for 

certain devices

complete reliability analysis possible for 

main board, data für processor board 

available from supplier.

No specific safety requirements. 

(implementation on main board could be an 

option if required)

complete reliability analysis possible for 

electronics.

Specific safety requirements could be 

implemented in SW and HW (emergency 

stop, life beat)

Security & IP-

Protection
supported, setting via COTS IDE

processor supports protection of program 

memory

processor supports protection of program 

memory

Adaptability 

modular PLC systems allows to add further 

modules (I/O, special function, …), other 

devices can be added via bus interface

full control of SW,

custom main board allows adaptations, but 

these changes require redesigns of the 

hardware (incl. verification and 

certification)

full control of SW,

full control of HW, but changes require 

redesign (incl. verification and certification)

Energy efficiency
COTS devices with acceptable energy 

efficiency are available

the custom made design and the selection 

of a suitable processor board allows an 

optimized design

stand by <0,4W => low power controller in 

combination with suitable HW and SW 

design (sleep modi)

Size & Weight no specific requirements

size of PCB determined by 10" screen (not 

critical)

no specific weight requirements

critical => only achievable with custom 

design

fast (weeks)

medium (months),

with COTS processor board, the SW 

development can start before custom made 

HW is ready,

risk of design iterations

medium-high (months),

with evaluation board, the SW development 

can start before custom made HW is ready,

risk of design iterations

selected brand of COTS device supports 

image of high quality product

customized solution allows separation from 

competitors

customized solution allows to meet the 

targets for size and product price
customer perception

Targets ↓ Choice →

Case :

Description : 

Assumed annual quantity :

time to market

Costs

Recurring

Costs

Non-

Recurring

Product

Properties

Figure 3. Case Study
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• components as memory chips change frequently. In
COTS approach, the qualification of new chips is done
by supplier.

• an approach of a complete COTS user terminal in
combination with an interface converter was resulting
in a significantly higher product price.

Also the remaining cost related factors show no disadvantage
of this approach compared to a full custom made design. With
respect to time to market this approach benefits from the COTS
components in comparison to the CM approach, as a major part
of the design could be implemented as a pretested module. The
product properties are influenced as follows:

As the COTS board has a major impact on the availability,
a long term contract was set up with the supplier. Never-
theless, a migration to another processor board is possible
(probably involves redesign). Reliability analysis is possible
as the complete design is known. Optimizations could have
been performed if required, as well as the implementation
of safety functions on the main board. A protection of the
program memory is supported by the processor, no further
security or IP protection requirements exist. Adaptability can
be achieved by modifications of the main board. However, this
approach requires redesigns (incl. verification activities). In
this application, it is expected to handle all modifications via
SW. Customization allows optimization of energy, size and
weight properties. However, non of these are considered as
critical here.

Finally, a custom made design allows significant separation
from competitors (customers perception). In summary, the
application benefits from the chosen combination of COTS
and CM.

3) Case C: Size and product price restrictions are major
impacts for this application and could not be fulfilled with
available COTS components. The non-recurring costs for the
required design and manufacturing activities are significantly
higher than with a COTS approach, but could be amortized
by the expected quantity in an acceptable period. Costs for
verification and certification activities could be held on a
moderate level as the complete system was already undergoing
sufficient procedures. With full control of HW and SW design,
specific project properties could be fulfilled. The time to
market was (with almost a year) long compared to a COTS
approach, but not critical as the development of the complete
system took similar time.

VI. DISCUSSION

While the emphasis of the presented case study is on
the differences of the three cases, the compiled data can be
used as the basis for a systematic decision process. Even in a
pure qualitative approach, the collection and evaluation of the
proposed targets and the consideration of the design process
prevent that important factors are neglected during the decision
process. If required, quantitative approaches as described in
Section IV can be applied to further formalize the selection.

A first impression could be that the decision for or against
COTS devices is solely driven by the quantity of the required
units. For sure, in extreme cases (less than 10 units, more
than 100000 units) the decision is probably simple. However,
for medium numbers and depending on further targets to be
fulfilled by the control unit the decision process differs. As an

example, a product with a quantity of 1000 units/year could
be better implemented with COTS (high volume product that
perfectly matches requirements) and a unit only needed a few
100 times a year might be better in CM (e.g., when other
targets do not allow a pure COTS approach). Additionally,
the importance of the different targets could be rated very
differently for different applications. If for example the avail-
ability of a product is rated very high and CM design is
possible with standard components (all with 2nd source), a
high independence from suppliers could be achieved by a CM
design.

VII. CONCLUSION

Comparing COTS and CM approaches (or combinations
of both) requires more than just an analysis of cost and
time to market. Moreover, the overall costs (recurring and
non-recurring) are compiled from several aspects. This paper
presents a set of important targets to be considered in the
decision process, as well as impacts on the product life cycle
of the different approaches. A systematic selection process can
be based on this evaluation as demonstrated in a case study
with three industrial control units.
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Abstract— In this paper, a general method is proposed to 
design patch antenna with high gain in the Ku band. The 
design method is illustrated with the help of two examples. It is 
shown that high gain antennas can be designed with 
satisfactory performance in the desired band. The designed 
antennas can be used in the applications relating to the Ku-
band such as satellite communication, radar, point to point 
communication etc.  

Keywords- Antenna radiation patterns; patch antenna; high 
gain antenna. 

I.  INTRODUCTION  
The patch antennas have been studied rigorously and 

widely since last three decades. This class of antenna offers 
various advantages as low cost, light weight, easy fabrication 
and conformability etc but on the other hand these antennas 
have narrow bandwidth and low gain [1]. Various 
approaches have been used to overcome the problems of 
narrow bandwidth and low gain [2]. Recently the authors 
have proposed use of partial Koch to improve the gain of 
triangular patch antenna [3]. Similarly star shaped patch 
antenna has been designed to overcome the problem of low 
gain at higher order modes in the Ku band [4][5]. The design 
of star shaped antenna in [4][5] has been generalized in this 
paper and guidelines have been provided for the design 
procedure at any frequency in the Ku-band. Furthermore 
slots usage to improve antenna performance is also discussed 
by the authors in [6]. This paper generalizes the design 
procedure of [4]-[6] to design a single layer patch to achieve 
high gain at higher order modes without having to resort to 
air gaps, parasitic patches, superstrates, staked patches or 
arrays etc. The design guidelines have been verified by 
designing two antennas in band of 16GHz-16.3GHz [4]-[6] 
and 24GHz-24.25GHz. These two frequency bands have 
been selected for their usage in practical applications like 
point to point communication, radar, amateur radio, 
radiolocation services etc and the growing trend towards the 
usage of higher microwave frequencies. The paper is 
organized as follow: In Section 2 existing literature on the 
high gain antennas is presented. Section 3 presents the 
proposed method guidelines, Section 4 presents design 
example based on the proposed method. The discussion on 

the design is presented in Section 5 while conclusion is 
drawn in Section 6.  

II. STATE OF THE ART 
The low gain problem is tackled by different techniques. 

These techniques can be broadly classified into five 
categories. 1) Use of Substrates-Superstrates 2) Use of 
Stacked/Parasitic patches 3) Lossless feeding Techniques 4) 
and Higher order mode Excitation. Among these categories 
2 and 3 were initially used to tackle bandwidth problem but 
later these were also used for gain enhancement. Nicolaos et 
al. [7][8] presented the resonance conditions for a substrate-
superstrate printed antenna geometry for high gain. K.F.Lee 
et al. [9] have used same size parasitic elements to achieve 
high gain apart from bandwidth. Parasitic elements obtain 
energies from fed by near field coupling and function as 
radiating element in an array. Along with the parasitic 
elements concept the stacked elements concept [10] is used 
to achieve high gain. L-probe feed [11] has been shown to 
increase the bandwidth and gain of the fed patch. The L-
probe acts as a series resonant element with resonant 
frequency close to the dominant mode thereby increasing 
the gain of the patch. The higher order modes in case of 
patch antennas however are discussed very little to increase 
gain. This is due to the difficultly and challenge associated 
with the excitation of higher order modes in given 
dimensions of the patch. Furthermore high side lobe levels, 
undesirable radiation patterns and narrow impedance 
bandwidth are associated with higher order modes [1]. The 
star shape antenna thus designed alleviates this problem and 
hence facilitates the antenna design without having to resort 
to complex and thick designs. 

III. PROPOSED METHOD GUIDELINES 
The equation relating the resonant frequency and the 

patch dimensions at particular mode [1] is given below.  
 

        
mn

mn
r

k cf   
2π ε

=
                        (1) 

where rε is relative dielectric constant, c the speed of 
light and   kmn is the wave number at mnth  mode given as:   
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m nk     
L L
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     
 
where L is the length of square patch. Using equ (1) one 

can simply finds out the dimension L by plugging in the 
mode numbers m n, frequency desired (this is f70) and 
relative dielectric constant and then by using calculated 
dimension L the dominant mode frequency can be found 
easily for the initial design. This is explained by two 
examples: Example 1: (Frequency = 16GHz, dielectric 
constant = 2.33 and m=7, n=0) the dimension L comes out to 
be 42.12mm. Putting L = 42.12mm and the dominant mode 
m = 1, n = 0, the frequency is found to be 2.4GHz for 
dielectric constant of 2.33. Similarly for Example 2: 
(Frequency = 24GHz, dielectric constant = 2.33 and m=7, 
n=0) L is found to be 28.6mm and frequency at dominant 
mode is 3.4 GHz. These calculations are summarized in 
Table 1.  

 
TABLE 1 FREQUENCIES AND DIMENSIONS CALCULATION 

SUMMARY 
Freq f70  €r Length  L Freq f10 
16GHz 2.33 42.12mm 2.4GHz 
24GHz 2.33 28.6mm 3.4GHz 

 
 
The dominant mode frequencies calculated are to be used 

for initial design of square patch [1] which when undergoes 
the surface modification [4]-[6] resonates at f70 frequency. 
The initial antenna design [4], its improvement [6] have been 
reported by the authors however the design procedure was 
not generalized in [4]-[6]. Here we present the general design 
guide lines of the design. Following are the designs 
guidelines  

1. Using above listed method calculate the dominant 
frequency from the desired frequency f70. 

2. Design square patch at the dominant frequency with 
side length L [1]. 

3. Cut squares of side L/4 from four edges of the 
designed square patch in 2 resulting in the cross 
shaped antenna [4]. 

4. Cut L/2 equilateral triangles from center of cross 
shaped antenna to result in star shaped antenna [4]. 

These guidelines have been shown in fig.1 (left). 

IV. EXAMPLES TO ILLUSTRATE DESIGN PROCEDURE AND 
SIMULATION RESULTS 

Example 1 can be seen in [4][5] where the simulated and 
measured results are discussed. Here as an Example 2 the 
square patch is designed at 3.4GHz with substrate RT 
DURIOD 5870 having relative permittivity of 2.33 and 
height h = 1.5mm as calculated in Table 1. The antenna is 
fed with coaxial probe. The design of 24GHz star antenna 
follows the guidelines listed above. The final design is 
shown in Fig. 1(right) along with its S11 parameter and 
radiation patterns at 24GHz in Fig 2(left) and Fig. 2(right) 
respectively. The simulated gain at 24GHz is found to be 

12.9dBi. The other resonant modes in fig.2 (left) can be 
suppressed by use of suitable slots [6] which will eventually 
enhance the antenna performance. 
 

V. DISCUSSION AND EXPLANATION OF HIGH GAIN 
For the same size antenna, increasing the frequency will 
decrease the wavelength hence the gain of the antenna will 
increase. This can be verified through equ. (2) [1] 
 

                      2
4 effAG π

λ=                           (2) 

where effA is the effective aperture area. 

 
A basic square patch can be viewed as a two element 

array, consisting of two radiating edges of length / 2λ  and 
separated by a distance / 2λ  [6]. In case of square shaped 
antenna resonated at f70 frequency, the distance between the 
radiating edges become greater then  / 2λ , however when 
the surface modification is done leading to star shaped 
antenna the distance decreases hence surface current 
densities become favorably in phase leading to high gain 
[6]. The Microstrip patch antennas have been studied 
extensively in last three decades to alleviate the problems of 
low gain and narrow bandwidth. However, the higher order 
modes of the patch antennas are not discussed significantly 
due to difficulty in their excitation and deteriorated 
performance associated with them. This approach of surface 
modification leading to star shape patch antenna provides 
the method to excite the higher order modes properly. 
Furthermore, the performance of antenna is highly improved 
in terms of gain, radiation patterns and bandwidth. Thus the 
design procedure facilitates the design of high gain patch 
antenna at higher frequencies by utilizing higher order 
modes without resorting to complex designs and techniques 
already reported in the literature. 
 

VI. CONCLUSION 
The paper presents a generalized method to design a high 

gain patch antenna suitable for the applications relating to 
the Ku-band. The method is verified through two design 
examples. The performance of the designed antennas can be 
further improved by use of suitable slots. The proposed 
method alleviates the problems associated with higher order 
modes such unstable radiation patterns, high SLLs etc. The 
method provides the procedure through surface modification 
of the patch to excite higher order modes in the patch and 
hence achieve high gain without complex designs. 
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Figure 1. (left) Design Procedure Illustration, (right) Designed of Star Shaped at 24GHz 
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Figure 2. (left) Simulated S11 of Star Shape 24GHz, (right) Radiation Patterns of Star Patch at 24GHz 
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Abstract— Avionics systems of micro aerial vehicles (MAV) 

pose unique problems in system design, sensor signal handling 

and control. This is evident in micro-rotary aircraft as their 

whole body rotates with the sensors of the flight control. The 

precise calculation of attitude and heading from magnetometer 

readings is complex due to the body rotation. It is made even 

more difficult by noise induced in the geomagnetic signal by 

fluctuating magnetic field of the closely positioned motors. 

Filtering that noise is challenging since the rotation speed of 

motors and the vehicle can be very close. This paper presents 

analysis of motor induced noise, based on experimental data of 

brushless micro motors. A novel time domain filter is 

proposed, designed, implemented in FPGA hardware, tested 

and compared to other filters. This filter provides good 

performance even when the rotational rate of the motor and 

vehicle are close and traditional frequency domain filters 

would perform poorly.  

 

Keywords - magnetic noise, magnetometer, rotary body UAV  

I. INTRODUCTION 

Rotary body aircraft is unique since it is both a rotary 

wing and fixed wing aircraft, which produces lift by 

spinning like a maple seed. The Papin-Rouilly Gyroptère [1] 

built in 1915 as a manned airplane is the first example of a  

 

 

“monocoptor”, a type of rotary body aircraft. While the 

Gyroptère did not fly it is the basis for contemporary 

designs of rotary body unmanned micro-aircrafts. Figure 1 

shows some of the latest developments of such micro-

aircrafts in industry and academia [2], [3], [4],[5].  

The interesting property of the rotary body aircraft is that  

the  core  set  of  sensors  of  the flight  control  system,  the  

inertial  measurement  unit containing magnetometer,  is  

always  rotating  as  it  is affixed to the body of the aircraft. 

While this is not a problem for the sensors, it is an issue for 

calculation of the attitude and heading of the vehicle since 

this rotation must be filtered out of the geomagnetic signal. 

This is compounded by the relatively high rotation rate of 

these vehicles of up to 10Hz [6], [7].  

As the scale of a monocoptor decreases, the speed at 

which it rotates needs to increase if efficiency of flight is to 

be maintained [7], [8]. In a fast spinning and small aircraft 

the on-board magnetometer placed close to the motors is 

exposed to high level of magnetic noise generated by the 

motors which rotate with speed close to the spin. Filtering 

that noise with traditional frequency domain filters is 

difficult since frequency separation between noise and 

signal is small, necessitating a complex high order filter, and 

raising a question if a standard frequency based filter could 

be effective at all.  

This paper presents an alternative: using a recoded or 

constructed signal to null the signal generated by the motor. 

The most widely used motor for micro aerial vehicles is 

the BrushLess Direct Current (BLDC) motor. The brushless 

DC motor is a permanent magnet synchronous motor 

designed to be used with a square wave input generated by a 

DC powered speed controller [9]. The motor is comprised of 

a permanently magnetised “rotor” that rotates and the 

electro-magnetic “stator” that remains stationary. This paper 

focuses on the most popular out-runner motor type where 

the rotor is positioned around the outside of the stator as 

shown in Figure 2.  

The out-runner motor has a number of magnets arranged 

with the poles alternating on the faces of a ring outside the 

stator, the ring is then connected to a centre shaft that runs 

inside the stator (stator sandwiched between the rotor and 

shaft) [10], [11].  

 
 a         b  

    
c        d 
Figure 1. a. Lockheed-Martin Samarai prototype [2], b. Lockeed –

Martin  patent drawing [3], c. University of Maryland aircraft [4], d.  

University of Queensland aircraft [5]. 
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As the motor rotates, the magnets are presented to 

different parts of the stator. By energising the windings to 

pull the magnet towards the winding or inverting the power 

to winding to push the magnet away, torque is applied to the 

rotor [12]. 

The same movement of the magnets generates an 

alternating field outside the rotor. This field is used by some 

speed controllers to sense the position of the rotor to 

determine the optimum way to energise the stator at that 

instant. This field also is measured by magnetometers as 

noise superimposed on the geomagnetic measurements. 

The strength of the field is dependent on the construction of 

the magnet, size of the magnet, construction around the 

magnet and distance to the magnet.  

Permanent magnets exhibit a tendency to demagnetise 

over time. Demagnetisation exhibits relationships with 

temperature, time and subjected magnetic fields [13], [14]. 

However it has been noted that there is behaviour where 

regions of the magnet will demagnetise in preference to 

surrounding regions resulting in poles with non-uniform 

strength within the pole region.  

Localised demagnetisation is of interest for sensing 

applications as it adds higher frequency components to the 

signal generated by the rotation of the motor. Frequencies of 

these components are approximately odd multiples of the 

number of poles. As each magnet may not deteriorate 

identically, the frequency multiple may not be an integer 

value (but as it is a periodic signal, will be a waveform with 

an even number of poles). 

This paper is structured as follows: in Section 2 analysis 

of the noise generated by motors is provided, in Section 3 

we analyse options for filtering and outline the design of 

time domain inverse filter, in Section 4 filter performance is 

discussed, in Section 5 design options and limitations are 

examined, and finally in Section 6 we conclude and outline 

possible extensions to this work.  

II. EXTERNAL MAGNETIC FIELD OF PERMANENT MAGNET 

SYNCHRONOUS MOTORS 

Before a method of correction could be attempted, the 

properties of the interference due to the motors needed to be 

determined. To do this a motor was operated with a 

moderate load and the resulting magnetic interference 

recorded by a magnetometer in close proximity. The 

experiments were conducted on a number of small motors of 

different types such as  Cyclone 440,  Scanner RC 

SCM3213-1750, Turnigy C2826-1650, Turnigy C3542-

1100, and a wear ranging from brand new to a few hours of 

continuous load (typical for micro-aerial vehicles). The 

effects of the motor were measured at various speeds. 

During this test it was noted that the noise was fairly 

constant across the different speeds. The representative 

results of measurements are shown in Figure 3.  

The external magnetic field with the motor running (for 

the tested motor) is approximately 0.05 gauss. The field 

generated purely due to permanent magnetic field is also 

approximately 0.05 gauss for this motor. The above 

observation indicates that the field measurements can be 

performed with the motor rotated by an external drive e.g. a 

stepper motor. Such an arrangement allows for much better 

control and more precise measurements. 

The result of the magnetic field measurement is a 

periodic waveform presented in Figure It can be observed 

that the motor appears to have a higher and lower frequency 

components.

 

Figure 4. Example magnetic field measurement with a rotating motor 

Closer analysis using the Fast Fourier Transform 

identifies three dominate frequency components, as shown 

in Figure 5.  

The lowest frequency component f1 corresponds to the 

speed of the motor. From this it can be established that the 

Figure 3. Raw measured magnetic field of rotating motor 

 
Figure 2. 1. BLDC simplified configuration. 2: Illustration of localised 

demagnetisation (not to scale). 
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motor forms a pair of strong poles, possibly due to 

imbalances in the magnets. This pair of poles forms the 

strongest field present in the motor when considering only 

the permanent magnetic field. 

The medium frequency component f7 corresponds to the 

magnets embedded inside the rotor of the motor: The motor 

under this test was a 14 pole motor, with each poll 

corresponding to either a north or south orientation. As the 

motor is rotated the polls will result in a waveform with a 

number of peaks equal to the number of poles and a 

frequency equal to half the number of poles. 

 

       Figure 5. FFT analysis of magnetic field of rotating BLDC 

The high frequency component f35 is due to localised 

demagnetisation. Owing to the fact that the demagnetisation 

is not the same for all magnets, the spectrum had a wider 

distribution. Different motors exhibited different centre 

frequencies and distributions, but were all around the 35 

times rotation rate. 

III. SELECTION AND DESIGN OF FILTERS 

A. Frequency domain Filters 

Frequency domain filters are the current choice for 

filtering noise for sensors on UAVs.  

The low pass filter is almost universally used on all sensors 

(typically 2nd or 5th order) to remove high frequency noise 

from the desired signal. Low pass filters perform poorly 

when the desired signal is close to the noise and 

unfortunately, that is the case when the vehicle rotational 

speed is close to the motor speed.  

A more sophisticated method to allow the speed of the 

vehicle to approach the speed of the motor is to use a 

combination of tracking notch filter and a low pass filter. 

Assuming that the motor and vehicle rotation speed don’t 

overlap for long periods, tracking the motor speed, and 

centring a notch filter on the motor speed may provide a 

filter of superior performance. A low pass filter would 

remove high frequency noise outside the maximum vehicle 

dynamics. 

We developed and tested a novel method based on 

combination of the notch filter tracking the motor and the 

band pass filter tracking gyroscope measurements of the 

vehicle. This is based on the observation that if the 

gyroscope signal is approximately correct then the 

gyroscope data can be used to estimate the frequency of 

changes in the geomagnetic field directly related to the 

motion of the vehicle. We used a notch filter tracking motor 

speed (4th order Butterworth) and a band pass filter tracking 

gyroscope measurements (4th order Butterworth).  

B. Inverse filter in time domain  

The principle of inverse filter is that for periodic noise 

signals, such as generated by motors, a period of noise 

signal known not to contain the desired signal is recorded 

and applied as an inverse signal super-positioned with the 

measured signal in time domain. The expected result should 

be the desired signal with only residues of the noise 

components. This approach has been used in magnetic tape 

playback [15].  

In our application, this method has the potential of 

providing optimal results assuming that the noise is only 

dependent on the angular position of the motor’s rotor. The 

noise signal can be divided into position dependent elements 

that are stored in a look up table. Each element corresponds 

to a small arc of the motors motion; as the motor rotates, 

successive elements in the table are used to provide a 

correction. As this method requires accurate position of the 

rotor, an optical encoder is added to the motor. The encoder 

used for experiments generates a signal twice every 1/800th 

of a rotation (two edges, spaced apart by 1/1600th of a 

rotation). This signal is used to estimate the position of the 

rotor and to step to the next element in the look up table. 

 

 

                          Figure 6. Inverse filter structure      

The design shown in Figure 6 is the core of the filter. 

The index is the current lookup location, Din is the sensor 

input and Dout is the corrected output. The filter was 

implemented on an FPGA, and is optimised to make use of 

the available resources. The BRAM (Block RAM) acts as 

the look up table and is loaded with the correction values. 
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Half wave and Quarter wave symmetry were applied to 

reduce the BRAM usage. Symmetry requires that the index 

value needs to be folded into a subset of ranges and an 

offset is needed to shift the waveform. This makes the 

control part of the design more complex and taking into 

account the looming accuracy issue in case of asymmetry of 

the waveform, as shown in Figure 7, makes the approach 

less attractive.  

Figure 7. Waveform of half wave symmetric table 

Table 1 shows that the logic size doubles when 

symmetry is used, however as the filter is a very light 

design, the utilisation of FPGA resources is very small. 

TABLE 1. FPGA IMPLEMENTATION RESOURCES     

 

 Used Spartan 3e500 

total available 

Logic Slices           

(no symmetry) 

33 4656 

Logic Slices 

(symmetry) 

61 4656 

Block Ram 

(1024x16bit) 

1 20 

 

The throughput of the filter is very high, requiring only 5 

clock cycles to perform a correction. The correction time is 

as follows: 

 1 cycle to load in the sensor data and index address 

 1 cycle to convert the index address to LUT 

address 

 1 cycle to fetch the correction from the LUT 

 1 cycle to add the correction and sensor data 

 1 cycle to output the result 

This filter is comparable to the simplest frequency 

domain filter (2 point window filter) in both speed and 

implementation size. Compared to the band stop/pass filters 

the implementation size is significantly smaller as it requires 

at most 3 addition operations rather than iterative addition 

and multiplication operations. Given a moderate 50HMz 

clock speed the latency is 100 nanoseconds, which is more 

than adequate for this application, where filtering in the 

range of kilohertz is required.   

IV. FILTER PERFORMANCE 

For all filter designs except the look up table approach, the 

frequency separation between signal and noise is important. 

The performance was compared for several conditions: 

1. “Traditional” separation that could be expected for 

most vehicles; vehicle rotation is significantly 

slower than the motor speed(Typically Fn/Fs > 10) 

2. Narrow separation where the vehicle rotation is still 

slower than the motor, but they are with in an order 

of magnitude. (10>Fn/Fs > 1) 

3. Reversed separation where the motor speed is 

slower than the vehicle rotational velocity. This 

would only likely be seen if the motor power was 

reduced to slow the vehicle (Fn/Fs < 1) 

The results in      Figure 8 show that the low pass filters 

perform poorly when vehicle and motor rotation speeds are 

close. Both the band pass and notch filters worked well.  

Their difference in performance, as shown in Figure 8, is 

explained by the fact that the notch filter handles motor 

rotations which have some variance while the band pass 

filters vehicle rotations which are much more stable due to 

larger inertia. Their main disadvantage is much larger cost 

of implementation than the inverse filter.  

The look up table based inverse filter has showed good 

performance and the exceptional performance was achieved 

with the addition of a low pass filter for filtering the f35 

component. 

Another advantage of the look up table based method is 

constant latency and linear phase delay, which would be 

     Figure 8. Results of filters at different noise to signal frequency factors 
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achievable with standard FIR filter but at much higher 

implementation cost.   

V. INVERSE FILTER CONSIDERATIONS 

As Figure 5 shows, the spectrum of magnetic noise from 

the motor contains high frequency component f35. In a 

straightforward approach the look up table of inverse filter 

would need to have sufficient number of samples/elements 

to cover that spectrum. A more efficient method is to 

augment inverse filter with a simple 2nd order low pass filter 

(LPF in Figure 8) to filter out that part of the spectrum.    

Results presented in Figure 8 were obtained with the 

highest resolution implemented for the inverse filter, 

however depending on the platform it may be desirable to 

decrease the number of elements in the look up table. Tables 

with 800, 400, 200, 100 and 50 element were tested to 

determine the impact.  

The results in Figure 9 show that for 800 to 200 look up 

elements the deterioration of performance is limited, while 

100 and 50 element table causes significant decrease in 

effectiveness. The x axis is the rotor position error measured 

in the number of elements miscounted by the rotor position 

encoder. The larger the number of samples, the lesser is the 

impact of the position error since the angle which each 

sample represents is smaller. FPGA BRAMs make 

implementation of look up tables very efficient, even if 

large number of elements is required.  

         Figure 9. Heading error due to rotor encoder miscounts 

Our experiments with a number of motors show 

significant variations in the rotating magnetic field patterns, 

even for the same type of motor. This is caused by 

manufacturing imperfections, demagnetisation and/or wear 

and tear. The magnets vary in strength (or over time loose 

strength at differing rates) resulting in the waveform being 

compressed for a portion of cycle and expanded for another 

portion, and the individual peaks having varying magnitude. 

The localised demagnetisation effect adds a high frequency 

component that is not instantaneously constant, when the 

motor starts.   

The above phenomena means that the look up table must 

be prepared for a specific motor and updated with the aging 

of the motor. This can be done automatically with help of an 

additional calibration module in the aircraft control system 

that is activated in the start when the vehicle is stationary.  

VI. CONCLUSIONS AND FUTURE RESEARCH 

We analysed and experimented with the motor induced 

noise in magnetometer measurements on board micro body 

rotate aircraft. Methods of filtering that noise were 

investigated and properties of various filters assessed for 

this application. An inverse filter in time domain, based on 

look up table principle, has been designed on FPGA. The 

filter was tested and proven to have superior performance in 

filtering signals and noise of very close frequencies. This 

filter demonstrates a small implementation cost while 

offering speed either matching or exceeding the 

performance of optimised frequency domain based filters.  

The research presented in this paper focused on steady 

state operation of the motor. This was justified as the motor 

speed of a rotary body vehicle does not vary significantly 

during operation. However for some applications where the 

motor speed need to change rapidly, further research is 

needed to assess applicability of our filtering method. 

A possible application of our research is also for 

assessing the health of a motor by monitoring the spectrum 

of motor induced noise in magnetometer readings. It has 

been demonstrated that as a motor ages or is subjected to 

high loads, the localised demagnetisation increases, 

changing its noise spectrum. This relationship could be 

possibly used to estimate the health of the motor. 
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Abstract—Physical Unclonable Functions (PUFs) are security
primitives that have the capability of key generation on the
fly. Ordering based Ring Oscillator (RO) PUFs are one of
the best performing structures in terms of robustness, since
key generation requires error-free bit streams. Even though
many aspects of ordering based RO-PUFs have been analyzed
in considerable detail in the literature, a full implementation
has not been presented yet. Hence, the total area cost of the
system is still in question. In this work, we first implement a
conventional RO-PUF including an Error Correction Coding
(ECC) block. Then, we present a full implementation of an
ordering based RO-PUF. Finally, performance of conventional
and ordering based RO-PUFs are compared and their advan-
tages and disadvantages are discussed.

Keywords-PUF, Physical Unclonable Functions, Reliability,
Robustness, Ring Oscillator, FPGA, Key Generation

I. INTRODUCTION

Physical Unclonable Functions (PUFs) provide economic
and secure solutions in the areas of cryptographic key
generation, IP protection, authentication, and ID generation
with their capability of signature generation on the fly [1].
With this property, they eliminate the need for a non-
volatile memory for ID and key storage purposes. Even
though Optical PUFs and Coating PUFs are the first two
structures proposed in the literature, their impracticality and
expensive equipment requirement prevented wide usage of
these primitives [2][3]. In spite of this, Silicon PUFs, such
as Arbiter PUFs, SRAM PUFs, Ring Oscillator (RO) PUFs,
Butterfly PUFs, and Glitch PUFs have drawn significant
attention with their ease of integration and low cost [4]-[8].

The main working principle of PUFs depends on small
mismatches present in the manufacturing process, which
lead to the deviation of parameters such as doping con-
centration, threshold voltage, and oxide thickness. These
deviations are the basis for the uniqueness, robustness,
unclonability, and unpredictability properties of PUF struc-
tures. Certain PUF types, such as RO-PUFs, are convenient
for FPGA implementations as well, since manufacturing
imperfections are also present in FPGAs [9]. Robustness
is a key feature of PUF circuits, which aims at minimizing
the number of unstable bits at the output [10]. Since PUF
outputs are generated depending on small imperfections in

the IC, any temporal variation present in the system may
easily result in generating unstable outputs [11]. Almost all
PUF structures, except for ordering based RO-PUFs, are
vulnerable to internal and external effects and generate noisy
outputs. However, certain applications, such as key gener-
ation, require 100% robust outputs for correct operation.
Adding an Error Correction Coding (ECC) block is a proper
but costly solution for key generation systems that utilize
noisy PUF circuits.

RO-PUFs, which are the most convenient type of PUFs for
FPGA implementation, work relatively reliably under chang-
ing environmental conditions and are suitable for key genera-
tion applications [9][12]. A conventional RO-PUF compares
the frequencies of two identical ROs for one bit output
generation. In these systems, the output bit can be set to 0, if
RO1 is faster than RO2, and can be set to 1, otherwise. Since
applications require generation of certain length bitstreams,
a number of identical ROs are implemented in the circuit and
different pairs are selected via multiplexers for each output
bit generation. Ordering based RO-PUFs generate outputs
using the frequency ordering of a group of ROs. During the
grouping step, ROs whose frequencies are adequately apart
from each other are grouped together in order to prevent
ordering changes due to environmental variations and noise.
Despite the noisy nature of conventional RO-PUFs, ordering
based RO-PUFs enable 100 % robust, noise-free outputs, and
avoid the need for ECC in key generation [13]. In addition
to this, they have the capability of high entropy extraction,
enabling higher area and power efficiency than conventional
RO-PUFs [13][14]. Another advantage of ordering based
RO-PUFs is their high number of CRP support that has
been introduced recently [15]. Despite these advantages of
ordering based RO-PUFs, a full hardware implementation
including the output generation mechanisms has not been
presented in the literature yet.

In this work, our main aim is to determine the area cost
of ordering based RO-PUFs with all required components
and compare their area efficiency with conventional RO-
PUFs. For this purpose, we first present an implementation
of conventional RO-PUFs with an ECC block for 100%
robustness that is required for key generation in Section II.
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Figure 1. Block Structure of Conventional RO-PUFs.

Table I
AREA UTILIZATION OF FREQUENCY DETECTION CIRCUITRY FOR

SPARTAN3 AND VIRTEX5 DEVICES.

FPGA 96 128 160 192 224 256
Type ROs ROs ROs ROs ROs ROs

Spartan3S 40 48 57 65 73 81
Virtex5 31 44 44 57 62 68

Next, a full implementation of ordering based RO-PUFs is
presented in Section III. Performances of conventional and
ordering based RO-PUFs are compared and their advantages
and disadvantages are discussed in Section IV. Finally,
Section V concludes the paper.

II. IMPLEMENTATION OF CONVENTIONAL RO-PUFS
AND ERROR CORRECTION CODES

Block structure of conventional RO-PUFs is presented in
Figure 1. As can be seen from the figure, frequencies of
implemented ROs are detected and output bits are generated
depending on these frequencies. Frequency detection is a
common step for both conventional and ordering based RO-
PUFs and composed of a multiplexer and a counter. In this
step, oscillation counts of all ROs are detected within a
certain measurement time, tm. With the proposed design,
a multiplexer and a counter are implemented. Each RO is
selected one-by-one with the multiplexer and their frequen-
cies are detected with the counter. Six sample structures
are implemented using combinatorial circuits for systems
composed of 96, 128, 160, 192, 224, and 256 ROs. Area
utilization results for Xilinx Spartan3 and Virtex5 FPGAs
are presented in Table I. Maximum achievable frequencies
for the proposed frequency detection circuit are 230 MHz
for Spartan3 and 430 MHz for Virtex5 devices, which
are significantly higher than the oscillation frequencies of
5-stage RO structures in both FPGA types. The output
generation step is composed of a comparator to compare the
oscillation counts and is implemented using 9 and 5 slices
for Spartan3 and Virtex5 devices, respectively.

The last block required for 100% robust output generation
using conventional RO-PUFs is ECC. The use of ECC in
PUF implementations is illustrated in Figure 2. As can be

Figure 2. Key Generation Schematic with Conventional RO-PUFs.

Table II
AREA UTILIZATION OF ERROR CORRECTION CODES FOR SPARTAN3

AND VIRTEX5 DEVICES.

Err. Cor. (255, (255, (255, (255, (255, (255,
Capabilty 231,3) 207,6) 187,9) 163,12) 139,15) 131,18)
Enc. Sp. 20 31 36 44 58 60
Dec. Sp. 223 334 471 581 705 843
Enc. Vir. 17 19 21 25 33 33
Dec. Vir. 148 178 272 288 363 427

seen from the figure, PUF output is applied to the ECC
encoder and helper data is generated and recorded to a
database during the initialization phase. Then, during the
usage phase, ECC decoder removes the noise present in the
PUF output by using the information stored in the helper
data. Bose, Chaudhuri, and Hocquenghem (BCH) codes are
convenient for data recovery in PUF circuits with their
guaranteed error recovery for multiple errors. In this study,
BCH codes are implemented and analyzed in terms of area
and timing performance.

The capabilities of multi-bit correcting ECC are shown
with a three item notation, (a, b, c). In this format, a rep-
resents the total number of data and helper data bits, b
represents the total number of data bits, and c represents the
maximum number of erroneous bits that ECC can recover
successfully in a noisy data. As the number of maximum
number of erroneous bits that can be recovered increases, the
complexity; hence, the area, time, and power consumption
of both ECC encoder and decoder increase as well.

In order to determine the area overhead of ECC on PUF
systems, BCH encoders and decoders for different error
correction capabilities are implemented and their area usages
are analyzed. In all systems considered, a is selected as
255 bits. Results are presented in Table II. As can be seen
from the table, area usage increases as the error correction
capability increases. For instance, 3 bit correcting BCH
decoder consumes 223 slices, whereas 18 bit correcting BCH
decoder consumes 843 slices on Spartan3 FPGAs. Since
the implemented conventional RO-PUF may result in up to
18 bits of errors, (255, 131, 18) BCH encoder and decoder
seems ideal for this case [10].
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III. IMPLEMENTATION OF ORDERING BASED RO-PUFS

As mentioned previously, the main advantages of ordering
based RO-PUFs are their 100% robust output generation
capability and high entropy extraction. Even though the
number of required ROs for the generation of certain length
outputs is significantly reduced with ordering based RO-
PUFs compared to the conventional structures, analysis of
the output generation mechanisms in terms of area and speed
will be beneficial for a fair comparison. For this purpose,
ordering and output generation circuits are developed and
implemented for different number of ROs and group lengths.

The output generation mechanism of the proposed order-
ing based RO-PUF is illustrated in Figure 3. According to
this structure, it is assumed that grouping is done either
by a PC during the initialization step and resulting groups
are stored in a memory on-chip or off-chip, or done by a
microprocessor present on the IC. Determining the ordering
of ROs in a group and generating the output depending on
this ordering are mandatory steps in ordering based RO-
PUFs and are critical for the performance and cost of the
system. This step can be performed using a microprocessor
already present in the system, or by implementing a dedi-
cated hardware. Assuming a microprocessor is not present
in the system, dedicated hardware blocks are designed
and implemented for ordering and output generation steps.
Ordering of the oscillation counts is performed sequentially.
RO IDs and their counts are stored in an array of registers in
increasing order of the oscillation counts. Ordering of four
ROs are illustrated in Figure 4. Execution time of ordering
the circuits is upper-bounded by m2/2 for a group of m
oscillators. However, since the ordering can overlap with
the frequency detection of ROs, only the ordering time of
the last group will reduce the speed of the operation.

Output generation of the ordering based RO-PUF is per-
formed by mapping each ordering to a different bitstream
using a sequential circuit. In this step, RO IDs and ordering
information are used together. Pseudo code of the output
generation is presented in Figure 5 and output generation
of a group of four ROs is illustrated in Figure 6. Execution
time of the ordering circuit is upper-bounded by m for a
group of m oscillators. Similar to the ordering case, only
the output generation time of the last group will reduce the
speed of the operation.

IV. IMPLEMENTATION RESULTS AND COMPARISON

Since measuring the ROs one-by-one is a good design
practice to prevent the inter-locking of ROs, implementing
one ordering detection and output generation circuit ac-
cording to the largest group present in the system is the
most convenient way for ordering based RO-PUFs. In this
method, an upper-bound for the group lengths is set and
the grouping step forms the groups according to this upper-
bound. The proposed ordering and output generation circuits
are implemented for different group lengths in the range of 3

Figure 3. Block Structure of Ordering Based RO-PUFs.

Figure 4. Ordering circuit sample execution.

to 10 and their area utilization results are presented in Tables
III and IV. As can be seen from the tables, required resources
increases immensely for ordering and output generation
circuits as the group lengths increase.

Total number of slices for the generation of 128 bit outputs
using conventional RO-PUFs and ordering based RO-PUFs
with different maximum group lengths are presented in
Tables III, IV and Figure 7. As can be seen from the
tables, the required number of ROs decreases with increasing
maximum allowed group lengths due to the more and
more entropy extraction. These values are obtained from
a Matlab analysis and rounded up for a safety margin.
According to the presented results, ordering based RO-PUFs
with maximum group lengths of 3 and 4 seem to be the
optimum case for Spartan3 and Virtex5 devices, respectively,
for the area performance of the system. Increasing the group
lengths more than the indicated values does not contribute
to the overall performance due to the increasing cost of
ordering and output generation circuits. It should be also
noted that the area performance of the conventional circuit
is significantly worse than the ordering based structure due
to the high cost of ECC implementation. However, this step
can not be eliminated for the applications that require 100%
reliable outputs.
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Figure 5. Output generation in pseudo code.

Figure 6. Output generation sample execution.

V. CONCLUSION

Ordering based RO-PUFs are recently developed promis-
ing structures with their 100% robust output generation
capability, high entropy extraction, and suitability to FPGA
implementations. However, a full implementation has not
been yet presented, preventing a fair comparison with con-
ventional RO-PUFs. In this work, we have investigated the
area cost of both conventional and ordering based RO-PUFs
in detail for two different FPGA types. According to the
analysis results, ordering based RO-PUFs with small group
seems to be the best performing structures for generating
robust outputs.
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Abstract—In this paper, the simple LC tunnel diode is proved to 

oscillate at bias voltage in the range of the negative resistance 

region of tunnel diode. The Hopf bifurcation theorem is 

employed to prove the theoretical proof. The achieved analysis 

has been verified by circuit simulations and confirmed by 

experimental measurements. The results illustrates that for 

1N3716 tunnel diode, oscillations occur at a bias voltage starts 
from 65 mV to 500 mV.  

Keywords—Hopf Bifurcation; Tunnel Diode; Oscillations.  

I.  INTRODUCTION  

One of the most powerful methods for studying periodic 
solutions in autonomous nonlinear systems is the Hopf 
bifurcation theorem. It shows that oscillations near an 
equilibrium point can be understood by looking at the 
eigenvalues of the linearized equations for perturbations from 
equilibrium and at certain crucial derivatives of the equation 
[1]. The problem discussed in this paper is applying Hopf 
analysis to an electronic circuit and verifying this using both 
simulation and hardware implementation and measurement. 

 Tunnel diodes are heavily doped p-n junctions only some 
10 nm (100 Å) wide. The heavy doping results in a broken 
bandgap, where conduction band electron states on the n-side 
are more or less aligned with valence band hole states on the 
p-side. Under normal forward bias operation, as voltage 
begins to increase, electrons at first tunnel through the p-n 
junction barrier because electron states in the conduction band 
on the n-side become aligned with valence band hole states on 
the p-side of the pn junction. As voltage increases further, 
these states become more misaligned and the current drops — 
this is called negative resistance, because current decreases 
with increasing voltage. As voltage increases yet further, the 
diode begins to operate as a normal diode, where electrons 
travel by conduction across the pn junction, and no longer by 
tunneling through the pn junction barrier. Thus, the most 
important operating region for a tunnel diode is the negative 
resistance region.  

This paper will be organized as follows: in Section-II Hopf 
bifurcation analysis is applied to the oscillator circuit [2].In 
Section-III, a SPICE model for the tunnel diode is built [3][4] 
and used in ORCAD software. The model is measured and 
compared with actual I-V characteristics measured with an I-
V characterization device. The circuit is simulated using 

PSPICE. The circuit is implemented and the simulated results 
are compared with the measured ones. 

II. CIRCUIT SCHEMATIC AND HOPF 

BIFURCATION ANALYSIS  

The circuit consists of a single tunnel-diode, an inductor, 
and a capacitor as shown in Figure 1. 

 

Figure 1.  Circuit schematic of a single tunnel diode LC oscillator 

The mathematical expressions for this circuit is [5]: 
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Where g (V) describes the relation between current and 
voltage at tunnel diode terminals as follows: 
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And VB is chosen to be µ, then (1) and (2) will be: 
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x x
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                                       (6) 
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The equilibrium point is 
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This system has a fixed point at the origin, and the 
linearized system will be: 
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Where f (µ) is the linear components of g (µ) and its 
eigenvalues are: 
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The derivative of the eigenvalues is always positive for all 
values of µ. The index is calculated and proved to be negative. 
The bifurcation occurs at the negative resistance region of the 
tunnel diode. 

III. CIRCUIT SIMULATION AND 

IMPLEMENTATION  

In this section, circuit simulation is performed using 
OrCAD to verify the range of oscillation of the circuit. Then 

the circuit is implemented and measured to compare 
simulation results with experimental measurements. 

A.  Tunnel Diode Spice Model  

The tunnel diode has no PSPICE model, so ABM is used 
to be able to simulate the tunnel diode as shown in Figure 2 
using model equations in [3].  

 
Figure 2.   Analog behavioral model of a tunnel diode 

 The ABM model is a superposition of three currents: 

diode tunnel excessI I I I                  (15) 

 The diode current (Idiode) is a regular p-n junction 
forward current due to injection of free electrons and 
holes from conduction band (CB) in n-type to CB in 
p-type, and from valence band (VB) in p-type to VB 
in type, respectively. This current is given by: 

1
th

V

V

diode sI I e


  
  

                     (16) 

Where: Is denotes the saturation current, η represents 
the ideality factor, and Vth=KT/q. 

 Tunneling current (Itunnel) is the current due to 
tunneling of free electrons from CB in the n-type to 
free holes of the same energy in VB of the p-type. 
This current increases in the positive resistance region 
(ohmic region) due to the increase of the aligned 
energy states below Fermi-level in CB with that 
above Fermi-level in VB. At the same time, in the 
negative resistance region, the number of aligned 
energy states begin to decrease decreasing this 
current. This current is given by: 
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Where: R0 is the tunnel diode resistance in the ohmic 
region. m represents a factor with value ranges from 1 
to 3. Also, V0 ranges from 0.1V
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 The excess current(Iexcess) is an additional tunneling 
current related to parasitic tunneling via impurities 
and is given by: 

V
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V
I e
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Where: VV denotes valley voltage (voltage at local 
minimum current). RV and Vex are empirical 
parameters in high quality diodes RV>>R0, Vex 
ranges from 1 to 5V. 

 
I-V characteristics were measured using Agilent I-V 

characterization system. Figure 3 shows the measured and 
simulated I-V characteristics. 

 
 

Figure 3.  Simulated I-V characteristics of tunnel diode ABM on PSPICE 

vs measured characteristics using I-V characterization system 

B. Simulation 

The circuit was simulated using PSPICE a. A time domain 
analysis is done to the circuit. It was found that if the bias 

exceeds 0, the voltage across the inductor and capacitor 

oscillates with a frequency 𝜔𝑜 =
1

√𝐿𝐶
 as mentioned before. 

This is shown in Figure 4. And when the bias exceeds VV, the 
oscillation begins to die. 

 

 
Figure 4.  output voltage versus time in PSPICE shows that it performs 

oscillations at frequency 𝜔0 

 

C. Circuit Implementation 

The circuit is implemented using a simple breadboard, and 
measured using an oscilloscope. 

 

 
Figure 5.  measured output voltage of the real circuit using oscilloscope 

and applying its internal digital filter. 

 It was found that the output voltage was very close to the 
simulated one except for some noise that appeared on the 
signal, so an internal digital filter built in the oscilloscope is 
used and the filtered output voltage is shown in Figure 5. We 
see that it is almost the same as the simulated circuit. 

IV. CONCLUSION 

Simple tunnel diode LC circuit oscillation was proved 
mathematically using the Hopf bifurcation theorem. The 
results showed that oscillation occurred at a bias voltage in the 
negative resistance region of the tunnel diode, an ABM of the 
tunnel diode was made to be able to simulate the circuit in 
PSPICE, and finally, the real circuit was implemented and its 
measured output was very close to the simulated one. 
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Abstract— A workbench for intrinsic evolution of digital 
circuits is presented, based on a Cartesian Genetic 
Programming algorithm running on a personal computer and 
a reconfigurable platform suitable for run-time 
reconfiguration. Two types of Cartesian cell structures are 
proposed, based on a cylindrical interconnection grid. In 
addition to a feed-forward network, the cylindrical grid can 
allow feedback loops as well.  The proposed structures are 
combined with dedicated communication and control logic, 
producing automatically a fitness result for each circuit 
configuration. The proposed system is tested with known 
digital circuits and evaluated in terms of resource usage and 
configuration speed. 

Keywords - Evolvable Hardware; intrinsic evolution; 
reconfigurable hardware; Cartesian structures; 

I.  INTRODUCTION  
A lot of research has been directed in recent years 

towards the study of evolvable hardware (EHW), which is a 
field of evolutionary computation that employs evolutionary 
algorithms for the building of electronic circuits [1]-[3]. 
Evolvable hardware is an offspring of Genetic 
Programming, an evolutionary technique originally 
proposed for the evolution of software. In EHW, the circuits 
are encoded into genotypes, traditionally using tree 
structures, and more recently using Cartesian lattices or 
other forms, like binary strings. From the genotype the 
actual circuit or phenotype is constructed and tested, either 
in a simulator, as in the case of extrinsic evolution [4] [5] or 
in a reconfigurable device, as in intrinsic evolution [6]-[8]. 
Evolvable hardware can have a number of important 
applications, most notably in the automatic design of 
adaptive and fault-tolerant systems [3] and in the design of 
digital circuits, where new unconventional forms of known 
circuits can be found and new design principles can be 
derived [9] [10].  

A variation of Genetic Programming, called Cartesian 
Genetic Programming (CGP), encodes a digital circuit as a 
directed graph, where functional units are represented by a 
rectangular array of nodes connected together to perform a 
computational task on binary input data [9] [11]. The 
genotype is a binary string that represents connections and 
gate functions. Based on this concept evolvable hardware 

platforms have been proposed, both for extrinsic and for 
intrinsic evolution of digital circuits [5] [8] [9]. Also, 
following the notion of a Cartesian node array, a new type 
of reconfigurable platform has been introduced, the Virtual 
Reconfigurable Circuit, or VRC [12] [13]. A VRC is a new 
reconfigurable device realized on top of an ordinary Field 
Programmable Gate Array (FPGA), consisting of an array 
of Programmable Elements, interconnection network and 
configuration memory, all implemented on the available 
resources of a common FPGA device. The VRC concept has 
been utilized for the evolution of combinational circuits 
[14], and the evolution of components for image and signal 
processing [8]. 

The simple merit of such circuits is that while they 
adhere to the basic LUT cell structure of an FPGA chip, 
they are still open to full run-time reconfiguration by the 
user, through well determined configuration rules set by the 
matrix designer. In this way, the VRC reconfiguration 
circumvents the need for low-level configuration. The latter 
requires complicated low-level knowledge of the particular 
FPGA chip and the development of custom compilation 
tools. Both tasks are daunting and are usually hindered by 
undisclosed information or by the advent of new devices 
that revolutionize the field.  

In this paper, a workbench for intrinsic digital evolution 
experiments is designed and implemented in a Field 
Programmable Gate Array. The system includes a host 
computer running a genetic programming application and a 
communication channel that allows the run-time 
reconfiguration of the evolvable platform. The configuration 
string is composed of the genotype encoded according to the 
CGP principles, while the phenotype is implemented and 
evaluated in the reconfigurable device.  

The concept implemented in the proposed workbench is 
based on reconfigurable hyper-structures following the 
general idea of the VRCs. They form two-dimensional 
arrays of cells, which are interconnected with a predefined 
fixed or programmable switching array. The proposed 
structures adhere to specific interconnection properties 
derived from a cylindrical interconnection grid. In addition 
to the feed-forward network, the cylindrical grid can allow 
feedback loops as well. The proposed Configurable 
Cylindrical Structures or CCS are combined with custom 
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communication and control logic, implemented as finite 
state machines. The peripheral logic allows communication 
with a PC host application over a serial port. An embedded 
register file is used in order to store the configuration 
values. Additional logic automatically produces a fitness 
result for each circuit configuration. The controller returns 
this fitness result to the host computer and the host CGP 
application proceeds to reconfigure the CCS.   

In this preliminary phase, the proposed workbench is 
tested using configuration strings corresponding to typical 
test-benches for evolutionary design. The overall time for 
CCS configuration and fitness response is measured as a 
function of CCS dimensions. The required FPGA resources 
for the implementation of the CCS are also measured as a 
function of circuit complexity. In this way, the suitability of 
the proposed workbench for intrinsic evolution experiments 
is evaluated. 

The remaining of the paper is organized as follows. In 
Section II, two alternative CCS circuits are reported and 
their differences are discussed. In Section III, the overall 
architecture, including the dedicated controllers and fitness 
logic, is presented. In Section IV, test configurations are 
conducted and evaluation results are reported, while in 
Section V, the paper is concluded. 

II. THE CONFIGURABLE CARTESIAN STRUCTURES  

A. CCS-1: A feed-forward Cartesian structure  
The proposed configurable structures are developed as 

parameterizable blocks using the hardware description 
language VHDL, where external parameters are the required 
number of rows and columns in the Cartesian structure and 
the number of inputs and outputs in the CCS device. In Fig. 
1, the first hyper-structure (CCS-1) implemented in the 
proposed workbench is presented. It is a two-dimensional 
lattice of two-input one-output cells connected with a fixed 
feed-forward interconnection grid. Each output can feed two 
separate forward inputs. In addition, the interconnection 
grid has a cylindrical structure, meaning that the lower-row 
cells are seamlessly interconnected with the upper-row cells. 
As a result, all cells of the hyper-structure receive inputs 
adhering to the same interconnection rules and the structure 
can automatically expand using a FOR GENERATE 
statement in VHDL. 

The first column in the design of Fig. 1 is a set of 
multiplexers the role of which is to distribute the input 
signals to the front-end cells. There are two p-input 
multiplexers per cell, where p is the number of inputs of the 
target circuit. Depending on the required number of outputs 
q, q N:1 multiplexers in the output stage select one among 
the N possible outputs. 

Each cell is composed by a 2-input LUT implemented 
by a four to one multiplexer, as shown in Fig. 2. The LUT is 
able to implement in total sixteen different two-input functions, 
including the basic digital gates.  

 
 

Figure 1.  A simple 4x4 Cartesian structure (CCS-1) with a fixed grid of 
interconnections.  

An embedded register file is used in order to store the 
configuration scheme. The cell can easily be enhanced, in 
future expansions, to include a flip-flop in each cell, for 
sequential circuit design. A 4-bit register, where the 
configuration bits are stored, corresponds to each cell in the 
hyper-structure. Additionally, configuration registers are 
attributed to the selection bits of the input multiplexers. The 
register file is rewritten during reconfiguration at run-time, 
at all instants when the genetic algorithm updates the 
evolving circuit. Table I presents all possible gates and logic 
functions that a cell can implement, along with their 
corresponding binary configuration patterns. A and B are the 
cell inputs. In order to configure the four-input, four-output 
4x4 lattice of Fig. 1, a total of eighty eight configuration bits 
is required nominally. These bits are distributed between the 
selection bits of the eight 4:1 input multiplexers (2x8=16 
bits), the sixteen lattice cells (4x16=64 bits) and the four 
output multiplexers (2x4=8 bits). 

 
 

Figure 2.  Four–to-one multiplexer implementing the 2-input LUT for 
each cell of the proposed hyper-structure. 
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TABLE I.  THE SIXTEEN LOGIC FUNCTIONS CORRESPONDING TO 4-BIT 
CONFIGURATION PATTERNS  

X3   X2   X1   X0 Implemented logic Boolean 
function 

0     0     0      0 Always outputs zero 0=F  
0     0     0      1 F=A NOR B BAF +=  
0     0     1      0 F=A AND NOT(B) BAF ⋅=  
0     0     1      1 F=NOT(B) BF =  
0     1     0      0 F=NOT(A) AND B BAF ⋅=  
0     1     0      1 F=NOT(A) AF =  
0     1     1      0 F=A XOR B BAF ⊕=  
0     1     1      1 F=A NAND B BAF ⋅=  
1     0     0      0 F=A AND B BAF ⋅=  
1     0     0      1 F=A XNOR B BAF ⊕=  
1     0     1      0 Transfers A AF =  
1     0     1      1 If B then F=A BAF +=  
1     1     0      0 Transfers B BF =  
1     1     0      1 If A then F=B BAF +=  
1     1     1      0 F=A OR B BAF +=  
1     1     1      1 Always outputs 1 1=F  

 
The configuration file increases according to the dimensions 
of the Cartesian structure and the number of inputs and 
outputs. In the present implementation, the register file 
consists of 8-bit registers, since they are compatible with 8-
bit communication over the serial port. The proposed 
register file architecture is shown in Fig. 3. Following this 
scheme, the configuration of the hyper-structure of Fig. 1 
requires four bytes for input routing and sixteen bytes for 
cell configuration.  If the circuit produces two outputs, then 
two additional bytes are needed. In this, way, the 
configuration file includes many redundant bits which 
however can be used in future expansions. For example, 
attributing one byte to each pair of input multiplexers, 
allows for up to four useful selection bits or up to sixteen 
input channels. This is more than the number of inputs 
required in most of our present evolution tests. Also, 
according to Fig. 3, one 8-bit register is attributed per lattice 
cell. Although only the four lower bits are useful in the 
present design, the higher bits can be used in later upgrades 
in order to support function generators with 3-input LUTs. 
The role of input, output and configuration bits in the basic 
2-input LUT cell is shown in Fig. 2. 

B. CCS-2: A more General Cartesian Structure  

An alternative Cartesian Structure (CCS-2) is presented 
in Fig. 4. The configurable cells belong again to an NxM 
lattice; however the interconnection grid is more flexible 
than that of CCS-1, since it is implemented by multiplexers 
allowing sets of predefined connections. The output of each 
cell can be selected to provide input to four different 
neighboring cells, namely to three forward cells in the next 
column and to the adjacent cell on the row below. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.  Architecture of the 8-bit register file used for the configuration 
of the CCS structure of Fig. 1. Indices correspond to the cells of the 2D 
lattice. 

Each cell input can be connected to one of two possible 
outputs. The selection process is achieved by two-to-one 
multiplexers. The interconnection grid has again a 
cylindrical structure as indicated by the arrows in Fig. 4. In 
this case, the cylindrical interconnections allow the creation 
of feedback loops, since an output can be transferred 
through a column and return as input to the same cell. For 
example, the output of cell 3 can go through cells 7, 11, 15 
and return as input to cell 3. 

 
Figure 4.  The hyperstructure CCS-2. Two-input multiplexers are used for 
the routing of interconnections between cells. 
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Figure 5.  Architecture of the 8-bit register file used for the configuration 
of CCS-2. Indices correspond to the cells of the 2D lattice.  

The register file employed for the configuration of CCS-
2 is shown in Fig. 5. In this file, each 8-bit cell register is 
divided in a four-bit nibble for cell configuration (b3 down 
to b0) and a nibble for multiplexer configuration (only bits 
b4 and b6 are used). Input multiplexers have dedicated 
registers at the beginning of each row, while first column 
cells use only the lower nibble of a configuration register. 

Variations of the above Cartesian structures can lead to a 

trade-off between interconnection flexibility and reduced 
complexity. More interconnection options increase the 
possibility to reach a solution. At the same time, the search 
space is expanded and complexity is increased. A fixed 
interconnection grid can reduce complexity for some 
problems but it may also require a larger grid in order to 
implement a solution. 

III. CONTROLLER ARCHITECTURE 
The main setup of the proposed workbench consists of a 

PC running the evolutionary algorithm and an FPGA board. 
The FPGA is configured to implement the CCS design and 
supportive hardware logic for configuration, testing and 
control. A dedicated custom controller and datapath was 
designed for the configuration of the Cartesian structure in 
the FPGA device. The datapath includes logic which 
produces the test patterns for the evaluation of each circuit 
configuration and returns a fitness result to the evolutionary 
algorithm. The overall architecture is based on 8-bit 
registers and is presented in Fig. 6. It includes a UART 
peripheral controller supporting communication with the 
host PC application over the serial port and a streaming 
controller implementing the algorithmic steps of the 
configuration and testing procedure, in the form of a finite 
state machine. Other system blocks are the register file for 
the storage of configuration data, the CCS structure which is 
configured by the evolutionary algorithm and a “ground 
truth” block, where the target logic is implemented. Finally, 
a computational block extracts the Hamming distance 
between the truth tables of the target logic and the CCS 
logic under test.  

The heart of the system is the streaming controller. It 
produces clock and control signals to all other blocks and 
makes data available to other blocks through the system bus. 
It can initiate a UART “receive” or “transmit” operation, it 
clocks successive test inputs to the CCS and returns the 
Hamming distance to the host computer, as a fitness result

 

 
 

Figure 6.  Block diagram of the implemented system architecture.
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for circuit evaluation. Then, the genetic algorithm evaluates 
the result and produces a new genotype in the form of a new 
configuration array. This procedure is repeated until the 
genetic algorithm reaches a predefined number of 
generations. Fig. 7 presents the basic state diagram of the 
streaming controller, between successive configurations. At 
the beginning, the controller is at the “idle” state waiting for 
a protocol character, signaling the beginning of a 
configuration stream. The controller enters the “receive” 
state and counts the number of received data. It repeats the 
reception until all expected data in the configuration array 
have been received. Then, a “test” process begins, where the 
controller employs a finite state machine in order to create 
successive test patterns as input to the CCS and the ground 
truth blocks. At each repetition, a clock pulse is sent to the 
Hamming distance block, where the Hamming distance is 
accumulated. When all test patterns have been tested, the 
total Hamming distance is transmitted back to the computer 
via the serial port. The controller returns to the “idle” state 
waiting for a new configuration array. 

IV. TESTS AND EVALUATION 
At the present stage, the proposed workbench is used to 

configure a number of test circuits in the CCS. The system 
is evaluated in terms of the required hardware resources and 
total response time. The response time is significant in 
evolution experiments, since the configuration cycle is 
repeated for hundreds of thousands times.   

 
Figure 7.  State diagram of the implemented controller. 

 
Figure 8.  Example configuration of the full-adder, implemented with the 
Cartesian structure of Fig. 1 (CCS-1). 

The structures were verified with a number of test 
configurations. The following widely used test circuits were 
implemented: a. the half adder, b. the full adder, c. the 2:4 
binary decoder, d. the 2:1 and 4:1 multiplexer, e. the 2-bit 
multiplier. These circuits can be effectively implemented by 
both hyper-structures employing grids of variable sizes. The 
possibility for feedback loops in CCS-2 can be used to 
implement latches. The list of our test-circuits is therefore 
concluded with f. the S-R latch g. the D-latch.  

An interesting implementation is that of the full adder. 
CCS-1 can implement the full adder using a 4x3 cell grid 
configured as shown in Fig. 8. Several cells are configured 
as “transfer” gates. Eighteen configuration bytes are 
required in this example. Two bytes correspond to the 
output multiplexers. CCS-2 can implement the same circuit 
in a 3x3 grid. An implementation of the S-R latch is shown 
in Fig. 9. 

The resource requirements of the overall system shown 
in Fig. 6 are quite low. As shown in Table II, the supportive 
control-and-test logic requires 220 logic elements (LE) and 
150 registers, while the CCS structures require an increasing 
amount of LE out of a Cyclone II 2C35 FPGA device. 

 
Figure 9.  S-R latch implemented using the CCS-2 structure. 
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TABLE II.  RESOURCE  USAGE (CYII 2C35F672) 

Hardware block Logic Elements Total registers 
Control and test logic 220 150 

CCS-1 (2x2) 19 18 
CCS-1 (4x4) 126 79 
CCS-1 (8x8) 438 293 

CCS-1 (16x16) 1521 1099 
CCS-2 (2x2) 79 40 
CCS-2 (4x4) 208 127 
CCS-2 (8x8) 591 429 

CCS-2 (16x16) 2003 1603 

CCS-1 and CCS-2 refer to the structures of Figures 1 and 
4, respectively. The number of required LEs follows an 
almost linear dependence on the number of cells in the 
structure. The FPGA device used in our experiments 
provides a total of 33216 LE; therefore, very large structures 
can be implemented. The system was clocked at 100 MHz.  
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Figure 10.  Total time for configuration and fitness response, as a function 
of grid size. 

Another test concerns the response time for the full CCS 
configuration and response loop. Fig. 10 shows the total 
response time measured from the beginning of the 
transmission of the configuration string until the reception of 
the Hamming distance, for various sizes of the cell array. 
The implemented baud rate is 115Kbps. Since the total 
response time is within several milliseconds, the system can 
implement and test a large number of phenotypes within a 
reasonable time interval. 

V. CONCLUSIONS 
A workbench for intrinsic evolution of digital circuits is 

proposed. Genotypes are encoded following the principles 
of Cartesian Genetic Programming, while phenotypes are 
implemented in a reconfigurable device, making use of 
expandable 2D arrays of cells. As opposed to previous 
implementations, the proposed hyper-structures are based 
on a cylindrical interconnection grid, which reduces 
complexity and increases interconnection flexibility. Also, 
the proposed grids allow for feed-forward as well as for 
feed-back connections between the matrix cells. 

A custom embedded controller configures the hyper-
structures at run time while additional supportive task logic 
produces the required test patterns for fitness evaluation. 
The system is verified by implementing a series of test 
circuits and is evaluated in terms of the required resources 
and response time, for various matrix dimensions.  
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Abstract A 94 GHz down-conversion mixer for image radar 

sensors using standard 90 nm CMOS technology is reported. The 
down-conversion mixer comprises a double-balanced Gilbert cell 
with peaking inductors between RF transconductance stage and 
LO switching transistors for Conversion Gain (CG) enhancement 
and Noise Figure (NF) suppression, a Marchand balun for 
converting the single RF input signals to differential signals, 
another Marchand balun for converting the single LO input 
signals to differential signals, and an IF amplifier. The mixer 
consumes 22.5 mW and achieves excellent RF-port input 
reflection coefficient of 7.1~ 35.9 dB for frequencies of 82.6~96 
GHz, and LO-port input reflection coefficient of 10~ 35.9 dB 
for frequencies of 88.2~110 GHz. In addition, the mixer achieves 
CG of 3.4~ 6.4 dB for frequencies of 85~97 GHz (the 
corresponding 3-dB CG bandwidth is 12 GHz) and LO-RF 
isolation of 41~47.2 dB for frequencies of 90~100 GHz, one of the 
best CG and LO-RF isolation results ever reported for a down-
conversion mixer with operation frequency around 94 GHz. 
Furthermore, the mixer achieves an excellent input third-order 
intercept point (IIP3) of 3 dBm at 94 GHz. These results 
demonstrate the proposed down-conversion mixer architecture is 
promising for 94 GHz image radar sensors. 

Keywords-CMOS; down-conversion mixer; conversion gain; 
noise figure; LO-RF isolation 
 
 

I. INTRODUCTION 

Recently, several excellent GaAs down-conversion mixers 
for operation frequencies around 94 GHz have been reported 
[1]-[3]. For example, in [1], a 90~112 GHz image reject down-
conversion mixer with an improved Lange coupler in 0.15 m 
GaAs PHEMT process is demonstrated. Though wide 
bandwidth of 22 GHz was achieved, its performances, such as 
CG of 10 dB, LO-RF isolation of 30 dB, and chip area of 4 
mm2 are not good enough. In [2], a 90~97 GHz single balanced 
down-conversion mixer using a rat-race hybrid ring with five 
ports and two GaAs Schottky diodes is reported. Though wide 
bandwidth of 7 GHz was achieved, its conversion gain of 
12.6 is not satisfactory. In [3], a 94 GHz single balanced 
down-conversion mixer using branch line couplers in 0.1 m 
GaAs process is demonstrated. Similarly, its performances, 
such as CG of 14.7 dB, LO-RF isolation of 34.2 dB, and chip 
area of 3.38 mm2 are not good enough. In this work, to 
demonstrate that low power dissipation (< 25 mW), high CG (> 
 dB), excellent LO-RF isolation (> 40 dB) and small chip  

 

Figure 1. Block diagram of the proposed 94 GHz down-conversion mixer. 

 

 
(a) 

 
(b) 

Figure 2. (a) Schematic, and (b) chip microphotograph of the 94 GHz CMOS 

down-conversion mixer.  

 

area (< 1 mm2) can be achieved simultaneously for a CMOS 
down-conversion mixer with operation frequency around 
94GHz, we report a miniature low-power 94 GHz down-
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conversion mixer with excellent CG, 3-dB bandwidth (3dB) 
and port-to-port isolation properties using cost-effective 
standard 90 nm CMOS technology. In Section 2, circuit design 
is introduced. In Section 3, we demonstrate the measurement 
results and provide some discussions. Section 4 presents the 
conclusion. 

 
II. CIRCUIT DESIGN 

The 94 GHz down-conversion mixer was designed and 
implemented in a standard 90 nm CMOS process provided by a 
commercial foundry. This technology offers 9 metal layers, 
named MT1 to MT9 from bottom to top. The thickness of MT9 
is 3.4 m, and that of MT8, MT7~MT2 and MT1 is 0.85 m, 
0.31 m and 0.24 m, respectively. The interconnection lines 
as well as the microstrip-line (MSL) inductors were 
implemented with the 3.4-m-thick topmost metal to minimize 
the resistive loss. Figure 1 shows the block diagram of the 
proposed 94 GHz down-conversion mixer.  

Figure 2(a) shows the schematic of the 94 GHz CMOS 
down-conversion mixer. The mixer comprises a double-
balanced Gilbert cell, a miniature wideband Marchand balun 
for converting the single RF input signal to differential signal, 
another miniature wideband Marchand balun for converting the 
single LO input signal to differential signal, and an IF 
amplifier (which constitutes a resistive source-degeneration IF 
differential amplifier followed by a source-follower IF buffer 
amplifier). Note that the double-balanced Gilbert cell has 
peaking inductors between RF transconductance stage and LO 
switching transistors for CG improvement and NF suppression. 
With the addition of the tail current source comprising 
transistor M7 and resistor R9, the RF transconductance stage 
operates as an elegant, yet robust differential pair. The current 
of the tail current source is also mirrored to the IF buffer 
amplifier constitutes transistors M10~M13 and resistors R12~R13. 
The driving current of the IF buffer amplifier can be tuned by 
varying the resistance of resistors R12~R13. The chip 
micrograph of the mixer is shown in Figure 2(b). The chip area 
is only 0.690.84 mm2 excluding the test pads. 

Figure 3(a) shows the schematic diagram of the Marchand 
balun used in the mixer. It is designed based on the "lumped-
element" Marchand balun structure proposed in [4]. Such a 
balun structure is advantageous in terms of its excellent 
amplitude/phase match and broadband response compared with 
the traditional single-to-differential transformers. Instead of the 
area-consumed straight-line or U-shaped MSL structures, the 
miniature spiral coil MSL structure, i.e. with the patterned MT1 
ground plane (with MT1 density of about 56%) underneath and 
around the MSL structure, as shown in Figure 3(b), is adopted 
to implement the needed inductor elements in the baluns. The 
metal width and space are 4 m and 2 m, respectively. The 
balun consists of an unbalanced input (Port 1) with 50  
terminal impedance, an open terminal (O.C.), two short 
terminals (GND) and two balanced outputs (Port 2 and Port 3)  

 
178 m

14.8 m

19.6 m
2 m

10.6 m

2 m

6.3 m

10 m

7.7 m

Patterned MT-1 Ground Plane 
(MT1 Density ~ 56%) 

 
(a)                                                       (b) 

 
(c) 

Figure 3. (a) Schematic diagram, (b) metal-1 patterned ground plane, and (c) 

lump-element equivalent circuit of the proposed 94-GHz-band Marchand balun. 
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Figure 4. Simulated input reflection coefficients of the down-conversion mixer 

(a) at RF-port and LO-port and (b) at IF-port. 
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Figure 5. Simulated CG versus frequency characteristics of the down-

conversion mixer.  

 

80 85 90 95 100
-40

-35

-30

-25

-20

-15

-10

-5

0
 RF-port

R
ef

le
c

ti
o

n
 C

o
ef

fi
ci

en
t 

(d
B

)

Frequency (GHz)

Measurement

10 dB

 
 (a) 

80 85 90 95 100 105 110
-40

-35

-30

-25

-20

-15

-10

-5

0

 LO-port

 

R
ef

le
ct

io
n

 C
o

ef
fi

ci
en

t 
(d

B
)

Frequency (GHz)

Measurement

10 dB

 
 (b) 

Figure 6. Measured (a) input reflection coefficients at RF-port (S11), and (b) 

input reflection coefficients at LO-port (S22) versus frequency characteristics of 

the down-conversion mixer. 
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Figure 7. Measured CG versus RF frequency characteristics of the down-

conversion mixer.  
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Figure 8. Measured LO-RF isolation versus frequency characteristics of the 

down-conversion mixer.  
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Figure 9. Measured and simulated NF versus frequency characteristics of the 

down-conversion mixer. 

 
 
with 50  terminal impedance. Note that the coils of the balun 
are implemented by the 3.4-m-thick topmost metal (MT9) to 
minimize the resistive loss. Only the underpass interconnection 
lines are realized by MT8. 

Figure 3(c) shows the lump-element balun equivalent 
circuit [4]. The spiral coil couple-line is modeled by the lump 
inductor L, and the capacitor C models the coupling 
capacitance effect produced from the spiral coil couple-line. 
That is, the capacitors are realized as the parasitic components 
of the inductors. Port 1 is the unbalanced RF input port (or LO 
output port), and port 2 and port 3 are the balanced RF+ and 
RF output port (or LO+ and LO input port), respectively. In 
a network, this lump-element balun can be regarded as an out-
of-phase power splitter, including a parallel-connected high-
pass filter and a band-pass filter. The signals through the 
output ports of the ideal balun have equal power but are 180o 
out-of-phase; all ports (except the O.C. port) have an input 
impedance of 50 i.e. Z0. 

Figure 4(a) shows the simulated input reflection 
coefficients at RF-port (S11) versus RF frequency 
characteristics of the down-conversion mixer. The mixer 
achieves S11 of 10.8 dB at 94 GHz, and S11 smaller than 10 
dB for RF frequencies of 90.5~96.2 GHz. That is, the 
simulated 10 dB input matching bandwidth at RF-port is 5.7 
GHz. What is also shown in Figure 4(a) is the simulated input  
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reflection coefficients at LO-port (S22) versus LO frequency 
characteristics of the down-conversion mixer. The mixer 
achieves S22 of 12.8 dB at 94 GHz, and S22 smaller than 10 
dB for RF frequencies of 85~110.2 GHz. That is, the simulated 
10 dB input matching bandwidth at LO-port is 25.2 GHz. 

Figure 4(b) shows the simulated input reflection 
coefficients at IF-port (S33) versus IF frequency characteristics 
of the down-conversion mixer. The mixer achieves excellent 
S33 of 10.3~ 15.3 dB for IF frequencies of 0~3 GHz. 

Figure 5 shows the simulated CG versus frequency 
characteristics of the mixer both with and without the IF 
amplifier. RF input power is 40 dBm and LO input power is 4 
dBm. The mixer achieves CG of 8.7 dB at 94 GHz, and CG of 
~8.72 dB for frequencies of 90~100 GHz, one of the best 
CG results ever reported for a down-conversion mixer with 
operation frequency around 94 GHz. The corresponding 3-dB 
bandwidth is larger than 21.8 GHz (78.2~100 GHz). In the 
case without the IF amplifier, the mixer achieves inferior CG 
of 0.84 dB at 94 GHz, and CG of 0.36~0.85 dB for frequencies 
of 90~100 GHz. The corresponding 3-dB bandwidth is larger 
than 21.1 GHz (78.9~100 GHz). 

 
 

III. MEASUREMENT RESULTS AND DISCUSSIONS 

On-wafer measurements were performed by an Agilent’s 
110 GHz RFIC measurement system. The down-conversion 
mixer is biased in the condition of VDD = 1.3 V and IDD = 17.3 
mA. That is, the simulated power consumption of the mixer is 
22.5 mW. Figure 6(a) shows the measured S11. The mixer 
achieves excellent S11 of 8.3 dB at 94 GHz, and S11 of 7.1~ 
35.9 dB for frequencies of 82.6~96 GHz. Figure 6(b) shows 
the measured S22. The mixer achieves excellent S22 of 14.9 
dB at 94 GHz, and S22 of 10~ 35.9 dB for frequencies of 
88.2~110 GHz. That is, the measured 10 dB LO input 
matching bandwidth is larger than 21.8 GHz. 

Figure 7 shows the measured CG versus frequency 
characteristics of the down-conversion mixer. The mixer 
achieves maximum CG of 3.4 dB at 91 GHz and CG of 3.4~ 
6.4 dB for frequencies of 85~97 GHz, one of the best CG 
results ever reported for a down-conversion mixer with 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

operation frequency around 94 GHz. The corresponding 3-dB 
bandwidth is 12 GHz (85~97 GHz).  

Figure 8 shows the measured LO-RF isolation versus 
frequency characteristics of the mixer. The mixer achieves LO-
RF isolation of 41~47.2 dB for frequencies of 90~100 GHz, 
one of the best LO-RF isolation results ever reported for a 
down-conversion mixer with operation frequency around 94 
GHz. Furthermore, the mixer achieves an excellent IIP3 of 3 
dBm at 94 GHz (not shown here). 

Figure 9 shows the measured and simulated NF versus 
frequency characteristics of the down-conversion mixer. As 
can be seen, the measured results conform with the simulated 
ones well. The mixer achieves NF of 23.2 dB at 94 GHz, and 
NF of 22.4~24.4 dB for frequencies of 90~100 GHz. 

Table I is a summary of the implemented 90~100 GHz 
CMOS down-conversion mixer, and recently reported state-of-
the-art down-conversion mixers with operation frequency 
around 94 GHz. Compared with the 90~112 GHz image reject 
down-conversion mixer in [1], the proposed mixer exhibits 
better CG and LO-RF isolation, and smaller chip area. 
Compared with the 90~97 GHz single balanced GaAs down-
conversion mixer in [2], the proposed mixer exhibits better CG. 
Compared with the 94 GHz single balanced GaAs down-
conversion mixer in [3], the proposed mixer exhibits better CG 
and LO-RF isolation, and smaller chip area. These results 
indicate that our proposed down-conversion mixer is suitable 
for W-band transceiver systems. 
 

IV. CONCLUSION 

In this work, we reported a 90~100 GHz CMOS down-
conversion mixer comprises a double-balanced Gilbert-cell, a 
miniature wideband RF Marchand balun, a miniature 
wideband LO Marchand balun, and an IF amplifier. The 
mixer consumes 22.5 mW and achieves excellent CG of 3.4~ 
6.4 dB for frequencies of 85~97 GHz, that is, the 
corresponding 3-dB bandwidth of RF is 12 GHz. Moreover, 
excellent LO-RF isolation is also achieved. These results 
highlight the potential application of the proposed down-
conversion mixer architecture in 94 GHz and even higher 
frequency communication systems. 

 

TABLE I. SUMMARY OF THE IMPLEMENTED 94 GHZ CMOS DOWN-CONVERSION MIXER, AND RECENTLY REPORTED STATE-OF-THE-ART 

DOWN-CONVERSION MIXERS WITH OPERATION FREQUENCY AROUND 94 GHZ. 

References Topology
RF Frequency

(GHz)
IF Frequency

(GHz)
CG

(dB)
LO-RF

Isolation (dB)
Power
(mW)

Chip Area

(mm
2
)

Technology
(nm)

fT/fmax

(GHz)

This Work
Gilbert-Cell with Source-
Follower Output Buffer

94 0.1 3.4 47.5 22.5 0.58
CMOS

(90)
152/157

[1]
(2011 MTT-S)

Image-Reject with
Improved Lange Coupler

94 6 10 30 NA 4
GaAs PHEMT

(150)
NA

[2]
(2010 ICMMT)

Rat-Race Hybrid-Ring
with Five Ports and Two Diodes

94 0.5 12.6 NA NA NA
GaAs Schottky

Diode
NA

[3]
(2012 GSMM)

Single-Balanced Using
Branch Line Couplers

94 0.325 14.7 34.2 NA 3.38
GaAs MHEMT

(100)
189/334
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