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Non-formal Education Architecture Modeling
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Abstract—Nowadays, professional life, education and leisure time are characterized by increasing change and diversity. People with different skills, knowledge, cultural background, cognitive and psychological abilities prefer learning in an unique way, because Information Communication Technology (ICT) environment provides new opportunities for them. The paper covers discussion on formal, informal and non-formal education forms, which are the lifelong learning notions as well as ideas of the learning society. The main goal of the paper is to explain the non-formal learning concept and its system architecture model as an additional educational option at university level.

Keywords-enterprise architecture; non-formal education; ArchiMate; university learning; system modeling.

I. INTRODUCTION

The lifelong learning approach focuses on fostering interchange of knowledge among educational institutions and on constant modernization of institutional solutions in the areas of management and financing higher education. The approach supports innovativeness of education and reinforces social cohesion of different university governance systems in different countries. It is oriented towards openness, peering, sharing and acting globally. Openness of education is associated with transparency, flexibility, expensiveness, engagement and free accessibility. Peering means that people are involved in the process of self-development. They are self-organizing to learn, design goods and services, create knowledge and produce shared experiences [18]. The peer activities rely entirely on self-support, egalitarian communities of individuals, who come together voluntarily to produce a shared outcome. Traditionally, people argue that when they are acting globally, they should control and protect proprietary resources and innovations through patents, copyright and trade marks [8]. However, digital products are easy to share, mix and replicate, therefore, new models of intellectual property governance are needed [6]. Internet permits acting globally to monitor e-learning opportunities offered by different institutions and it enables tapping into global knowledge resources [15]. The paper covers analysis of non-formal education. Although the most common way is formal education supported by Web 2.0 education, in this paper formal, non-formal and informal education forms are considered as complementary one to another [19]. The paper is not oriented towards comparison of these forms, although they all are provided and managed by university staff. The next part of the paper covers discussion on andragogy, heutagogy, formal, informal and non-formal education. To present the non-formal education system architecture model, the third part includes a short presentation of the enterprise architecture definition and standard. The last part of the paper contains an architectural model of non-formal education. The model is visualized in ArchiMate 4.0 beta version language.

II. FORMAL, INFORMAL AND NON-FORMAL EDUCATION

In the learning process, participants obtain recommendations for learning goals from the system in three ways:

- formal learning, where learning goals are generated from the domain knowledge,
- informal learning, where the recommendations are provided by the Web 2.0 community of learners,
- non-formal education including random suggestions on learning goals, loosely related to formal education goals, but enabling the knowledge development.

The distinction among that three forms is not only an administrative point of view. Formal education is linked with schools and training institutions, non-formal with community groups and other organizations, and informal covers interaction with friends and work colleagues. All these forms accompany human beings from birth to death; however, the perception of their value is changing.

Particularly important in this paper, adult learners are coming in the educational process with concrete and immediate goals, e.g., professional, social and personal development. Learners have specific expectations from the learning process and when this process meets their expectations, then their motivation for learning increases. They have a wide spectrum of prior knowledge and specific life experiences, so they prefer the educational institutions to be related to these experiences. In the context of informal and non-formal education for adults, the heutagogy development seems to be useful. According to Blaschke [2], heutagogy is defined as self-determined learning rooted in andragogy. In that approach, learners are highly autonomous and self-organized. There is a focus on development of student capacity and capability with the goal of teaching students who are well-prepared to work in a complex knowledge environment. The heutagological
approach is considered as a theoretical background to be applied to emergent technologies in distance education and for steering distance education practice. Heutagogy is characterized by learner control and self-responsibility in learning, so students are defining their objectives of learning, they have intrinsic motivation, and they are able to incorporate their experiences.

In formal learning processes, in European Union (EU) countries, schools and universities are required to respect the Bologna Process requirements concerning the university education. Therefore, each university ought to implement European Credit Transfer System (ECTS), European Qualification Framework (EQF) and National Qualifications Framework (NQF). NQF is an instrument for the classification of qualifications according to a set of criteria for specified levels of learning. The Bologna Process requirements were implemented to improve the transparency, access, progress and quality of qualification in relation to the demand on the labor market [7]. The basic concept in formal education, i.e., competence is defined as knowledge, skills and attitudes. In the context of EQF, competence should be described in terms of responsibility and autonomy. In the Bologna Process learning environment, the student learning outcomes (SLOs) are also the important drivers of the educational process and as such they require evidence. The SLOs describe what a student is expected to learn as a result of participating in academic activities [4]. Beyond SLOs, student progress outcomes (SPOs) are implemented to reflect student progress in course sequence and in degree programs.

In contrast to formal learning, informal learning is organized by students. It has no objectives in terms of learning outcomes or acquisition of any competences. It includes socialization, support, gathering opinions, consultancy, and self-directed learning. In contrast with the traditional view of teacher-centered learning via knowledge acquisition, informal learning is peer-to-peer learning. So, students read self-selected books and e-books, participate in self-study programs, watch YouTube videos, navigate Internet support materials, seeking advices from peers, participate in virtual communities of practice. Informal learning occurs in community, even if participants only observe, play or take part in social events. In informal learning process, students do not receive grades nor certificates of completion. There are other important opportunities, i.e., opportunity to listen the lectures provided by a famous professor or expert. Informal learning is a way to globalization of education, because of the open access to the same course materials and e-books in all the world.

Non-formal learning at university covers various less-structured learning events, such as night university visiting, open lectures, community sport events, conferences, seminars, summer schools, and company visits. That forms of education do not have curricula, accreditation or certification as it is in formal learning, but they are more structured than informal learning approaches. Non-formal learning is a method of communicating with people, of motivating them to participate, and of helping them to acquire the necessary skills. In non-formal education process, knowledge is developed by practice rather than by lecturing. It is strongly based on volunteer works and voluntary participation. It is costly, but the costs can be considered as promotion and marketing costs, funded by sponsors.

The non-formal education covers seminars for vocational and technical skills development, individual and group instruction in functional literacy, community assemblies, forums, work conferences, for example on taxation, fire prevention, drug abuse prevention, or on security. That education focuses on propagation of desirable values, customs, and traditions. The goals of non-formal education is to increase formal education participation rate, exchange of views and experiences, using alternative learning schemes, like street schools, involving street children in the education process.

The Danish non-formal education system is one of the oldest in Europe, because it is known since the 19th century. It is based on the concept of "Folkeoplysning" introduced by the Danish educational philosopher, N.F.S. Grundtvig. The concept means sociocultural activities, youth and adult learning, and folk education. Another challenge for non-formal education was the use of the new technologies in group work. The ICT provided many opportunities for individual learning, as well as for group work. The Open University in the United Kingdom, the Centre National d'Enseignement a Distance in France and the Universidad Nacional de Educacion a Distancia in Spain produce a large quantity of multimedia educational material. Video conferencing and video seminars on the Internet are examples of the new technologies applied in non-formal education. The new methods of communication allow organizations from different countries to establish closer contacts with the aim of exchanging ideas and materials.

Non-formal education includes activities developed under Corporate Social Responsibility (CSR), which refers to business practices involving initiatives that benefit society [14]. Therefore, an organization's internal practices can influence their employees, customers, partners and environment in a positive manner. Business organizations can take that approach to deliver better education services and in this way they improve their positive image among customers and for society. For example, University Social Responsibility (USR) can increase graduate involvement in university problem solving. The USR is to enable access to joint event funding opportunities, to enhance the university influence in the industry and in the community, and to differentiate the university from its competitors, i.e., other universities.

III. ENTERPRISE ARCHITECTURE OF NON-FORMAL EDUCATION

The term "enterprise" can be considered as an overall concept to identify a company, business organization, university or governmental institution [10]. An enterprise is defined as a social entity, which is going to achieve a
certain goal [12]. For an enterprise, architectural framework as a conceptual structure related to a certain system type consists of areas of concern and a necessary and sufficient set of design domains.

The ISO/IEC 42010:2007 shows that architecture is the fundamental organization of a system, embodied in its components, their relationships to each other and the environment, and the principles governing its design and evolution [12]. The goal of enterprise architecture (EA) is to create a unified ICT environment across the firm or all of the firm's business units with links to the business side of the organization, to promote alignment, standardization, reuse of existing ICT assets, and the sharing of common methods for project management and software development across the organization [17]. The EA provides a holistic expression of the enterprise’s strategies and their impact on business functions and processes, taking the firm’s sourcing goals into explicit consideration [9]. The EA gives the user an opportunity of faster delivery of new functionalities and modifications of applications, as well as it enables an easier access to higher quality, more consistent and more reliable information [16]. The EA identifies opportunities for integration and reuse of IT resources and prevents the development of inconsistent processes and information [11]. Especially important to users is the capability of integrating the information among applications and across data warehouses and data marts [13].

As it was mentioned at the beginning, the goal of the paper is to visualize the non-formal education architecture. According to Dumitrescu, non-formal education is a partner in the lifelong learning process [5]. It is strongly based on external sponsoring by the local, national and international institutions. The non-formal education activities can be realized outside, as well as inside the formal education institutions. In the last case, the educational activities are governed by the school managers. The non-formal education can be also carried out within companies, by professional associations, or by self-motivated individuals. In the architecture model presented in Figure 1, non-formal education is assumed to be realized within university organization, so university staff and students are involved in the educational processes as organizers as well as a beneficiary of the educational process results. Presented in the paper, non-formal education model is visualized in ArchiMate 4.0 beta version language, therefore some additional explanations must be added. The non-formal education is assumed to be realized as a system of projects and the project management methods can be applied for them. The ArchiMate language allows only for a very general outline of business processes, therefore, the non-formal education business process model is visualized in BPMN language Bizagi tool (see Fig. 2). The ArchiMate language is an open, independent, and general modeling language for enterprise architecture. The primary focus of ArchiMate language is to support stakeholders to address concerns regarding their business and the ICT systems. The ArchiMate metamodel consists of three layers: the Business layer, the Application layer and the Technology layer. According to the EA model, the technology supports usage of applications, which in turn support the business. In this model, non-formal education is considered as a system of events, which are realized for local community. The system of events covers seminars, workshops, performance, exhibitions, excursions, conferences, meetings, community assemblies, forums, demonstration classes, and sport competitions. The audience of the event is selected according to the event project goals. Some events are organized for children, other for older people or for teenagers. The events are organized by university staff and students, who are working as volunteers. If it is necessary, the events are financially supported by external institutions. Anyway, for each event the coordinator is selected and responsible for the event tasks realization for the final success. Each event can be managed as a project, therefore the canvas model can be specified for the non-formal education events (see Fig. 1).

<table>
<thead>
<tr>
<th>Key Partnerships</th>
<th>Key Activities</th>
<th>Value Propositions</th>
<th>Customer Relationships</th>
<th>Customer Segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sponsors; ICT solution providers; Web service developers; Event facilitators; Academic &amp; Administrative Staff; Web portal administration;</td>
<td>Event management; Web portal requirement engineering; Event realization, control &amp; evaluation; Event scheduling</td>
<td>Values in public services process; Life style changes; Long-life learning habits; Learner satisfaction; Non-formal education acceptance, efficiency &amp; effectiveness</td>
<td>Analytics of educational services; Relations among learners &amp; academic staff</td>
<td>Learners; University Academic Staff; Students; Learner associations &amp; assemblies; Political parties; Governmental institutions;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Key Resources</strong></td>
<td><strong>Software &amp; hardware; Donation support; Non-formal education event documentation archives;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cost Structure</strong></td>
<td><strong>Web portal development, implementation, administration, &amp; maintenance; Catering, transport &amp; hotel costs; Event promotion costs;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Revenue Streams</strong></td>
<td><strong>Learning time reduction; Learning process simplification; Participant satisfaction; Social relation development; Life status improvement; lower effort &amp; lower costs of formal education; University Social Responsibility development; University - Business Alignment;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Business Canvas Model for Non-Formal Education Development.

In general, the business canvas model can be the first step in the discussion on non-formal education strategy development as well as on the management of educational events. There are many different ways of categorizing or
grouping events, including by size, form and content [3]. The events may have characteristics similar to project dimensions, i.e., learning objectives, time, financial and human resources, location, risk, benefits, long-term impact, audience, publicity, promoting. The event management process is modelled in Figure 2. Similarly, as for projects, the event life cycle consists of the following activities: organizing, analysis, identification, evaluation, design, promotion, realization, shutdown.

In the proposed EA model, the exceptional role of learning facilitator is specified. The role covers:
- Giving information and opinions.  
- Seeking information and opinions.  
- Proposing goals and suggesting ways of initiating actions.  
- Giving directions and developing plans on how to proceed.  
- Summarizing related ideas, suggestions and major points discussing.  
- Linking ideas and activities by relating them to each other.  
- Examining the feasibility and workability of ideas, evaluation of alternative solutions, and applying them to real situations to see how they will work.  
- Encouraging everyone to participate, and helping in communication among event team members.  
- Monitoring and supporting the non-formal education process by which the group is working.  
- Helping the team members be aware of standards and goals of non-formal education.  
- Building trust, reducing the risk aversion, and encouraging individuality.  
- Persuading and supporting people to reconcile disagreements.

In the communication processes, facilitators are not oriented towards argumentation, but rather on creation of mutual understanding. However, for successful event realization the coordinator is needed. That role is similar to the role of project manager [1].

Beyond the process model in Figure 2, in Figure 3 the non-formal education architecture model is available. The ArchiMate model covers the following layers:
- BUSINESS containing the following elements:
  - Business actor (i.e., Participant, Event Coordinator).
  - Business role (i.e., Patron of Plans & Programs of Events).
- APPLICATION including the following elements:
  - Application components: University Event Politics and Regulations, Participant

- **TECHNOLOGY** covering as follows:
  - Node (i.e., Application Server, Data Server).

- **MOTIVATION** including the elements:
  - Stakeholder (i.e., Event Participant, Sponsor, Facilitator, Innovator, Employer).
  - Driver (i.e., Event Participation, Knowledge Management and Dissemination).
  - Principle (i.e., Guides for Event Organizers).
  - Assessment (i.e., University Accreditation Commission Assessment).
  - Requirement (i.e., Programs, Plans and Event Proposals).
  - Constraint (i.e., Competition among events, National Legal Acts).
  - Goals (i.e., Participant Satisfaction, Appropriate Competencies for the market position).
  - Deliverable (i.e., Event Guidelines and Description, Student Portfolio, Participant Enrollment Report).

Taking into account the above specification, some comments should be added. Student Learning Outcomes (SLOs) in non-formal education concern mostly social competencies. Students participating as volunteers in events receive certificates as evidence of the engagement. The general non-formal education process includes a sequence of sub-processes (see Fig. 2). All the sub-processes are realized to ensure satisfaction of participants of the events. The non-formal education model in Fig. 3 includes a general vision of the ICT systems for the education management support. The model permits on a holistic view of problems and it can be utilized in an iterative approach for non-formal education improvement. The model can be useful to emphasize the alignment issues among the non-formal education staff requirements and the ICT providers’ solutions. For making the good investments, the EA developers can use the model to discover opportunities, identify options and compare solutions of non-formal education organization. They can identify, which research works will be the best support the non-formal education services.

![Non-formal Education Architecture Model](image-url)
IV. CONCLUSION AND FUTURE WORKS

Generally, the non-formal education events should be helpful to tackle problems associated with Europe’s ageing population. They allow to reject the opinions that separate strategies of knowledge creation and sharing should be developed for students and for adults, although university is promoted as open for all generations of people. Finally, the following conclusions can be specified:

- Formal, informal and non-formal education forms can be developed simultaneously by one educational organization, e.g., university.
- They are not competitive, but rather complementary to one another.
- They all are supported by ICT, however, their development depends on the university priorities:
  - Basic formal education relies on the Bologna Process principles, which are considered as mandatory for university boards.
  - Social networking on the Internet is developed as informal learning.
  - University Social Responsibility is supported by non-formal education.
- Non-formal education is financially supported by third parties and can be considered as a set of events.
- Non-formal education process modelling and its system architecture development can be useful for the events management and auditing.
- Analysis of activities included in the non-formal process model allows for the formalization of that activities
- Non-formal education architecture modelling is to increase a successful repeatability of that events.

The future works will focus on the following topics:

- Profiling of events of non-formal education.
- Planning non-formal education events offline and online.
- Management of events by ICT support.
- Event management methodological approach analysis and improvement opportunities.
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Abstract— A plethora of architectural patterns and elements for developing service-oriented applications can be gathered from the state-of-the-art. Most of these approaches are merely applicable for single-tenant applications. However, less methodical support is provided for scenarios, in which multiple different tenants with varying requirements access the same application stack concurrently. In order to fill this gap, both novel and existing architectural patterns, architectural elements, as well as fundamental design decisions must be considered and integrated into a framework that leverages the development of multi-tenant application. This paper addresses this demand and presents the SOAdapt framework. It promotes the development of adaptable multi-tenant applications based on a service-oriented architecture that is capable of incorporating specific requirements of new tenants in a flexible manner.

Keywords: Service-Oriented Architecture; Architectural Patterns; Multi-Tenant Application; Adaptation of Software.

I. INTRODUCTION

Service-oriented architectures [1] are nowadays used as a way to encapsulate and to integrate databases and applications being part of an enterprise’s software landscape in terms of semantically enriched and re-usable business services. These business services can be orchestrated to more meaningful workflows that serve as executable software parts of business processes. On top of that, a user interface layer enables the involvement of human stakeholders during the execution of a workflow, for instance, to request initial or intermediate user inputs, as well as to represent final outputs.

The success of a service-oriented application depends on a number of factors. One important factor is the accurate modeling of the workflows including the regular flow of the activities and the potential alternative control flows. Another factor is the accurate design of the business services. These factors become even more relevant in application scenarios in which different independent organizational units, hereafter called tenants (e.g., other organizations, subsidiaries of a company, faculties of a university), intend to share the same service-oriented application. The result is a multi-tenant application [2], in which different tenants access the same instance of an application’s service stack concurrently. This concept is the foundation for latest software consumption models like software as a service (SaaS) [3] leading to high cost-effectiveness for each tenant. However, tenants often require control flows different to standardized, already deployed workflows in order to respect individual requirements. Providing a new workflow model for each tenant would be straightforward, but it breaks the idea of multi-tenancy. In addition, tenants often demand for alternate functionality to already deployed business services or even require completely new services that need to be flexibly deployed. The common approach of extending the original interfaces for each new tenant coming into play results in expanded interfaces and the risk of violating existing dependencies to other tenants.

Although a number of architectural approaches for service-oriented architectures are available [1] [4], none of these offer sufficient support for adapting both workflows and business services according to the needs of a multi-tenant application. Existing patterns and methods [5] [6] for adaptable service-oriented architectures are applicable to single-tenant applications, but are less appropriate to support the adaptation and management of multi-tenant applications.

This paper features the SOAdapt framework serving as a guideline for constructing a multi-layered service-oriented architecture that defines the structural decomposition of multi-tenant applications. With respect to this framework, the resulting software architecture offers a layered application stack, which is shared by multiple tenants at the same time. On the business process layer, the framework features a minimal set of basic workflow patterns that is suitable to model the various requirements of the tenants’ workflows. On a business service layer, three types of business services can be deployed: shared business services suitable to all tenants, business services with dedicated tenant-specific service extensions, as well as fully self-contained services. Service extensions add both additional interfaces and internal behavior to the original service component that have not been anticipated and integrated in its original design. The framework contains further architectural elements, such as a business rule engine and a tenant context data registry that completes the architecture. Important architectural design decisions, such as a workflow instance model are made. Furthermore, recommendations for the implementation of the architecture are provided based on modern technologies.

This paper is structured as follows: Section 2 summarizes the related work. Section 3 describes the structure and the principles of the SOAdapt framework. Section 4 describes the prototype of the framework and outlines pieces of future work. Section 5 concludes this paper.
II. RELATED WORK

The often cited SPOSAD architecture style by Koziolek [7] provides an abstract perspective on existing multi-tenant applications, such as Force.com, merely discussing the design decisions, as well as the architectural trade-offs related to this style. The resulting multi-tier architectural style is similar to our framework. It features a context-data manager that is responsible for adapting the application logic for tenant-specific business logic and computations. Unlike in the SOAdapt framework, no further details are provided how the context-data for a specific tenant is organized and in what way the business logic can actually be adapted for a given tenant. A clear distinction between business service and workflow is not handled in the SPOSAD architectural style.

The work by Mietzner et al. [8] provides fundamental research on instance management for multi-tenancy and describes a set of so-called service tenancy patterns. The pattern catalogue features basic architectural elements, such as the invocation of a service or a process under tenant context. The tenant context is actually a piece of context-data provided by a runtime environment that describes the current tenant accessing the application. Tenant-specific customizations of business processes, however, result in the deployment of a new workflow model. Dedicated workflow patterns are not outlined. A similar approach for identifying the current tenant ("tenant context object") can be found in [9]. The SOAdapt framework adopts this concept for identifying a tenant and explains precisely, where it should be used.

Further studies on multi-tenant Web applications are presented by Jansen et al. [10] and Bien and Thu [9]. Both papers rely on the MVC architectural pattern for describing the global structure of a multi-tenant application. Further fine-grain models (e.g., class models) can be found. Although service-oriented applications are typically Web-based, these studies can hardly be mapped to the demands of a multi-layered architecture. A workflow perspective is ignored in both studies.

Kabbelij [11] discusses the adoption of various combinations of multi tenancy patterns to a multi-layered architecture. These patterns are based on the number of instances e.g., of an application server or of a database necessary to serve the tenants. Owing to the rather technical perspective of the architecture, a business-driven workflow layer is omitted. So, no dedicated workflow patterns can be found in his work. However, our workflow instance model can be compared with his work and further properties and constraints of it might be extracted from his contribution.

A multi-tenant approach for business process execution can be found in the article by Pathirage et al. [12]. The authors describe an architecture based on Axis2 runtime environment and the Apache ODE workflow engine. The authors mainly discuss how the runtime environment can guarantee isolation of the running processes. Workflow patterns are not described in the paper either.

Fundamental methods for adaptable software architectures have been elaborated by Svahnberg et al. [13]. He proposes five categories of adaptation methods. Our approach corresponds to the second category "variant component specialization": additional behavior is introduced in the same component or workflow models for different tenants.

A number of academic approaches for adapting (service-oriented architectures) can be found from the state-of-the-art (e.g., [5] [6]). In the majority of cases, these approaches rely on replacing entire components on-the-fly (category one w.r.t. [13]). This approach is straightforward, but leads to dependency issues as elaborated in the introduction section.

In our approach, a (business) rule engine is used to alter the control flow at gateway elements with respect to the demands of the involved tenants. Rule engines are primarily used for evaluating complex rules that cannot be incorporated in a workflow model in a manageable way. We adopt the idea of Doehring et al. [14] to use a rule engine also for control flow management. Doehring’s article, however, is not based on the multi-tenancy approach.

III. THE SOAdapt FRAMEWORK

The SOAdapt framework introduces architectural elements and decisions, as well as architectural patterns in order to implement adaptable multi-tenant applications. An architectural overview of the framework is given in Fig. 1. The framework is merely based on a layered architecture model. A vertical enterprise service bus (ESB) component provides for a loosely coupled interaction among the components of these layers. In the following, the layers are described in detail. Special attention is drawn to both the business process and the business service layer as both layers consists of the main concepts of the framework. The user interface, as well as the application and data layer are introduced briefly. Implications for an implementation of the concepts are provided as well.

A. Business Process Layer

This layer features a workflow engine, where an executable workflow model can be deployed. Although an object-oriented language can implement such a workflow, we as-
sume a modeling language like BPMN 2.0 [15] as the preferred way to implement such workflows. In contrast to a business service, the functional behavior of a workflow model is said to be more comprehensive and may integrate user interactions through an associated portal component (see User Interface layer in Section III C). Workflow models are potentially stateful, that is, they can maintain a state across many workflow steps. Next, further important architectural decisions and elements of that layer will be outlined: the instance model, tenant context object, as well as the minimal set of workflow patterns.

1) Workflow Instance Model
A fundamental architectural property and design decision to be made for a multi-tenant application is the underlying workflow instance model. An overview is given in Fig. 2.
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Figure. 2: Workflow instance model

It is assumed that both the structure and the course of actions of a workflow are described as a template that is referred as the workflow model. This could for instance be a graphical BPMN 2.0 model of a complaint management process. In a multi-tenancy application, a workflow model is said to be available for all tenants. Tenant-specific differences in the course of actions within a workflow model, such as different control flows or additional tasks for handling a complaint can be integrated by means of dedicated workflow patterns (see below). Given a predefined workflow model, an infinite number of workflow instances can be generated after the starting events have been fulfilled (e.g., triggered by the request of a user belonging to a tenant).

It is conceivable that in a strict multi-tenant application varying tenants can even share a single workflow instance. However, this approach might lead to typical technical issues as often faced on shared resources, that is, isolation problems of tenant-sensitive data, concurrency issues, or reduced scalability properties. Apart of that, such a shared instance model could hardly be appreciated from a tenant perspective. Henceforth, a single workflow instance is assigned to exactly one tenant. To further reduce the number of workflow instances, stakeholders of the same tenant could share a tenant’s workflow instance (upper half of Fig. 2) – assumed that this accords to given tenant governance rules. For more restrictive scenarios, an instance could be generated for each stakeholder belonging to a tenant (lower half of Fig. 2).

The state of a workflow instance (i.e., variables, current execution state) can be stored temporarily in a corresponding tenant database, thus, guaranteeing rigidity and recoverability of the whole application. For statistical analytics, tenant data could also be stored permanently. Again, depending on given governance rules, tenant data could be stored in isolated databases (see Fig. 2). For less sensitive data or data that can trustworthily be shared among tenants (e.g., postal codes or standardized product numbers), shared databases can be integrated (see Section III.D for further details).

A workflow engine should be able to support all possible variations for workflow instance management. For the sake of scalability, separate instances of a given workflow engine could be installed on varying nodes (e.g., in a Cloud or on-premise in a local architecture). Each workflow engine instance could accommodate a dedicated workflow model or a cluster of coherent workflow models. The provision of a new workflow engine instance for each new workflow instance is a theoretical model achieving maximum scalability. However, this must be clearly contemplated from both a management and an economic perspective.

2) The Tenant Context Object
The tenant context object is an architectural data element representing the associated tenant of a current user accessing the workflow instance. Likewise to other context objects commonly found in Web frameworks (e.g., HttpSessionContext in the Servlet API), this object must be implemented (or rather: understood) as a global variable that is accessible in all areas of the workflow instance and corresponding objects, such as the service delegate object (see later on). The mapping of a user to a tenant is interpreted as a function that uniquely maps a given user (ID) to a tenant (ID). It is assumed that a user is derived by credentials that are passed in the beginning of the workflow execution, which is then stored e.g., in a session context object. The tenant context object tackles various parts and actors within the architecture as illustrated in Fig. 3:
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Figure. 3: Structural model of the tenant context

An administrator is able to initially register a tenant in the workflow engine. Depending on the chosen instance model, the tenant’s data is stored within a single table or even in a
separate database that guarantees isolation of the tenant’s sensitive data. Given a unique tenant ID, the administrator is then able to add users to a tenant. For the purpose of flexibility, it is assumed that users can be added to a tenant even at runtime of the workflow engine. The workflow engine itself can request a tenant ID from a user by accessing class Tenant_Identification. This class will produce the tenant context object. The current workflow instance can access and read the attributes of that object accordingly. Attributes of the tenant context object might be used for debugging purposes, for identifying tenant-specific context information from the tenant meta data registry, or for evaluating the control flow for a tenant (see patterns below in Section III.A.3).

3) Workflow Patterns

Our workflow patterns describe solutions for recurring situations during the design of a workflow model, where the execution of a workflow might expose a different behavior based on the currently given tenant. In the layered architecture of Fig. 1, these situations are marked by the “tc” symbol surrounded by a dotted rectangle. This rectangle points out that at this stage of the workflow, the invocation of that element is under tenant context and, thus, it might vary. The patterns shown next provide an abstract solution and indicate implementation details. While the depicted solutions abstract from a concrete language, the implementation details will be based on BPMN 2.0. The set of patterns is considered as minimal and complete, that is, more complex and language-specific workflow elements (e.g., compensation, exception handling, subprocesses) can be derived easily from this set.

Name of the pattern: Tenant-specific workflow invocation.
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**Figure 4:** Structure of the pattern "Tenant-specific workflow invocation"

**Problem:** The initial enactment of a workflow might vary based on the currently given tenant. That is, tenants might dictate different conditions when a workflow is to be executed. Often, additional tasks are required that have not been regarded in the standardized workflow model.

**Solution:** Introduce an abstract event that might be extended by concrete events that contain concrete conditions for specific tenants (see. Fig. 4). Assume a polymorphic structure: new concrete events might be introduced and bound to the abstract event at runtime (late binding).

**Implementation:** The introduction of an event hierarchy would result in an extension to the syntax of the BPMN 2.0 language. Consequently, a workflow engine like Activiti [16] had to be extended as well. As a trade-off solution, different starting events could be modeled and connected to the first activity in a workflow. Both BPMN 2.0 and Activiti do not support a late binding concept.

**Portability:** BPMN 2.0 features a bunch of different starting and intermediate event types, often leading to complex workflow models. This pattern could necessarily be ported to other events types. The usage should, however, be pondered.

**Name of the pattern:** Rule-based control Flow
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**Figure 5:** Structure of pattern "Rule-based control Flow"

**Problem:** Gateways may be used for altering the control flow. Typically, Boolean expressions are used to express conditions on the different branches that must be fulfilled for an execution. In a multi-tenant application, these conditions might differ for any of the involved tenants and, consequently, might exhibit a complex structure. The expression of conditions is not fixed, but is often subject of change (e.g., rules for expressing the credit rating of a client). The adaptation of conditions would result in the re-deployment of the workflow model.

**Solution:** Prior to the gateway element, a rule task is placed that uses an external rule engine to evaluate the conditions for a given tenant (see. Fig. 5). Conditions can be expressed by means of more descriptive models, such as decision tables [14]. These expressions can be adapted without re-deploying the workflow model, since both rule engine and workflow engine are completely decoupled.

**Implementation:** BPMN 2.0 already features rule tasks that can be used to evaluate rules from a rule engine. In the Activiti engine, the business rule engine Drools Expert can be used [16]. In order to execute the deployed rules, input variable (the so-called facts) and the result variables need to be specified in the context of this rule task. For evaluating the rules with respect to a given tenant, the tenant context object must be passed as a fact, too. The output variable will contain a list of objects that can then be evaluated at the branches of the corresponding gateway element. Depending on the state of the output variable, the control can be altered according to the demands of a respective tenant. The Drools platform offers tools for the simple modification of the rules e.g., within a decision table, which could even be carried out by business units with minor IT-background.

**Portability:** This concept cannot only be applied to exclusive, but also to inclusive gateways, in which a subset of modeled branches might be invoked concurrently. Although it is assumed that tenants share branches, it is feasible to insert branches that can exclusively be used by a dedicated tenant. Besides, additional tenant-specific activities or subprocesses can be integrated into a standard workflow model.

**Trade-Off:** The more complex the rules and facts in a rule engine become, the more performance is needed for a thorough evaluation. So, the rule engine might result in a bottle-
neck within the whole architecture. Software architects should think of caches to store previous results.

**Name of the pattern:** Tenant-specific service call
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**Problem:** service call tasks implement the actual invocation of business services being placed in the business service layer. Usually, these tasks are passed input data stemming from prior tasks (e.g., a user task requesting data from a user through a portal) that serves as an input to the business service. The resulting output of that service might then be further used in subsequent tasks. Depending on the given tenant, different business services or extensions (see Section III.B) might be invoked from the business layer. Depending on the business service’s interface, input and output data has to be converted (e.g., XML to JSON) or enriched (e.g., adding the postal code to a person’s profile). Also, the exception handling might be different depending on the nature of the business service (e.g., transactional vs. non-transactional service call). These different service calls together with specific preliminary and subsequent tasks might be implemented by using the “Rule-based control flow” pattern. However, this would blow up the workflow model with too many technical gateway elements and different branches having no real business added value.

**Solution:** The invoked service tasks delegates the actual service invocation to a so-called service delegate object that is responsible of processing the whole service call including data conversion or enrichment, (remote) service invocation, and exception handling (see. Fig. 6). The correct service delegate object is instantiated by calling the tenant context data registry that stores the corresponding business services per tenant (see III.B for more details). The correct service delegate object is identified based on the current tenant context object.

**Implementation:** BPMN 2.0 provides service tasks as a core element of the language. However, the language itself does not support the concept of an internal service delegate element. In the Activiti engine, the invocation of a service task is handled by a service handler object, which is actually a Java object implementing a given API. The service handler object can access the input data by using a global context object, the so-called DelegateExecution object [16]. Analogously, output data can be conveyed back to the workflow instance through that context object. In this service handler object, the corresponding service delegate object can be invoked for processing the tenant-specific service call. Developer of the corresponding service delegate class can fall back on the complete Java SDK, further related APIs (e.g., JAX-RS for invoking REST-based services), or frameworks (e.g., Zend for data conversion between XML and JSON). This lightweight approach is actually an improvement compared to older development models from BPEL-based engines (e.g., Apache ODE), where service calls need to be graphically bound to WSDL files of the Web Services by some proprietary and tricky development tools.

**B. Business Service Layer**

This layer features business components that provide business services to the upper layers. Business services provide a business value and can be reused and orchestrated in different workflow models. The corresponding interfaces of business services are described in a language-neutral format (WSDL or REST-based), from which client stubs can be generated in order to access the business service. Business components may wrap underlying applications or databases from the data and Application layer (see III.D). Business components can be implemented in an object-oriented language like Java. The deployment can be done in a conventional Java runtime environment (JRE) or in an application server, such as Axis2 or Glassfish. Business components should be stateless to ensure the scalability of the architecture and the substitutability of components within this layer. For the sake of brevity, Fig. 1 does omit execution environments on the business service layer.

Ideally, all business services can be shared among all available tenants. However, this scenario is rather seldom, since tenants are supposed to demand varying properties on the business services used in their workflows models. In order to respect different scenarios, three categories of business services are supported: (1) shared business services, (2) business services with service extensions, or (3) standalone business services deployed as Microservices. This paper mainly introduces type (2) and sketches the idea of type (3) briefly. Both variants are introduced as architectural patterns.

**Name of the pattern:** Service extension
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**Problem:** Tenants might expose varying demands on the usage of a business service. Apparently, it seems unrealistic to anticipate the complete externally visible behavior - i.e., the interface - of a business service that tenants might use in the future. This also applies to internal implementation details within the respective business components. By doing so,
the resulting service interface might be bloated with too many service operations. Integrating new operations into the interface might cause the violation of dependencies to existing components that are coupled to the original interface.

**Solution:** So-called service extensions can extend the interface of a business component by further service operations that are part of an extended business service. This pattern is an adoption of the extension object pattern [17], in which objects can act as a host for object extensions that can flexibly be added and removed from that hosting object. The structure of the service extension pattern (see Fig. 7) is a slight modification of the original structure as it leaves out various abstractions and concentrates on the relevant elements. An abstract business component serves as the hosting component that provides an administrative interface for adding and removing service extensions. Again, service extensions implement tenant-specific behavior. For the proper execution of this behavior, service extensions have access to the internal state of a business component. Appropriate access rights must be granted accordingly. The business component itself inherits from the abstract business component. Note that this pattern consciously abstracts from concrete implementation techniques, the inheritance relationship just points out the different responsibilities of the involved elements. In modern component models, such as OSGi, the inheritance relationship might be dissolved, thus, resulting in a business component providing both the functional interface of the business service and the administrative interface.

The *tenant meta data registry* is in charge of managing the different service extensions per involved tenant for a dedicated business service component. Besides, further context data, such as form elements (see Section III C) can be added to a tenant. At design time, component assemblers can use the registry for equipping a business service with selected service extensions for a new tenant. During runtime, the application server can use the registry for querying tenant-specific service extensions. Having identified the necessary meta data describing the service extension, concrete service extensions for a tenant can be deployed in the business component. For new service extensions, an upload mechanism for both the meta data and the actual executable of that service extension (e.g., a JAR-file) needs to be provided.

<table>
<thead>
<tr>
<th>Table. I POSSIBLE QUERIES FOR CONTEXT DATA REGISTRY</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Explanation</strong></td>
</tr>
<tr>
<td>Returns all registered tenants (IDs) of a business component with the ID <strong>compID</strong></td>
</tr>
<tr>
<td>Returns all registered service extensions (IDs) of a business component with the ID <strong>compID</strong> that are associated with a tenant (ID)</td>
</tr>
<tr>
<td>Registers a new tenant with ID <strong>tenantID</strong> to the business component with ID <strong>compID</strong>.</td>
</tr>
</tbody>
</table>

The registry features a hierarchical model to represent associations among service extensions, business service components, and tenants. Owing to the hierarchical nature of the data model, URIs can be used for identifying the meta data.

Consequently, a REST-based interface could be used as the fundament of the extension management service. Table No. 1 shows some example queries that could be applied.

**Name of pattern:** Business service as Microservice

**Problem:** Tenants might insist of having self-contained business services that come with their own database and domain model, which conforms to a shared nothing solution. Isolation of data and services is an absolute must criterion.

**Solution:** Tenants are invited to deploy self-contained business services by means of Microservices [18] into the architecture. Microservices are closed units of deployment with no or a minimal set of dependencies to other services and infrastructure components (e.g., server, databases). Typically, a Microservice has its own domain model, a so-called bounded context. A Microservice contains its own internal application server, such as Glassfish. The deployment can be done in lean execution environments, such as Docker or in cloud-based environments, such as Spring Cloud. The usage of systems like Spring Clouds promotes the scalability of the business service layer and, thus, the entire multi-tenant application. More details on both the theory and implementation of Microservices can be obtained from [18].

C. **User Interface Layer**

This layer consists of user interface (UI) components for involving stakeholders within a workflow execution. In practice, a portal may take over this part allowing the provision of customizable forms. A single form consists of a coherent set of user interface elements, such as buttons or text fields, accomplishing a stakeholder to process data associated with a user task. This data can act as the initial input in the beginning or as an intermediate input during a workflow execution. At the end of the workflow execution, final output data can be displayed. The form rendering heavily depends on the tenant’s usability requirements. So, the rendering process and the data exchange between the portal and the workflow engine must occur under tenant context. The specific form elements (e.g., HTML, CSS fragments) should be stored in the tenant context data registry. The portal accesses this registry upon the rendering process for a specific user.

D. **Application and Data Layer**

This layer consists of existing legacy applications and databases. Databases could be based on data models, such as the relational model or variants (e.g., object-relational). A database can be shared among the tenants. For respecting tenant-specific data, tables for each single tenants or schema extensions to common tables can be inserted. The definition of shared data models for multi-tenant applications is not part of this framework. Different approaches how to organize such data models can be found for instance in [2] or [7].

IV. **Prototype, Future Work**

A first prototype of the SOAdapt framework has been implemented on top of the Activiti workflow engine [16]. Version 6 of Activiti integrates the proposed workflow instance model (see Section IIIA.1) and the tenant context object (see Section IIIA.2), which was contributed to the
project in the context of a joint master thesis project [19]. The workflow instance model follows the approach of having one instance of a workflow engine that accommodates all generated workflow instances. Each tenant has a separate database, thus, guaranteeing isolation of data.

From the workflow patterns (Section III.A.3), pattern "Rule-based control flow" has been implemented based on Drools expert and on top of the workflow engine Doxis4 BPM [20]. An evaluation in conjunction with the German IT-company SER GmbH – the vendor of Doxis4 BPM - confirmed the flexibility of the approach for having flexible control flows. However, the company criticized the complex user interface of Drools for editing business rule and the overall complexity of the rules themselves. Therefore, future work was recommended for improving the definition of rules. First tests revealed no critical performance issues. An in-depth performance analysis e.g., with stress tests has not been carried out so far, but is considered as future work.

A prototype for the service extension pattern is considered as future work. An ongoing project examines the appropriateness of the server Axis2 for implementing service extensions. The tenant context data registry has been implemented as a first prototype based on the Jersey framework.

V. CONCLUSION

This paper has introduced the framework SOAdapt that can be used for the development of adaptable multi-tenant applications that are based on a multi-layered service-oriented architecture. The framework proposes a set of architectural patterns that allow the adaptation of a multi-tenant application in order to respect varying requirements of the involved tenants. SOAdapt also introduces architectural elements for setting up and running a multi-tenant application in a scalable way. First prototypes have been developed.
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I. INTRODUCTION

In the globalized market, the continuous changes in the business context, the increasing customer demands and shorter product life-cycle determine a highly competitive environment that forces manufacturing companies to a continuous alignment of the production and the internal organization. Research in the area of smart manufacturing tries to give an answer to such emerging needs. Indeed, smart manufacturing can be defined as “the dramatically intensified and pervasive application of networked information-based technologies throughout the manufacturing and supply chain enterprise” [1]. In particular, due to the complexity of the manufacturing production processes, a deep understanding of the as-is processes is essential to be able to quickly adapt such processes to new scenarios. This also enables a continuous improvement of the production, preventing bottlenecks, avoiding unexpected behaviors, and minimizing workarounds enforced by the workers. A deep understanding of the as-is scenario was the real need of the manufacturing company, producing professional coffee machines, that motivated our study. After several meetings, we agreed with the management board that an in-depth investigation of the production process is mandatory to continuously improve the way to work. This means learning from the past to better perform in the future.

To this aim, we analyzed the as-is production process using process mining techniques [2]; we applied five algorithms that we evaluated according to quality criteria [3] and complexity metrics [4]. The Inductive Miner (IM) algorithm [5] proved to be the most suitable for the case under study [6]. Together with the production manager, we assessed the discovered process models detecting several unexpected behaviors. This finding prompted the need to understand the issues of such behaviors.

In this work, we use data analysis to investigate the factors influencing the process context [7][8] of the discovered process models. To be more precise, we focus on the correlations between the unexpected process behaviors and the context information. We selected meaningful data from the information system and generated a Data Mart (DM). Then, by the use of On-Line Analytical Processing (OLAP) tools, we outlined several correlations that we reported to the production manager for a better evaluation. As a result, we detected additional issues to consider for enhancing the production process and we provided some recommendations to prevent exceptional behaviors.

Based on the results achieved in the case study, and inspired by the process of Knowledge Discovery in Databases (KDD) [9], we also propose a novel methodology, named Process Deviations Causes Discovery (PDCD). PDCD relies on two main pillars: (i) Process mining for discovering as-is process models; and (ii) Data Warehousing and OLAP for analyzing correlations between the behaviors observed in the mined process and external events. The main aim of PDCD methodology is to achieve a greater awareness of unexpected behaviors detected in discovered process models. Particularly, after mining the as-is processes, the methodology allows to investigate the external factors, namely the context, affecting unexpected behaviors and to provide recommendations for improvements.

The remainder of this paper is organized as follows. Section 2 shows a motivating case study. Section 3 reports the data analysis activity, while Section 4 details the PDCD methodology. Section 5 presents some results coming from the implementation of the methodology. Section 6 provides related works and, finally, Section 7 concludes the paper.

II. UNDERSTANDING MANUFACTURING PROCESS

Here, we use a case study on a manufacturing company. The company produces professional coffee machines, which are exported all over the world. The manufacturing consists of assembling components provided in most of the cases by external suppliers. The production process is spread over six production lines numbered from 1 to 6. Each production line is organized into stations, each with a specific task and identified by letters from A to F. According to the different types of coffee machines, the organization of the stations in
the production lines may vary: lines 5 and 6 have only five stations because B and C are merged and their activities are performed together.

- Station A assembles the frame of a new coffee machine and activates the Radio-Frequency IDentification (RFID) tag associated to it.
- Station B handles the hydraulic system. In the production lines 1 to 4, this station only assembles a portion of the hydraulic system, while in lines 5 and 6 the entire hydraulic system is assembled.
- Station C finalizes the assembly of the hydraulic system (this station is not relevant for lines 5 and 6).
- Station D deals with the electrical circuit.
- Station E performs the testing on several coffee machines simultaneously.
- Station F completes the coffee machine production including the packaging.

The company is assisted by a customized Information Technology (IT) system for managing the production process and all the related activities, such as production planning, reorder point, warehouse management, workers’ support in all production phases, etc. The IT system, named ASCCO, is implemented as Process-Aware Information System (PAIS) [10]. The system also deals with tracking all the information related to the production line (assembly steps and times, faults, fixes, etc.) that are recorded in event logs. We extracted more than 450,000 events related to six years of production of 32 different coffee machines models. We then executed process mining on such event logs using five different algorithms, and we evaluated the results according to specific metrics concluding that the IM algorithm is especially suited for the case under study. These activities have been extensively discussed in our previous work [6].

The process models discovered with process mining showed some behaviors that deviate from the standard production process: the production manager and his staff were partly able to interpret such models and to react accordingly by reorganizing some phases of the production process. Despite that, the production manager required further investigation to explore special “events” that could affect the non-standard behaviors detected. We focused on production plans, workers, fixes and faults detected, customizations and the execution times of stations activities.

III. DATA MART IMPLEMENTATION

In order to make an efficient and comprehensive analysis, we rely on a Data Warehouse (DW) [11]. We started defining the conceptual model according to the Dimensional Fact Model (DFM) notation [12], as shown in Fig. 1, then we proceeded modeling the corresponding star schema.

The investigated fact refers to any single activity (summarized with the letter of the corresponding station) for assembling a coffee machine. The only measure is the execution time, that denotes the time required to perform each single activity, because most of the analysis relies on the COUNT operator for counting the number of items, as performed activities or produced coffee machines, according to the considered dimensions and their combination or aggregation. The dimensions we adopted are the date of assembly, the coffee machine model, the production plan, the engaged operator, faults and fixes accomplished, and the sequence of events (trace) generated by the comprehensive assembly. The dimensions were organized into appropriate hierarchies for enabling different levels of data granularity.

We implemented the Data Mart as a single cube, then we started the analysis through OLAP tools. We executed the interactive analysis involving stakeholders to take advantage of their domain knowledge and insights. The analytical tools allowed us to infer interesting considerations.

A. Findings from OLAP Analysis

We performed OLAP analysis with SpagoBI [13], a Web-based open source suite for business intelligence. The user interface allows a lot of processing, but in some cases we needed to modify the MultiDimensional eXpressions (MDX) query, auto-generated by the tool, in order to insert commands not available in the interface. An outcome of OLAP analysis concerned non-standard production sequences: their trend over time for any coffee machine model is proportional to the number of coffee machines of the same model produced in the same period. This means that non-standard behaviors are not related to special periods, influenced by some specific event, but they only depend on the production progress.

1) Low Execution Time and Unusual Production Line. Analysis results highlighted two unconventional situations at a glance: a large number of stations with low execution times (even less than a minute), as shown in Table 1, and a considerable number of specific coffee machines models produced on lines 5 or 6, rather than on the lines 1 to 4 as specified in the PAIS. An example is presented in Fig. 2.

We evaluated such findings assisted by the production manager and we realized that specific models, during periods of overproduction, are also assembled in lines 5 and 6, by changing the assembly process, rather than in the lines 1 to 4 for which they are designed. Moreover, the low execution times depended on an uncommon use of the traceability system. This issue was not known so far, because the production manager prepares a report on production progress on a daily basis taking into account only the number and type of produced coffee machines regardless of assembly time.

2) Weaknesses of the Information System. The above findings revealed some weaknesses of the information system: the RFID manual reading often leads it to record non effective execution times, while the rigidity of the
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Figure 1. The ASSEMBLY STEP fact scheme.
production tracking system logs the C station activities, using fictitious times, also in the line 5 and 6, for all models designed to be assembled in lines 1 to 4. The management board decided to immediately implement improvements: (1) automating the RFID reading, in order to have absolute start and end time period of activities, (2) introducing more flexibility in the production tracking system and in particular for recording only activities really performed.

These improvements contribute to have a better event log files to be used for future process mining. In addition, tests on the new system for RFID automatic reading proved the effectiveness of such upgrade by logging inconsistent execution times for less than 0.1% of cases.

3) Customizations, Production Plans and Failures Effects. The data analysis on non-standard traces disclosed interesting connections. Many models showed an increase of customizations between 15% and 25% if compared to the global production of the same model. Similarly, the number of performed fixes and reported faults was well above the average values calculated for all the produced machines, in some cases even twice as much for the most common models as shown in Table 2. Furthermore, more than half of the traces were included in a few production plans. The above values do not seem a mere coincidence for coffee machines showing non-standard behaviors in the production process.

4) Knowledge Workers Activity. The assessment of non-standard traces revealed that a few workers seem to perform most of the activities, while in standard traces the workers are homogeneously distributed in stations. Such unexpected behavior, suggested the management board, is due to a few employees who are knowledge workers with a lot of experience, but who do not follow properly the procedures.

5) Information System Exceptions. The investigation also shows that a small part of non-standard traces comes from exceptions generated by the information system. Such traces should be marked to avoid noise in future analysis.

More generally, the observed results were thoroughly assessed by the production manager, who concluded that a good portion of non-standard behaviors was caused by operating procedures not compliant with company guidelines. These attitudes negatively affected the PAIS in recording sequences and timing of activities. The observed facts led the management board of the company to revise several aspects of the production process, and to request an upgrade of ASCCO to reflect such changes in addition to the two updates mentioned above. The planned improvements are presented next.

- New and enhanced operating procedures for the production process that will be properly fulfilled by the workers since exceptional behaviors will no longer be admitted.
- An enhanced alert system, integrated in ASCCO, for (i) reporting in real time exceptional behaviors in order to quickly react, and (ii) warning workers about previous faults encountered in the coffee machine model that they are assembling, in order to prevent the same issues.
- A new approach for performing critical customizations, consisting in specific procedures for assisting workers and different timing than the regular assembling.

IV. PDCD METHODOLOGY

The case study we run confirms how the use of OLAP analysis contributed to a better understanding of the discovered process models. This also contributed to achieve a better awareness and understanding that may be used to reorganize and improve the processes under study. It also helped to generalize the procedure we follow in a wider applicable methodology [14].

Here, inspired by the KDD process [9], we outline a methodology, named PDCD, which, starting from the selection of event logs, leads to improved process models in two steps. (i) Process mining for discovering as-is process models. (ii) DW and OLAP to analyze the correlations between the observed behaviors and external events.

Fig. 3 shows the basic flow of the proposed methodology. It is characterized by a high degree of interaction with the user, and it may require multiple iterations and present loops between some successive steps.

The availability of data is the beginning and the pillar of the approach. Such data may come from one or more information systems or may be gathered from many different sources such as spreadsheets, flat files, emails, etc. and then organized in a uniform and consistent manner.

<table>
<thead>
<tr>
<th>Table 1: Short execution times</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Station</th>
<th>Model</th>
<th>7</th>
<th>8</th>
<th>12</th>
<th>15</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td>3.22%</td>
<td>9.08%</td>
<td>9.09%</td>
<td>2.79%</td>
<td>15.07%</td>
<td>16.98%</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>16.99%</td>
<td>12.63%</td>
<td>15.78%</td>
<td>8.96%</td>
<td>89.20%</td>
<td>86.67%</td>
</tr>
<tr>
<td>C</td>
<td></td>
<td>19.45%</td>
<td>24.80%</td>
<td>33.27%</td>
<td>38.06%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>D</td>
<td></td>
<td>7.19%</td>
<td>13.95%</td>
<td>26.39%</td>
<td>4.47%</td>
<td>18.92%</td>
<td>21.80%</td>
</tr>
<tr>
<td>E</td>
<td></td>
<td>90.42%</td>
<td>86.70%</td>
<td>76.15%</td>
<td>57.83%</td>
<td>81.22%</td>
<td>85.77%</td>
</tr>
</tbody>
</table>

Figure 2. Two samples of coffee machine types assembled also in lines 5 and 6 even though they should be assembled on the lines from 1 to 4.
The first step, Extraction, consists of extracting suitable events from the available data, as input for process mining. Events extraction means, firstly, to determine the appropriate information for the process, in order to produce an event log choosing only those data closely related to the scope of the analysis. This is necessary because, according to the adopted standpoint, it is possible to extract different event logs from the same data set. Event logs are usually stored in one of the typical formats: eXtensible Event Stream (XES) or Mining eXtensible Modeling Language (MXML).

The second step, Process mining, is applied to discover process models. It includes the choice of the process mining algorithm(s), the initial settings, such as parameter values, conditions or termination criteria, and the option to convert the resulting model into a different notation. The algorithms are generally chosen based on their characteristics and experiences performed in the same or similar domain. Sometimes, it is required to proceed in an empirical manner by applying several algorithms, and then determining which algorithm is the most suitable to the case under study using quality measures [3] and complexity metrics [4]. The most feasible process models will be used in the next steps.

The third step, Evaluation, is about evaluating the discovered process models: they are assessed and analyzed involving interested parties to understand the actual behavior of the system under study, and eventually comparing it with the desired behavior to focus on exceptions, and then making assumptions on the overall observed behavior.

The fourth step, Data selection, is about creating a target data set: the understanding of the actual process behavior and the assumptions made in the previous step, suggest the data subset to be selected for further investigation, among all the data initially available, in order to find probable connections to external causes related to the observed process.

The fifth step, Preprocessing, is data cleansing and transforming. It includes all the operations required to improve the quality of data selected in the fourth step, such as converting types and formats, removing duplicates, managing conflicts and inconsistencies, concatenating or separating relevant information, and defining methods for handling missing and unknown values. The outcome is a consistent, homogeneous and correct data set.

The sixth step, Data modeling, is building a Data Mart. It includes the conceptual design, for determining facts, measures and dimensions with related hierarchies, the logical modeling, for expressing the multidimensional model, e.g. the star or snowflake schema, the physical implementation, namely creating data structure according to the multidimensional model, and, at the end, the data feeding.

The seventh step, OLAP analysis, is finding correlations by using OLAP tools, with which to explore and analyze multidimensional data for outlining relationships between discovered process behavior and external factors impacting on the process, e.g. people involved, seasonal patterns, workload and resource availability, process misapplication. For this purpose, a domain expert is asked to actively interact with such tools drilling-down, rolling-up, slicing and dicing, and pivoting, for generating several meaningful outcomes in form of (hierarchical) tabular data or charts for more friendly investigation and comparison.

The eighth step, Interpretation, is inferring the analysis results: specialists try to give a basis to the assumptions made, discarding those improbable, confirming the most probable, or requiring further investigation. This could lead to additional iterations returning to any of the previous steps.

The ninth and final step, Discovered knowledge enactment, is managing the new awareness on processes: implementing discovered process models in information system, if process-aware, or using such models to replace, or partially modify, the current ones, or simply using them as new reference models, for reorganizing the real processes to reflect new models, preventing the recurrence of specific deviations and exceptions, as well as providing guidelines and recommendations to process improvement.

Figure 3. PDCD Methodology: Steps Overview.
V. RESULTS AND DISCUSSION

The proposed methodology proves to be effective in the considered case study, leading to good results in getting a full knowledge of actual production processes and related context. The process mining activity alone allows to discover as-is processes, by providing models that ensure a close correspondence to the actual behavior of the processes because they are generated based on real event data. Therefore, the discovered models represent processes as they are actually performed during the examined period, but they did not provide any details about specific observed patterns.

One issue that often arises from stakeholders during the evaluation of a process model is “why this sequence of activities?” The answer can rarely be inferred from the model itself. In our case study, it was not possible to answer such question even if the model presents a small number of activities. This became more and more complex in case involving a higher number of activities. In practice, it is only possible to make assumptions, which, however, must be validated in order to be “converted” into an answer.

The main goal of our methodology is precisely to try to give such answers. To this aim, the assumptions provided by the process experts are relevant for choosing the information to be investigated. This avoided to persist on irrelevant data or data not related with process under examination. The decision to address the DW world and to use OLAP tools revealed all the benefits in performing data analysis in a flexible and structured manner, observing information from different viewpoints and at different levels of detail. Furthermore, the data analysis phase cannot ignore the involvement of domain experts for attaining substantial results that will be further assessed by the same experts. The resulting suggestions could be used for:

- Accomplishing a new full cycle after generating more appropriate event logs;
- Repeating the analysis integrating the already used information, or using a different set of information;
- Establishing criteria to simulate changed processes, for checking the runs of processes before upgrading;
- Defining guidelines or take measures to improve processes and limit the exceptions.

The use of a systematic approach to provide criteria by which to argue the observed behavior in process models discovered by process mining, represents an added value to acquire a deeper understanding of the entire process. In addition, if the discovered model may be compared to a standard designed model, such criteria should support further assessment of detected deviations. Further assessment could determine which deviations to keep on the new process model and which ones to consider just as exceptions or, even, which ones to avoid because counterproductive.

VI. RELATED WORK

To the best of our knowledge, there are no previous works that merge process mining and data analysis for discovering process models and then investigating external factors affecting such processes. The external factors are usually identified as the context of the process. In Business Process Management (BPM) the concept of context has several facets: in [8][15], it is described as the environment in which a business process may be used, while in [16], it is “The minimum set of variables containing all relevant information that impact the design and execution of a BP”, and in [17], the context is “any information reflecting changing circumstances during the modeling and the execution of a BP”. The work in [7] outlines the importance of considering the process context for improving BPs, learning from past experiences. In the above works, the concept of context is introduced to explain the benefits of the context-awareness in the BPM scope, and, in particular, in BPM design. However, also process mining techniques, as highlighted for the first time in [18], may greatly benefit in considering the process context, that is categorized into four classes: instance context, process context, social context and external context. In our work, we mainly considered the instance context, namely the factors that influence the singular process instances such as product customizations, assembling times and fixes.

The proposed methodology, inspired by KDD process [9], merges the BPM and DW. In particular, OLAP techniques are used to better understand the process models discovered by process mining, and the external causes, i.e., the context. A similar idea is in [19] where an approach for analyzing and preventing exceptions in BP is described. However, such approach is based only on generic Data Warehousing and data mining techniques. No process mining is applied and exceptional behaviors are defined by conditions over process execution data, i.e., subjectively, instead of comparing discovered models to standard ones.

In literature, there are further works that combine BPM and DW, with an extensive discussion being presented in [20]. The work in [21] describes a multidimensional approach for process modeling which enables the mapping of different aspects of a BP into a data cube and the support for a wide range of analysis. Such approach deals with only numerical data, a drawback overcome in [22] where the concept of OLAP data cube is merged with BP formalizing the notion of Process Cube. In Process Cube, events and process models are organized using different dimensions, and slice, dice, roll-up and drill-down operations are reformulated to be consistent with the new data structure. Improved versions of the Process Cube framework are the Process Mining Cube tool [23] and the PMCube explorer [24], that allow a more detailed multi-dimensional representation of a business process for a proper analysis.

Other works that combine BPM and DW, without merging them, show data mining as the main pillar. In [25] data mining is integrated with BPs for enabling an agile and exhaustive analysis of processes. Moreover, a methodology for successfully reusing data mining solutions during integration is introduced. Inspired by such approach, a formal framework for BP redesign is proposed in [26]: operational data collected during process runs are mined to explicitly represent the dynamics of the BP. This allows to re-design the process more efficiently. In [27] data mining is used to support decisions on resource allocation. Process context data, extracted from past process executions, are
mined to acquire new knowledge for guiding optimal resource allocations in new process instances.

In summary, no work has so far combined process mining and DW as we did in this paper. They are strictly related for achieving a thorough knowledge of discovered processes by exploiting the context information, but they are not merged in order to quickly implement improvements in each single stage, such as a more efficient process mining algorithm or a better design of data cube.

VII. CONCLUSION AND FUTURE WORK

In a competitive and globalized business context, manufacturing companies need to adapt rapidly to new conditions in order to advance. Furthermore, production processes in the manufacturing field are quite complex, so it is needed to have a comprehensive understanding of such processes in order to adapt them to the new settings. In a case study, we investigated, in collaboration with domain experts, the process models discovered with process mining algorithms. We selected a large set of data from the company information system, we run process mining and we built a Data Mart. Using OLAP we then performed a thorough analysis and submitted the results to the production manager and his staff. Their interpretation contributed to a deeper understanding of the observed behavior and led to feedback on how to improve the production process.

We also generalized the approach by proposing a methodology for achieving a better awareness of the process models discovered with process mining.
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I. INTRODUCTION

Various educational organisations are increasingly adopting e-learning/Technology-Enhanced Learning (TEL) due to their ability to meet different e-learners’ needs and work with newly innovative e-learning models, such as connectivism and self-regulated learning [1]. This application of e-learning technologies differs from one organisation to another, which necessitates having a well-specified and generalised e-learning model. In this context, learning is the act by which behavioural change, knowledge, skills and attitudes are acquired [2], which can be described as a learning process. A process, from a computational perspective, involves activities which are performed by certain entities (i.e., human and/or machine) working in collaborative groups to achieve specific business goals [3]. However, evolved e-learning models rarely adopt the business process concept, which negatively impacts their agility and capability to respond to e-learners’ demands [4]. Thus, this paper is an attempt to understand widely published models of e-learning business processes, classify these processes, and then generalise them to form a generic e-learning business process that is pedagogically sound and can adapt to different learning paths/processes based on e-learners’ context.

The rest of this paper is organised as follows: Section II discusses related work; Section III describes the proposed approach to deriving a generalised business process model from a set of related business processes having the same goal; Section IV applies and demonstrates the generalisation approach/process in the e-learning domain; Section V discusses the proposed approach and reflects on the results of adopting a case study-based evaluation approach to determine the effectiveness of the proposed generalisation method; and Section VI concludes the paper with future research directions.

II. RELATED WORK

There exist various e-learning/TEL models, such as the Learning Management Systems and Learning Objects where the emphasis is on the role of technology in supporting learning and teaching. Such models are practice models; henceforth, they are considered as e-learning artefacts, mainly to distinguish them from pedagogical models underpinning e-learning. This section reviews both types (i.e., e-learning artefacts and pedagogical models) in order to form a better understanding of e-learning processes and potentials to improve these processes. Therefore, this section is divided into the following two sub-sections: (i) e-learning artefacts and (ii) e-learning pedagogy.

A. e-Learning/TEL Artefacts

The continuously changing learning contexts (e.g., learners’ demands, institutional settings, subjects taught, etc.) have led to the proliferations of diverse e-learning artefacts. These artefacts stretch from simple ones, such as Learning Object (LO) through complex ones, such as Instructional Management Systems Learning Design (IMS LD). This section reviews three e-learning artefacts and reflects on their process-related concerns. First, LO is the essential element that exists in all other artefacts. LO usually refers to: (i) instructional contents developed to address certain learning objectives, (ii) assessment activity, and (iii) metadata to describe the LO and make it discoverable [5]. In spite of LO strengths, such as reusability and interoperability, it is content-oriented and lacks the well-structured representation of learning concerns, which limits its pedagogical value [6].

Second, the proliferation of different Educational Modelling Languages (EML), such as the Open University of Netherland EML (OU EML) [7] and the UNED University EML (PALO) [8] represent an advanced step towards decoupling the learning process from its contents instead of
having content-oriented artefacts (e.g., LO), where contents and processes are highly coupled. According to [9], OU EML has been acknowledged as the most powerful and expressive EML; and therefore, it has been standardised by the IMS Global Learning Consortium under the title “IMS LD”. IMS LD embodies a containment framework of elements that can formally describe the design of any teaching-learning process/scenario [10]. It is the only interoperability specification that allows designers to describe Units of Learning (UoL), where a UoL is the smallest unit providing learning events for learners, satisfying one or more interrelated learning objectives [11]. However, IMS LD has shortcomings that include: (i) lack of flexibility (e.g., tiny changes to contents are not possible unless essential modifications to the activity structures, act, role-part, method, properties and conditions are done), (ii) interoperability-oriented concerns (e.g., cannot save or retrieve information to/from external sources) [12], (iii) dynamic grouping for users is not possible, (iv) user behaviour is not recorded, (v) adaptation is limited (i.e., no adaptation based on previous user behaviour), and (vi) complexity, since it works as an integrative layer with other specifications [13]. Further limitations are discussed in [14].

Third, the above-mentioned limitations have led to the development of more process-oriented e-learning artefacts, such as Workflow-based e-Learning Platform (WeLP) [15]. WeLP aims at facilitating and enhancing the performance of e-learning systems through separating processes (i.e., activities, roles, conditions, etc.) from other e-learning ecosystem components, such as e-learning contents and other technical components. To do so, e-learning procedures have been divided into the following four aspects: (i) teaching that targets lecturers, (ii) learning that targets students, (iii) administration that targets administration and personnel, and (iv) infrastructure that targets infrastructure, technical experts and technicians. These four aspects represent four sub-processes that will be used to plan and design the process of various e-learning activities. Each process represents a list of activities that ensure its successful implementation. However, WeLP remains at the very high level of abstraction, leans toward design, and lacks a real evaluation that can prove its impact in terms of developing better e-learning platforms. It intuitively analyses the relationships between the proposed sub-processes and activities but lacks detailed specification of activities. For instance, material delivery is a process by itself and cannot be squeezed into one simple activity.

To conclude, process-based approaches are either: (i) not adopted in e-learning artefacts systems (e.g., LO), (ii) semi adopted (e.g., IMS LD) but in a very complicated approach where the e-learning process is cemented into the system, (iii) adopted in a superficial way where underpinning pedagogy is ignored, or (iv) remains at the concept/abstract level (e.g., WeLP).

B. e-Learning Pedagogy

As stated above, all e-learning artefacts are underpinned by certain pedagogical models or theories. Therefore, significant analysis for the available pedagogical strands is necessary to inform the e-learning processes derivation. Developing a proper understanding of e-learning pedagogy enables us to: (i) formally specify available e-learning models, (ii) understand how these e-learning models can be used by stakeholders, (iii) generalise these process models, and (iv) better decide what contextual information is needed to customise the generalised model for each learner based on his/her needs. There exist two schools of thought regarding understanding pedagogy. The first school does not believe in theory because the learning phenomenon cannot be explained by simple theories [16]. The second school, adopted in this research, believes that learning theories are essential to understand pedagogy [17]. Being the proponent of the second school of thought, it is worth recalling that there is no agreement on one single classification for pedagogical strands. In addition, this research embraces Greeno et al.’s classification [18], where learning can be understood through the following three broad perspectives.

First, we have the associationist perspective, where learning is the process of connecting the elementary mental or behavioural units through a series of activities. Various learning theories/processes fall in this perspective, such as instructional design and direct instructions [19]. Second, there is the cognitive/constructive perspective, where learning is about achieving understanding. Learning here is interpreting and constructing meanings, while knowledge acquisition is the outcome of interaction between learner’s new experiences and his/her previous structures/understanding. Learning by doing and problem-based learning fall in this perspective. Third, we have the situative perspective, where learning is situated in various social practices and contexts. The e-learners’ relationship with their community shapes their knowledge, learning outcomes and ability to learn by participation [20]. Connectivism and community of practice learning theories fall in this perspective [21]. As explained above, each perspective encompasses various learning theories, but a more detailed discussion remains beyond the scope of this research. The next section proposes a manual method to develop a generalised business process model from a set of related business processes having the same goal.

III. THE PROPOSED APPROACH TO DEVELOP A GENERALISED BUSINESS PROCESS MODEL FROM A SET OF RELATED BUSINESS PROCESSES HAVING THE SAME GOAL

Process-based systems consist of various business processes. These business processes collectively aim at achieving the same business goals and objectives, but they may vary in the design of the process details (e.g., workflows, interactions, concurrent or sequential flow of activities, means of achieving the same objective and approaches to attend the tasks, etc.) Often, domain specific business processes possess common characteristics which can be generalised to promote reusability, consistency and interoperability among different business organisations. For instance, the direct instruction learning process refers to learning by following instructor-designed learning processes, while the self-regulated learning process refers to self-planning, self-monitoring and self-assessment for learning
processes. So, the goal of both processes is the same, but they use different mechanisms to achieve that goal. Therefore, an effective generalisation approach is needed. To do so, first, the existing e-learning literature is surveyed, which includes: e-learning artefacts, pedagogical models, various e-learning designs and principles adopted in authoring tools. Second, business process modelling (e.g., Business Process Modelling Notations (BPMN)) and business process architecture (e.g., Riva method) literature is reviewed. Third, lessons learnt from the previous two steps have been used to develop the proposed generalisation approach. In this respect, Riva is a methodological approach [22] to derive business process architectures for a certain organisation from its essential business entities. Riva and BPMN work on two different levels, the former targets the process architecture (i.e., more abstract level), while the latter targets the activities implemented to achieve process goals. Investigating related literature from both domains (i.e., business process modelling/architecture and e-learning) helps devise the proposed approach from different perspectives. For instance, Riva steps in classifying Essential Business Entities to identify Units of Work and considers different analytical perspectives/abstraction levels have been adapted to deal with the domain-specific concerns from a process perspective. The proposed generic method to generalise business processes is based on the following steps:

1.- Analyse all available business processes, their goals, activities, pedagogic models/theories influencing them and determine the boundary of these processes. This allows us to obtain insights about different e-learning processes, their scopes and whether they can be formally modelled using BPMN visual notations and corresponding machine readable formats (e.g., XML Metadata Interchange (XMI) and XML Schema Definition (XSD)).

2.- If necessary, classify the early-identified business processes based on domain-specific concerns to bring further coherence to the proposed processes/activities (e.g., as depicted in Fig. 2: e-Learning Process (LP) 1 to LP 9 have been classified in three different categories). This classification can help in capturing the semantics of various e-learning processes.

3.- Identify all process elements which include: (i) flow objects (events, activities and gateways), (ii) data (data objects, inputs, outputs and data stores), (iii) connecting objects (sequence flows, message flows, associations and data associations), (iv) swimlanes (pools and lanes) and (v) artefacts (group and text annotation). Some of these elements (e.g., text annotations) help to capture semantics of specific activities, which can be useful later on for business process enactment and execution in a Service-Oriented Architecture (SOA)-enabled environment.

4.- Detect the common process elements and the special/unique ones from the early-identified process elements (i.e., the outcome of step 3). For instance, user login and set profile are common activities in various processes, while plan your e-learning activity is not common.

5.- Generalise the special/unique process elements (e.g., the following two activities: (i) “study a particular learning lesson” and (ii) “perform the following instructions” can be generalised in the following activity: “participate in the specified learning activity”). Careful considerations for the terms used is needed as they reflect different underpinning learning approaches (e.g., “perform” usually entails participatory learning while “study” does not).

6.- Define and specify the rules and the conditions that are essential to customise the generic e-learning process for a certain e-learner (i.e., generate a specialised business process from the generic one). For instance, define the following rule: e-learning process combines Self-Regulated Learning (SRL) elements for those e-learners who have metacognitive skills. Such rules allow selecting the suitable process elements from the generalised business process elements. Specifying this rule requires adopting certain specification/standard that is suitable for this research context (i.e., capturing the semantics of e-learning processes). For this research, the Semantic Web Rule Language (SWRL) has been selected due to its expressiveness and automated reasoning capabilities. Also, it is compatible with Web Ontology Language (OWL), which is used for contextualising e-learning processes. The above rule is translated to more machine readable format (e.g., “if then else rule”). For example, ‘If a particular e-learner has metacognitive skills then suggest SRL elements for his/her e-learning process’. In order to perform automated reasoning at process execution time, the above rule is translated to SWRL specifications, as depicted in Fig. 1. A SWRL rule is composed of: (i) antecedent and (ii) consequent, that are separated by “⇒”. Both antecedent and consequence are composed of atoms connected with conjunctions, where conjunction is represented as “&”. Once the antecedent atoms are true the SWRL rule fires and execute the atoms on the left hand side. SWRL rules are executed using a software reasoner.

![Figure 1: SWRL Rule Syntax](image)

7.- Make the information required to execute the early-specified rules available (i.e., types of e-learner skills should be modelled in the e-learner behavioural model in order to make the above-mentioned rule executable). This is expressed in Fig. 1 by the atom matchLax(?str, "Metacognitive").

8.- Identify, if any, potential conflicts between process elements (e.g., SRL e-learning processes contradict with Direct Instruction, especially in selecting learning goals.)
This has essential consequences on the process’s roles and their actions.

9- Resolve the discovered contradictions by introducing intermediate process elements, further rules or making assumptions necessary to accurately specify the business process. For instance, “Decide Learning Approach” activity has been added to the generic eLearning process model, where this activity is backed by certain SWRL rules.

10- If the early-identified business processes have been classified, then make one level of generalisation for each category. For instance, in Fig. 2: LP1, LP2 and LP3 have been generalised and led to Upper-Level eLearning Process (ULP1) and similarly LP4 to LP7 have been generalised and led to ULP2 and so on.

11- Perform another level of generalisation for the outcome of the previous step (i.e., the early-generalised processes) using steps 4 to 10. For instance, ULP1, ULP2 and ULP 3 have been generalised and led to the generalised e-Learning Business Process.

12- Cross-Verify whether the generalised e-learning process model can adapt all different detailed process models and their activities by going through the generalised process model and confirming its ability to accommodate elements from the early-identified detailed e-learning processes.

In the next section, the above-proposed approach will be applied in e-learning domain to check its effectiveness in generalising an e-learning process model that could meet various e-learners’ requirements.

IV. APPLYING THE PROPOSED APPROACH TO DEVELOP A GENERALISED E-LEARNING BUSINESS PROCESS MODEL

This section covers the following three concerns: (i) applying the early-proposed approach in e-learning domain to develop a generalised e-learning business process, (ii) the nine detailed e-learning business processes and (iii) the generalised e-learning process model.

A. The Proposed Approach to Develop a Generalised e-Learning Business Processes

This sub-section demonstrates how the early-proposed approach is applied in the e-learning domain. As previously mentioned, e-learning processes have not been properly identified which necessitates carrying out a thorough analysis for pedagogical theories and models underpinning e-learning artefacts as indicated in the first step. This has led to identify nine e-learning processes, as described in the next sub-section. Second, the nine e-learning processes have been classified, as depicted in Fig. 2, based on domain-specific (i.e., pedagogical) concerns and scoped to cover learning-oriented aspects only. Third, all process elements have been identified. Fourth, common and unique elements have been identified. Fifth, various unique elements have been abstracted using generic terms, such as participate in assessment activities, where assessment can take different forms stretching from simple quizzes through project-based approaches.

Sixth, rules have been defined to explain which form will be chosen for a certain e-learner. Seventh, all constructs (e.g., feedback score, previous learning styles, etc.) required to execute the early-defined rules have been made available. Eighth, some contradictions (e.g., self-regulated e-learning processes versus instructor-directed ones) have been identified and resolved, as indicated in step nine, by introducing intermediate process elements. Tenth, three detailed e-learning processes have been developed. Eleventh, a final generalised e-learning process has been developed out of the outcome of the previous step. Twelfth, the final generalised e-learning process has been evaluated to ensure the inclusion of all detailed e-learning process elements, as will be explained later.

![Figure 2: The Generalised and Detailed eLearning Processes](image-url)

In this way, the generalised e-learning process is driven by pedagogy and informed by practice e-learning models. In the next two sub-sections, the nine e-learning processes will be briefly described under their classification, as depicted in Fig. 2. Then, the generalised e-learning process will be introduced.

B. The Detailed e-Learning Business Processes

This section covers nine detailed e-learning processes according to their pedagogical perspectives, as follows.

**Associationist e-Learning Processes**, which consist of the following three e-learning processes. First, there is the Instructional Design (ID) e-learning process, which is a typical behavioural/associationist e-learning process. Like any other e-learning process, ID e-learning process starts with common login activities. Successful candidates will be able to explore the learning space provided by the e-learning system to the learners to interact with contents/activities and perform all the tasks to accomplish their goals. Then, the e-learners will be able to select the topic required to study, perform the learning activity (e.g., read the learning objectives and proceed to the lesson if they wish). To check e-learners’ understanding, they are supposed to participate in the assessment activity specified by the instructor, which will usually lead to useful feedback. This feedback is automated and is quite generic - not specific for each e-learner. Well-designed ID processes embody remedial contents for those...
who were not able to accomplish their objectives. e-Learners are allowed, in such e-learning processes, to seek support from academic staff or initiate collaborative activities with their peers.

Second, there is the Intelligent Tutoring Systems (ITS) e-Learning Process. ITS represents a wide spectrum of systems evolved in different ways that adopt various mechanisms including expectation and misconception tailoring, constraints-based modelling, model tracing, separate in class instruction, integrated class instruction, feedback provision, and misconceptions modelling. The ITS e-learning process based on misconception modelling will be modelled to represent this type of processes because modelling the expectation and misconception based on principal instruction is very common in ITSs, as shown in different studies (e.g., [23]). The main added value of ITS process is its ability to deliver a specific learning to each e-learner based on his/her model as well as the mechanism provided to provide feedback to e-learners.

Third, Direct Instruction (DI) e-learning process offers more emphasis on the practice and consequently acting up on this practice via feedback. Therefore, the e-learner behaviour is observed by instructor in order to provide the relevant feedback that is suitable for the e-learner progress towards the attainment of the learning objectives. Observation can take different forms and similarly feedback as well. Feedback is composed of: evaluative part, which is related to the learning outcome and indicates the performance level achieved and the informational component, and consists of additional information relating to the concept, task, mistakes or how to proceed [24].

Cognitive Constructive e-Learning Processes, which includes many processes. Below are some of the most used processes in current artefacts. First, we have Problem-Based e-learning process (PBL). PBL is not problem solving, but it ensures that learning happens in the context of problem solving or real world scenario. It is composed of the following steps [25]: (i) identify concepts of the problem that need clarification, (ii) define the problem, (iii) analyse the problem, brainstorm about solutions or causes, (iv) structure solutions or causes, (v) state learning objectives, (vi) self-study directed towards learning objectives, and (vii) report things learned and application to the problem. Usually, assessment is measured against competencies acquired to show mastery in the field.

Second, Self-Regulated e-Learning (SRL) process occurs when the e-learner takes the initiative with or without the help of others to diagnose their learning needs, formulate learning goals, identify resources for learning, select and implement learning strategies and evaluate their learning outcomes [26]. The SRL process is composed of the following activities [27]: (i) plan, e-learner provides input...
regarding goals, preferences (e.g., profile-setting), (ii) prepare, e-learner finds and selects learning resources (e.g., explore or find contents), (iii) learn, e-learner works to attains knowledge, skills and competences using learning strategies and techniques (e.g., time management), and (iv) reflect, e-learner reflects and reacts on strategies, achievements and usefulness (e.g., self-evaluating).

Third, there is the Recommender Systems (RecSys) e-learning process. RecSys is applied in various domains, however, its application in e-learning significantly varies because of e-learning particularities (e.g., long terms educational goals) [28]. RecSys internal process focuses on two main aspects, either recommending learning resources or finding peers who share interests, goals and characteristics with the e-learner. Each type has different sequence of activities (e.g., finding peers RecSys check the e-learners’ history to identify e-learners with similar learning patterns). In contrast, resources’ recommendations RecSys require further check for the learning model, the domain model and the previous feedback.

Fourth, Adaptive Systems e-learning process varies from one system to another, but generally consists of extracting the e-learner model, checking which learning goal, objectives or tasks need to be accomplished, checking the domain model to capture the proper content suitable for that learner, as well as proper presentation techniques, presenting contents and finally updating learner model based on feedback.

Situated e-Learning Processes, which covers two main processes. First, Communication/Participation-based situated e-learning process that is dominated by the learner participation and communication with peers and instructor to learn new concepts. It shows how interactions can be done in situated learning environments. In such learning processes, the instructor is mainly facilitator rather than instructor. Connectivism learning theory is an active example on this category because it shows the roles of the non-human appliances in learning processes [21]. Second, we have Virtual-Enhanced e-learning (VEL) or Game-Enhanced e-Learning (GEL) processes, which represent the use of virtual world and game-enhanced e-learning systems. Such models establish an identity for each e-learner, allow the e-learner to explore the whole environment, plan for progress, work according to plan, gain some achievements as a result of understanding the concepts or the knowledge presented and proceed with the next steps [29]. Generalising the above-mentioned e-learning business processes is introduced in the next section.

C. The Generalised e-Learning Business Process

Fig. 3 shows the final outcome of applying the early-proposed approach to develop a generalised e-learning process that can lead to different e-learning processes based on the hybrid input captured from the e-learner’s context. This context must have different behavioural information about the e-learner (e.g., his/her knowledge and learning preferences), topics, programme, peers, institutions, etc. The generalised e-learning process includes the following three roles: the e-learner, the instructor and the e-learning system. Generally, this e-learning process model consists of four key activities, as detailed below.

First, the e-learner needs to login into the system. This includes certain seamless activities (e.g., check the e-learner’s credentials) to be carried out by the system. Then successful login leads to initiating the early-specified “learning space” where the e-learner sees whatever is available on the system (e.g., modules and courses). The Learning Space provides contents/activities (e.g., learning or assessment activities) designed by instructors. However, the learning space and other activities in the business process model are adaptive, dynamic and responsive as they differ from one e-learner to another. This is mainly because this e-learning business process model is supported by a comprehensive ontological model that captures the semantics of the e-learning process to meet the demands of the e-learner. This ontological model has been developed based on a detailed survey of e-learning models and artefacts. This ontological model can not be covered here in detail due to space limitation and hence will be covered elsewhere.

Mainly, it consists of the following eight main constructs: (i) eActor: models roles, which interact with the software system for certain purposes, (ii) e-Learning Facilitating Tool: models the wide range of software tools (e.g., wiki, e-mail, etc.) used in e-learning context to facilitate and support e-learners, (iii) Pedagogy: models different pedagogical strands/classification of various e-learning processes, (iv) Learning Process: involves activities which are performed by stakeholders to achieve specific goals, (v) eActivity: models actions done by a specific actor (e.g., e-learner) using a facilitating tool or combination of them to achieve a goal, (vi) eContext: models information that characterises the situation of an entity (e.g., location of learning, environmental attributes, etc.), (vii) eContent: models subject domain contents available for e-learners and (viii) Presentation: models the way chosen by a specific actor (e.g., instructional designer) to deliver contents.

For the above ontological model, a large number of classes, properties and relations have been designed and developed. Using the above details, the generalised e-learning process can be adapted for a specific e-learner behavioural model, which includes his/her skill, knowledge, preferences, etc. Second, the e-learner initiates his/her e-learning process and performs the specified activities. This includes various variations based on the captured contextual information, as explained above. Third, an assessment step is needed either by quick quiz, project or other formative assessment tools in order to assess the e-learner’s understanding for the presented topic and update his/her model accordingly. Fourth, a decision needs to be made whether the goal of the early-initiated e-learning process has been met or not. If so, the process will be terminated, otherwise the goal or other process elements (e.g., learning contents) need to be further refined to achieve the overall goal of the e-learning process.

As explained in the above discussion, significant variations of the generalised e-learning process can be achieved through out the conditions and gateways available in the BPMN model. One variation could be pure
behavioural e-learning process, where the e-learner role remains at the minimum level (i.e., knowledge recipient). Another variation could be self-regulated or problem-based learning process, which allows further participation. A combination of various elements from both types (i.e., a hybrid e-learning process) is possible, as well. This reflects the dynamic nature of the e-learning process. One additional note here is the different interpretations of e-learning activities. For instance, self-regulation and self-monitoring processes might be used interchangeably by some of the e-learners, while they are not, because the latter represents only one phase of the former. To resolve this issue, we have broken them into more obvious sub-tasks (e.g., identifying management strategies and refining goals) to make the e-learning process more traceable and achievable. Finally, it is worth mentioning the scope of the above-developed generalised e-learning process since it only reflects fine-grained learning-oriented processes that occur as part of a module. Coarse-grained processes that can cover module or programme scale or non-learning-oriented processes are not covered in this research and will remain for future work.

V. DISCUSSION

The proposed generalisation approach is a bottom-up approach, where various e-learning processes have been reviewed from the literature and underpinning theories. The proposed approach to develop a generalised business process from a set of related business processes comprises practice (i.e., how the work is done) and theory (i.e., models/theories underpinning business logic). In this case, the generalised e-learning business process model can be described as driven by pedagogy and is informed by various e-learning practice models. This is based on the lessons learnt from the educational domain where e-learners rarely follow one learning theory/approach to achieve their learning objectives [30]. They usually combine elements from different e-learning processes which can be achieved by the proposed hybrid and generic e-learning process model.

Incorporating pedagogy in various stages of developing the generalisation approach is essential since pedagogy explains the added value of using technology in education. For instance, wiki can be used for various purposes, but proper use of pedagogy (i.e., careful consideration for: (i) planning for learning process including the e-learner goals, preferences, knowledge, etc., (ii) the goal of the e-learning process, (iii) the overall settings of the organisation, etc.) can make the use of wiki educationally effective. The adopted classifications of the nine e-learning process models according to their pedagogical strands illuminates further reflections on understanding how different e-learning processes are driven and how they can be assessed against the attainment of their final goals. It also shows the role that Business Process Modelling Notation can play in documenting such rich and dynamic processes and to what extent these technologies can capture the semantics of the e-learning domain. Additional feedback on the modelled e-learning processes is expected to be gained from domain experts and other stakeholders (e.g., instructors, e-learners, institutions, etc.) because modelling processes in BPMN allows them to be understood by non-technical audience, and therefore pave the ground for process improvement.

Various evaluation methodologies have been used to evaluate similar artefacts, such as: dataset-driven evaluation, user studies and real life testing or case studies. Dataset-driven or offline experiment evaluation approaches are widely used in evaluating e-learning artefacts [31]. Datasets used in such experiments can be: (i) extracted from a real system interaction history or (ii) artificially constructed to test the validity of the proposed approach [32]. Real case studies are challenging to adopt due to: (i) the comprehensiveness of information required about pedagogy, learning style, learner knowledge, etc. which means that current e-learning systems do not have such a comprehensive set of data, (ii) time restrictions, (iii) the need for a mature system instead of a prototype, and so on. Therefore, the early-proposed generalisation approach has been evaluated bottom-up by designing a hypothetical case study to test its effectiveness. In this case study, representative and sufficient enough cases have been devised which are based on certain assumptions to check whether the generalised e-learning business process can adapt different e-learning processes/paths. In other words, it tests whether it is possible for a certain e-learner to receive a tailored e-learning business process based on his/her learning profile?

To realise the above-mentioned data-driven approach, the following experimental setup is used: (i) PC with MS Windows 7, service pack 1, 64 bit OS, 4.00 GB RAM, (ii) Eclipse Java EE IDE for web developer version: MARS.1, release 4.5.1, (iii) BPMN 2.0, (iv) Protégé Ontology Editor to develop the e-learning ontological model, specify and instantiate it using Web Ontology Language (OWL 2.0), (v) Pellet Reasoner and (vi) SWRL (Semantic Web Rule Language). For testing, a set of comprehensive test cases/scenarios, acceptance criteria have been derived from the generic e-learning framework requirements [1] and details are covered elsewhere due to space limitations. As a result, the proposed approach demonstrates its ability to deliver behavioural, cognitive or situated e-learning processes based on the e-learner’s contextual information. It also confirms its ability to construct a hybrid e-learning approach via combining elements from different categories (e.g., self-regulated e-learning and game-based e-learning processes) based on the e-learner information. Therefore, the proposed e-learning process model is pedagogically independent because various pedagogical models can be equally represented. In addition, it is computationally independent because a standard-based approach has been used for modelling purposes.

This work paves the ground for developing a more mature prototype, where real case study and real users are involved to test the validity of this approach in meeting various e-learners’ demands through a flexible process-based approach. Enacted business processes will be orchestrated over cloud or SOA-enabled environment so that stakeholders or e-learners’ demands can be met through a set of software services. Also, the proposed approach and the generalised e-learning business process model is technology independent and have no restrictions if compared to other solutions, such
as IMS Learning Design. It is also more detailed in terms of covering several e-learning scenarios that could be applied in different disciplines. Additionally, it handles the e-learning processes in a more comprehensive approach than other approaches used in various Adaptive e-Learning Systems or Recommender Systems.

VI. CONCLUSION AND FUTURE WORK

This paper proposed a novel approach to developing generalised e-learning business processes model from a set of related e-learning business processes sharing the same goals and objectives. It has been applied in the e-learning domain, which demonstrates its ability to derive business processes based on surveying the existing models of learning taking into consideration pedagogical models underpinning current e-learning models and technology-enhanced learning artefacts. The proposed hybrid and generalised e-learning business process model is flexible and capable to respond to the dynamic nature of the e-learning processes. Additionally, it has been evaluated to prove its effectiveness. Two further research directions are being accomplished; first is the development of a comprehensive ontological model to effectively contextualise the proposed process models, and hence resolve semantic e-learning heterogeneities. Second, is the enactment of these process models and orchestration of their activities over an SOA-enabled environment.
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