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BIOTECHNO 2019

Forward

The Eleventh International Conference on Bioinformatics, Biocomputational Systems and
Biotechnologies (BIOTECHNO 2019), held between June 02, 2019 to June 06, 2019 - Athens,
Greece, covered these three main areas: bioinformatics, biomedical technologies, and
biocomputing.

Bioinformatics deals with the system-level study of complex interactions in biosystems
providing a quantitative systemic approach to understand them and appropriate tool support
and concepts to model them. Understanding and modeling biosystems requires simulation of
biological behaviors and functions. Bioinformatics itself constitutes a vast area of research and
specialization, as many classical domains such as databases, modeling, and regular expressions
are used to represent, store, retrieve and process a huge volume of knowledge. There are
challenging aspects concerning biocomputation technologies, bioinformatics mechanisms
dealing with chemoinformatics, bioimaging, and neuroinformatics.

Biotechnology is defined as the industrial use of living organisms or biological techniques
developed through basic research. Bio-oriented technologies became very popular in various
research topics and industrial market segments. Current human mechanisms seem to offer
significant ways for improving theories, algorithms, technologies, products and systems. The
focus is driven by fundamentals in approaching and applying biotechnologies in terms of
engineering methods, special electronics, and special materials and systems. Borrowing
simplicity and performance from the real life, biodevices cover a large spectrum of areas, from
sensors, chips, and biometry to computing. One of the chief domains is represented by the
biomedical biotechnologies, from instrumentation to monitoring, from simple sensors to
integrated systems, including image processing and visualization systems. As the state-of-the-
art in all the domains enumerated in the conference topics evolve with high velocity, new
biotechnologes and biosystems become available. Their rapid integration in the real life
becomes a challenge.

Brain-computing, biocomputing, and computation biology and microbiology represent
advanced methodologies and mechanisms in approaching and understanding the challenging
behavior of life mechanisms. Using bio-ontologies, biosemantics and special processing
concepts, progress was achieved in dealing with genomics, biopharmaceutical and molecular
intelligence, in the biology and microbiology domains. The area brings a rich spectrum of
informatics paradigms, such as epidemic models, pattern classification, graph theory, or
stochastic models, to support special biocomputing applications in biomedical, genetics,
molecular and cellular biology and microbiology. While progress is achieved with a high speed,
challenges must be overcome for large-scale bio-subsystems, special genomics cases,
bionanotechnologies, drugs, or microbial propagation and immunity.
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We welcomed academic, research and industry contributions. The conference had the
following tracks:

 Biomedical technologies

 Bioinformatics

 Bioenvironment
We take here the opportunity to warmly thank all the members of the BIOTECHNO 2019

technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors who dedicated much of their time and effort to contribute to BIOTECHNO
2019. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

We also thank the members of the BIOTECHNO 2019 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope that BIOTECHNO 2019 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the areas
of bioinformatics, biocomputational systems and biotechnologies. We also hope that Athens,
Greece provided a pleasant environment during the conference and everyone saved some time
to enjoy the historic charm of the city.
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Abstract—The aim of this work was to present a method of 
tissue culture research by measuring the impedance of cells 
cultured in the presence of nichrome. For this purpose, the 
Electric Cell-substrate Impedance Sensing (ECIS) system was 
used with the substrate consisting of nichrome electrode 
arrays. The electrodes were made using a thin film magnetron 
sputtering. In the experimental part, the culture of cells of 
mouse fibroblasts on the prepared substrate was performed. 

Keywords-BioMEMS; ECIS; nichrome (NiCr); thin film. 

I.  INTRODUCTION 
A local heating of biological substances in Biomedical  

MicroElectroMechanical Systems (BioMEMS) devices can 
be performed using a contact or noncontact method. For the 
contact method, the heating element is mainly fabricated 
using thin film deposition techniques (e.g., thermal 
evaporation or magnetron sputtering). The selected material 
should be biocompatible and should not react with the active 
substance. Due to the ability to withstand high temperatures, 
good chemical stability and biocompatibility, platinum is the 
most commonly used material for contact heating [1]. 
However, alternative metals are used for many biomedical 
applications, in particular for disposable structures, or for 
short-term applications. Some other metals offer different 
chemical, physical and electrical properties than platinum, 
which is also an expensive material. In biomedical 
microdevices, the heaters are also made of nickel, aluminum, 
tungsten, silver alloys, aluminum alloys and Indium-Tin 
Oxide (ITO) [2]. However, one of the most interesting 
materials is nichrome (Ni-Cr 80/20 wt. %), due to its high 
stability of electrical properties, high resistivity, low 
Temperature Coefficient of Resistance (TCR), adequate 
price and technological simplicity [3][4].  

The main problem of the choice of material for the heater 
in biomedical applications is the assessment of the influence 
of its presence on the cells or substances tested [5]. The aim 
of this work is the presentation of the extension of the 
Electric Cell-substrate Impedance Sensing (ECIS) 
method [6] to study the activities of cells grown in tissue 
culture in the presence of nichrome. 

The paper consists of 4 sections. Section II describes the 
fabrication approach of the nichrome electrode array. The 
results of monitoring the cells behavior in tissue culture are 
presented in Section III. We conclude the work in Section 
IV. 

II. TECHNOLOGY OF NICHROME ELECTRODE ARRAY 
The original ECIS method was used for the first time in 

1984 by competing with microscopic methods. This 
impedance-based cell monitoring technology uses sterile, 
disposable arrays of gold electrodes placed on a 
biocompatible substrate [7][8]. Based on standard 8 well 
arrays, a mask was designed with eight electrodes located on 
a single substrate to work with ECIS instruments. Single 
electrodes were designed as comb capacitors in which the 
width of a single finger was 200μm. 

A 2mm thick polycarbonate was used as the substrate. The 
key step in the sequence of technological processes was the 
fabrication of the metallization layer by magnetron 
sputtering using the Kurt J. Lesker NANO 36™ deposition 
tool. The next step was to obtain shapes in the lithography 
process and to etch the nichrome layer. Special polystyrene 
wells were placed on the electrodes and fixed using 
biocompatible silicone (Figure 1). 

 
Figure 1.  Polycarbonate substrate with 8 wells and electrodes made of 

nichrome 

Each of the 8 wells with a volume of 600μL and a 
substrate area of 0.8cm2 contains a single comb active 
electrode. For the whole setup to be sterile, ready-made 
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substrates with attached wells are subjected to bactericidal 
ultraviolet radiation. 

In the experiment, cells of mouse fibroblast cell line, - 
NCTC clone 929 [L cell, L-929, derivative of Strain L] 
(ATCC® CCL-1™) derived from ATCC organization were 
cultured according to the instruction manual in complete 
Eagle MEM medium (Sigma Aldrich) supplemented with 
10% Fetal Bovine Serum (FBS) Good HI, in an Galaxy 
170R incubator, under controlled growth conditions, 
constant humidity and air saturation of 5% CO2. After 
(approx. 7–14 days) the culture reached at least 75% 
confluence, the next stage was culturing the cells on the 
tested nichrome electrode array. Inoculation of arrays was 
carried out by 300 microliters per well of cell (L929) 
suspension at ~1.2×105cell/ml. Every cell type has its 
characteristic adhesion and growth curve that can be 
manipulated by, e.g., varying seeding density or other stimuli 
like concentration of substances in the medium [9]. 

III. RESULTS OF EXPERIMENT 
During the experiment, it was found that the resistance 

increased, reaching 4750 ohms, during the initial 10 hours of 
cells culturing (Figure 2). This indicates good cell viability 
and proliferative potential. The following drop in resistance 
indicates that the nichrome electrode used in the system 
makes it difficult to achieve stabilization in culture. After the 
time of 20 hours, resistance begins to fall, which should be 
interpreted as a progressive cell death. However, it should be 
noted that despite the difficulties, the fibroblast cells used in 
the study, as a result, maintain the growth and proliferation 
process (as evidenced by a stable resistance value of over 
2500 ohms) in the environment of the nichrome electrode.  

 
Figure 2.  Resistance response measured by an ECIS sensor array at 4kHz. 

 

Figure 3.  Capacitance response measured by an ECIS sensor array at 
64kHz. 

Similar fluctuation was observed for the high-frequency 
capacitance. The resistance represents the quality and 
function of the cell barrier and therefore takes into 
consideration the resistance towards para- and trans-cellular 
current flow. Capacitance provides an overall measure of 
electrode coverage [10]. The decrease in capacitance (Figure 
3) reached during the initial 10 hours indicates fibroblast cell 
proliferation while the increase in the resistance should be 
interpreted as cell proliferation and for that matter both 
values complement each other and should be analyzed in 
parallel as a standard. 

IV. CONCLUSION AND FUTURE WORK  
In this paper, we demonstrated that the nichrome 

electrode had a significant effect on the resistance and 
capacitance of L929 cell line but did not kill them, that 
indicates the possibility to use the examined medium. 
However, as the studies have been carried out on cells 
characterized by stable growth, it is necessary to test the 
nichrome electrode for other types of cells, including 
cancerous ones. 
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Abstract—Alzheimer’s Disease (AD) is one of the challenges of
modern medicine since no cure has been found yet, the
scientific community still does not fully understand the
pathogenesis behind it, and any interventions found can delay
the progress for only a limited amount of time. Over the years,
research has shifted from curing the disease to understanding
the mechanisms behind it as well as finding tools that will
speed up diagnosis many years before its clinical manifestation,
when the decline begins. One of the many promising tools that
have been explored towards that direction is the
electroencephalogram (EEG), which holds many different
measures that can be used as biomarkers for early diagnosis
and differentiation from other neurodegenerative disorders by
exploiting various bio-informatics techniques. Literature has
presented a high correlation between EEG signals and
structural abnormalities in AD. However, there is no analysis
that can provide a clear result that binds the two and leads to
early diagnosis, and very few studies have explored early stages
of AD, such as Mild Cognitive Impairment. Moreover, most of
the approaches applied do not adopt a multimodal
methodology that combines different analysis methods. To that
end, the present work proposes the combination of Tsallis
Entropy and Higuchi Fractal Dimension, in a common
framework for either the entire EEG or on each frequency
separately, to examine the performance in Mild Cognitive
Impairment (MCI) and AD subjects.

Keywords- Alzheimer’s Disease; Mild Cognitive Impairment,
EEG; Tsallis Entropy; Higuchi Fractal Dimension.

I. INTRODUCTION

As stated by the International Alzheimer’s Association
[1], Alzheimer’s Disease (AD) is the most common form of
dementia. With 60% to 80% of dementia cases being
diagnosed as AD, which practically means that one out of ten
people over 65 has AD, it is one of the most severe diseases
that affect mainly elderly people and is expected to affect
roughly 131 million people by 2050. Although medicine and
technology breakthroughs follow one after another, the
mortality of AD keeps rising. From 2000 to 2014, an
increase of 89% has been observed. To that end, an
enormous amount of resources have been employed not only
to postpone the progression of AD (which is still currently
the only successful course of action) but to understand and
thoroughly analyse the processes responsible for the brain
degradation. As depicted in Figure 1, brain degradation

originating from AD has severe effects both in terms of
quality and volume.

As research has failed so far to grasp a cure for AD and
solutions available only target symptoms and not the cause
of the disease [2], effort has shifted towards better
understating of the initial mechanisms that cause cognitive
decline that could lead to an early diagnosis, especially at
Mild Cognitive Impairment (MCI) level, which is considered
a precursor stage of AD [3]. An early diagnosis may
contribute not only to develop more effective interventions
that could delay the progress or even inhibit it entirely but
could also prevent some of the symptoms to evolve when
dealt with at an early stage.

Towards the direction of early diagnosis, a handful of
different methodologies have been proposed, some of which
are invasive (i.e., blood) and dangerous (i.e., Cerebrospinal
Fluid – CSF), others are expensive (i.e., Magnetic Resonance
Imaging – MRI, Single-Photon Emission Computed
Tomography – SPECT, or Positron Emission Tomography -
PET), and with some still eluding significant results [4]. In
contrast with these, a non-invasive, low-cost and with high
resolution in terms of brain activity tool is the
electroencephalogram (EEG).

A. EEG and AD

With research going back a few decades [5][6], many
studies have been focused on researching the use of EEG in
AD, revealing certain commonly agreed features and some
other somewhat controversial [7]. Τhe most interesting 
features that are commonly agreed upon in the literature
regarding EEG and AD can be summarized as follows [8]-
[11]: a) Overall retardation of specific rhythms, in particular,
the observations so far present an increase in delta (0.1 - 4
Hz) and theta (4 – 8 Hz) activities and decrease in alpha (8 –
13 Hz) and beta (13 – 30 Hz) activities. Earliest changes are
an increase in theta and a decrease in beta activities,
followed by a decrease in alpha, while delta increases later
during the progress of the disease. This is supported by the
fact that patients with severe dementia exhibit a decrease in
alpha and an increase in delta activity, whereas patients with
mild dementia show a decrease in beta and an increase in
theta activity, b) decreased complexity, and c) decreased
coherence in general and among different brain regions.
From a topographic perspective, observations indicate that
slow activity is prominent in the left temporal area of AD
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patients, whereas differences between pre-senile patients and
healthy controls are detected in the right posterior temporal
area. Most significant differences between senile patients and
the controls are found in the midfrontal and anterior frontal
lobes bilaterally.

When evaluating complexity, significant effort has been
focused on non-linear dynamics [12], under the assumption
that EEG signals are generated by nonlinear deterministic
processes with nonlinear coupling interactions between
neurons. Studies employing such measures have found that
AD patients have reduced values of the correlation
dimension (D2) in the occipital EEG compared with those of
healthy subjects, and with probable AD subjects [13]-[16]. In
addition, it has been highlighted that AD patients exhibit
reduced spatiotemporal brain activity in comparison with
that in healthy controls [17], and in some cases, the former
subjects are characterized by specific patterns of dysfunction
in dementia [18].

Investing in the analysis of EEG complexity, a lot of
novel biomarkers have been extracted from non-linear
approaches (e.g., entropies, fractality, lacunarity) towards
providing the necessary methods for accurate and early
diagnosis of AD. This study is focused on two of them that
hold promising potential and intends to combine them into a
single biomarker for the intended purpose.

The manuscript is structured as follows: Section I
summarizes the related work on the subjects discussed,
whereas Section II presents the methodology designed to
address the identified challenges. Section III describes in
detail the dataset selected, and finally Section IV concludes
this work with some initial findings.

II. METHODOLOGY

There are a lot of different complexity measures that
have been employed in EEG signal analysis for many
diseases including AD [19][20]. Two of them that have been
found to hold much potential when used individually [21] are
the Tsallis Entropy and the Higuchi Fractal Dimension.

A. Tsallis Entropy

The Tsallis Entropy (TE) [22] has been widely used in
the analysis of EEG signals for over two decades now [23],
with work on AD starting somewhere in between [24]. In
multiple occasions, TE has been introduced as a possible
biomarker for differentiating AD from Healthy and even
MCI subjects [21][25][26].

Given a discrete set of probabilities {pi} with the
condition ∑pi =1, and q any real number, then the Tsallis
Entropy is defined as:


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B. Higuchi Fractal Dimension

The Fractal Dimension (FD) as a nonlinear approach for
analyzing EEG signal complexity in AD was introduced
around the same time as the introduction of the TE [27]. By
using it as an index of irregularity of a time series, thus
evaluating time series with non-periodic and turbulent
behavior [28], FD becomes a very suitable tool for EEG
waveforms. Specifically in AD, FD has been found
significantly lower in AD subjects when compared with
healthy individuals [14][29][30]. As the basic FD can be
quite processing-intense, the Higuchi Fractal Dimension
(HFD) [31] has been introduced as a fast and efficient
computational method that is able to successfully and
accurately estimate the dimension also for segments shorter
than 250 ms, thus enabling the study of brief EEG events and
the identification of behavioral variations with a good
temporal resolution [32][33].

For a �-sample EEG data sequence (1), (2), . . . , �(�),
the data is first divided into a �-length sub data set as:
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where [ ] is Gauss’ notation, � is constant, and
�=1,2,…,�. The length (�) for each sub data set is then
computed as:
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The mean of Lm(k) is then computed to find the HFD for
the data as:
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In order to calculate the HFD, a least-squares linear best-
fitting procedure as the angular coefficient of the linear
regression of the log-log graph of <Lm(k)> ~ k−HFD is
applied.

C. Complexity Measures Combination

As both of these measures have been tried individually in
the analysis of EEG signals for AD diagnosis and are
presenting rather promising results (sensitivity and
specificity more than 90% when comparing only AD and
normal subjects), the purpose of this study is to present an
approach that will also focus on MCI stage, exploring not
only the effect of these complexity measures individually but

4Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-717-7

BIOTECHNO 2019 : The Eleventh International Conference on Bioinformatics, Biocomputational Systems and Biotechnologies

                            12 / 37



Figure 1. Whole EEG probability density functions: (a) Normal, (b) MCI and (c) probable AD subjects.

also combine them in formulating a new biomarker that is
based on both for the indented purposes, as similarly
suggested by [34] for depression. By employing Support
Vector Machine algorithms after extracting features from
applying TE and HFD on both the entire EEG bandwidth and
each channel separately, we hypothesize that it will lead to

enhanced performance in diagnosing and differentiating
normal, MCI, and probable AD subjects.

As most of the literature suggests changes of EEG signals
on the frontal and temporal brain regions, initially only
specific channels have been examined, namely Fp1, Fp2, F3,
F4, F7, F8, T3, T4, T5, T6, C3, and T4. Since it is suggested
that both MCI and AD have a different effect on the four
main rhythms (delta, theta, alpha, and beta), these are also
evaluated separately to identify any distinguished alterations
on the proposed metrics.

The analysis of the EEG signals was performed using
Python language and various open source libraries with the
main ones being MNE (Minimum Norm Estimates) [35] and
SciPy.

III. DATASET

This study is currently performed on EEG samples
collected from a 10-20 electrode system placement [34], over
100 subjects (30 healthy, 16 probable AD, and 54 MCI) from
an EEG setup with 21 electrodes, and in particular a NIHON
KOHDEN Neurofax JE-921A, digitized and analysed with
Neurofax EEG-1200.

Based on the available signals, the study aims to explore
the potential of diagnosing and differentiating AD, starting
from the initial stages of MCI.

All of the subjects were examined and diagnosed by
experts at the Greek Association of AD and Related
Disorders. A battery of neuro-psychometric tests has also
been provided to evaluate future findings better.

The EEG signals were collected following the 10-20
placement system (Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2,
F7, F8, T3, T4, T5, T6, Fz, Cz, Pz, A1, A2) [36] at 500Hz.
The input impedance was set to Z < 10kΩ. The protocol used 
for the acquisition of the EEG signals refers to resting stage
and lasts for 10 minutes with 5 minutes eyes closed and 5
minutes eyes open. An one minute window was used during
eyes closed for the analysis of the EEG signals.

Low and high band pass filters have been applied to
remove any artifacts prior to analysis, including a filter on
50Hz for noise from electrical equipment, whereas specific

zone band filters were applied to retrieve the different EEG
rhythms.

Finally, for calculating Tsallis Entropy, the probability
density function was found and normalised for every
examined signal.

IV. DISCUSSION & CONCLUSION

Initial findings of a first uniform sample from all three
groups/classes (Healthy/Normal, MCI and probable AD)
indicate significant changes between Healthy Vs. (probable)
AD, and MCI Vs. AD, but only mild ones between Healthy
Vs. MCI, even from the fundamental comparison of the
Probability Density Functions (PDF), as can be observed in
Figure 1.

By calculating the TE and HFD for each electrode and
the different basic bands, for all three classes we have so far
identified that it is extremely difficult for TEq and HFD
(with the configuration parameters explored) individually to
provide valuable insight for the differentiation between
Normal/Healthy, MCI and AD subjects (Figures 2 and 3).
Nevertheless, certain characteristics are in line with the
literature, and thus more elaborated research is required.

Figure 2. EEG Tsallis Entropy

Figure 3. EEG Higuchi Fractal Dimension
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As the presented work is an ongoing research endeavour,
current and future steps involve the complete analysis of the
subjects’ pool with SVM and the extraction of the proper
features (electrodes and bands) for maximising the accuracy
of the suggested methodology.

Additional analysis of the signals is required in order to
be able to provide more clear results, as well as applying
additional machine learning algorithms towards evaluating
the fusion of TE and HFD in a common biomarker for early
diagnosis of both MCI and AD. Currently, a set of 8 subjects
from each class have been used to train the models and its
accuracy is being evaluated to the remaining subjects. To
further enhance the reach of the analysis, the presented work
will also be used for evaluating signals from a 256 electrodes
set up that has many additional capabilities [14].
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Abstract—The multimodal sensor system that is presented in 
this paper has been developed to measure and analyze typical 
information of biological objects. The heart of the system 
consists of a field of light emitting diodes combined with 
photodiodes. The light emitting diodes are characterized by 
several peak wavelengths in the visible and in the near infrared 
range. Primarily, these optoelectronic components have the 
function to measure the heart rate and the oxygen saturation of 
a person’s finger. Furthermore, the special arrangement of the 
optoelectronic components is implemented to measure the 
remission of diffuse reflectance from the depth of a few 
millimeters of the measurement object. A hardware fusion 
with ancillary sensors to measure the temperature, the bio-
impedance and the humidity of the measurement object is 
realized, too. All sensor signals are measured with a high 
sample rate in the presented system. 

Keywords-Multimodal sensor system; hardware fusion; 
additional tool for biometric application. 

I.  INTRODUCTION 

With smart devices, watches and fitness tracker, there is a 
variety of utensils for the acquisition of individual data of 
personal health condition. Most devices use only a limited 
number of sensors and estimate from these data the actual 
variables of interest (e.g., fitness activity by pulse and Global 
Positioning System (GPS) coordinates; quality of sleep by 
the heart frequency). Often these devices only communicate 
online with a server, or send the resulting final value via an 
App to a mobile phone. Thereby, it is not possible to get a 
detailed insight of the original acquired data, not to mention 
a deeper and comprehensive analysis of these data. 

In this work, we present the development of a bio-
monitoring system, which makes it possible to make 
statements about the heart rate, the variability of the heart 
rate and the bio impedance, the ElectroDermal Activity 
(EDA) and other bio and vital parameters. Even other, non-
human, biological objects, for example food, can be analyzed 
by this combined sensor system, so a rating about the aging, 
the decomposition level and a consumption recommendation 

could be created. Here again, other approaches use only 
optical analysis methods. 

In Section II, we show the concept of the measurement 
system in principle and describe the details of the built-in 
hardware like the used sensors and other components of the 
embedded system. In Section III, we explain some features 
of the measurement system and sketch possible areas of 
application. In the end, in Section IV, we summarise the 
central points and give an outlook for further development 
and the future use. 

II. SYSTEM DEVELOPMENT 

A. Sytem concept 

We developed a multifunctional measurement device for 
monitoring different parameters of biological objects. This 
device is used for acquisition, digital storage and for time-
series visualization of the measured parameters.  
 

 
 

Figure 1.  Block diagram of the device with the communication channels 
from the sensors/elements, via the microcontroller through to the data 

output/storage. 
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We designed the device as an embedded system (Figure 1).   
It consists of parallel channels to measure the remission, the 
bio-impedance, the humidity and the temperature of objects 
almost simultaneously.  

By using a battery and an Secure Digital Memory Card 
(SD-card), the device operates as a stand-alone system in 
most cases. It can also operate as a PC-controlled unit.  

B. Details of  realising the sensitive hardware  

The size of the measurement device should be kept small 
so the device is still handy (Figure 2). It contains a small 
chamber to measure the humidity, the temperature and the 
bio-impedance of a biological object, for instance a living 
person’s finger. Furthermore, there are Light Emitting 
Diodes (LEDs) and an area of photo diodes on the contact 
area of this chamber (Figure 3).  

 

 
 

Figure 2.  Design of the measurement device, useable as an about fist-
sized, stand-alone, mobile monitoring and analysing system. Exploded 

view showing, top to bottom, the display and control elements, the 
measurement chamber and the electronic components, microcontroller-

board, SD-card slot and USB port.  

For some applications, e.g., for liveness detection in 
biometric applications, it is very important to get all the 
information of the object from a measurement of a small, 

spot-sized area [1]-[3]. That is why all sensors of the system 
are placed relatively close to each other, like illustrated in 
Figure 3. 

The heart of the system is an optical field (upper part of 
Figure 3.(a)) consisting of three LEDs and five photo diodes. 
The LEDs are located in the center of this field, whereas the 
photo diodes are arranged around the center. Therefore, it is 
possible to detect phenomena of intrinsic absorption of the 
objects, in the lateral dimension and into the depth of the 
object [4][5].  

To get information of the depth of biological objects, it is 
important to emit wavelengths of the so-called tissue-optical 
window in the range of approximately 650 – 950 nm [6][7]. 
We choose a 660 nm RED-LED (type: SML-
LXFM0603SRC) and a 940 nm NIR-LED (type: 
VSMB1940X01) for this. 

Furthermore, we integrated a RGB-LED (type: 
SMLVN6RGB) in the optical field. Hence, the user of the 
measurement system gets the possibility to tune an emitting 
wavelength of the visual light range by the software control 
of the RGB-LED. Optionally, an UV-LED can be placed 
instead of this, if it seems to be more advantageous for 
samples and special objects [8].  

To detect the diffuse remission from the biological 
objects, high-sensitive photo diodes (type: ADPD2211) are 
used. Each of them has an integrated current-amplifier, so a 
separate transimpedance amplifier is not necessary.  

 

 

 
 

Figure 3.  The heart of the measurement device. (a) measurement chamber 
with the optical field (three LEDs and five photo diodes), two electrodes 
with superimposed contact springs and a combined sensor for measuring 

the temperature, pressure and humidity (the grey square). (b) Finger 
superimposed on the contact area.  
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Near the optical field, two electrodes in the form of two 
broad metal strips can be seen (Figure 3.(a)), which are 
added with superimposed contact springs for a better contact 
to an applied finger, or sample. These electrodes are there to 
measure the bio-impedance [5][9]. In dependency of the 
distance of the electrodes on one hand and in dependency of 
the stimuli-voltages respective currents on the other hand, it 
is possible to get electrical impedance information of 
different depths of the biological measurement object 
[4][10]. In our case, the realized bio-impedance 
measurement works by using a constant current source. 
While injecting a constant current into the skin the system 
measures the voltage drop and the phase shift in relation to 
the current. Next, the system calculates the impedance from 
the measured values. 

Finally, you find on the contact area (at the bottom of 
Figure 3 (b)) a combined sensor (type: BME280) to measure 
the humidity and the temperature of a presented 
measurement object (This combined sensor is able to 
measure the pressure, too. However, we do not use this 
functionality in our applications). 

C. Details of the embedded system hardware 

The measurement device, which is about fist-sized, 
consists of an embedded system hardware. The developed 
measurement device is based on a 32-bit ARM-processor, 
the NXP/Freescale MK64FX512VMD12Cortex-M4F 
processor with 120 MHz, 512 kB flash memory and 192 kB 
RAM. As microcontroller-board a Teensy 3.5 is used. This 
microcontroller is compatible to Arduino and its firmware 
was designed in the Arduino IDE. 

The measurement device is equipped with an SD-card 
unit and is powered by a rechargeable battery. Therefore, this 
design enables a stand-alone use as a small mobile device.  

 

 
 

Figure 4.  Graphical User Interface (GUI) of the LabVIEW-software-PC 
monitoring results of exemplary measuring signal courses of the reflections 
of the different LED wavelengths. Here, three pulse curves are shown. In 

addition other biological parameters, like, for instance, amplitude and 
phase shift of the bio impedance measurement can be displayed 

additionally. Also, the PC control elements are available in this LabVIEW 
GUI. 

An USB port allows the measurement device to 
communicate to a PC and thereby the data export from the 
microcontroller to a PC is possible. So, the measurement 
signals can be visualized and analyzed directly and, at the 

same time, it is possible to store them as a base for the 
further development of multimodal analysis routines for 
various issues. 

The PC Software is implemented with LabVIEW and the 
PC graphical user interface is shown in Figure 4. The signals 
of the photo diodes are shown for the three different LEDs 
and the DC- and AC-parts are presented separately. 

III. ADVANTAGE AND BENEFIT OF THE          

MEASUREMENT DEVICE 

In contrast to conventional pulse oximeters [1][6], which 
typically output averaged values of the heart rate and the 
oxygen saturation, our measurement device provides much 
more information about the status of the probed persons. For 
instance, the information received includes the time-resolved 
heart rate (and out of this the heart rate variability is 
identifiable), changes of the respiratory rate, the temperature 
and investigation of tonic and phasic EDA (variability of the 
bio-impedance). In addition, information about the 
transpiration and the peripheral blood flow through a 
person’s finger pad are also available. Different time regimes 
can be useful depending on the investigation purpose. Figure 
5 shows the results of two different measurement 
options/variants. The figure shows the heart rate 
measurement results obtained with two different 
wavelengths. Through the respective pulse curves, it is 
possible to calculate the oxygenation of the blood in a 
noninvasive method [8]. Two alternatives to get the blood 
oxygenation level are presented as a function of time. 

For the first method, shown in Figure 5 (a), one needs the 
acquisition of multiple, at least five, periods of the heart beat 
obtained by infrared radiation (940 nm) and save the AC and 
DC parts. Then one irradiate the tissue with red light (660 
nm), again for at least five periods of heart beat and then 
calculate the oxygenation of the blood [7][8]. 

In the second method, shown in Figure 5(b), the system 
is alternating switching on and off the red (660 nm) and 
infrared (940 nm) LED with a high frequency, for example 
with 1 kHz, in equally spaced time intervals. By doing this, 
one can calculate the oxygenation of the blood again 
(theoretically after two periods of the heart beat) [6]. For 
both methods of oxygenation level determination, a low-pass 
filtering of the signals is necessary. Furthermore, the second 
method has the advantage to reduce the potential negative 
influence of environmental light/ambient light. 

An additional operational scenario for this measurement 
device is the inspection and evaluation of food, e.g.[11]. 
Through the multimodal analysis of the measured signals, it 
is possible to obtain a lot more information about inherent 
material properties of biological measurement objects. For 
instance, it is possible to get insights about the freshness, 
respectively about the age of food. It is commonly known 
that the aging of meat, fish, cheese, eggs, vegetables and so 
on, causes generally the drying and colour change of these 
food products. Both can be measured by our device. In 
addition, a qualitative evaluation with respect of the 
composition of processed food products (ingredients, inferior 
food additives, preservatives, artificial colours and 
flavourings) can be possible. Through this analysis, a 
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Figure 5.  Two options of monitoring results- measurement graphs for different timescales of the measurement procedure. 

consumption recommendation could be made, which is 
independent of the best-before-date or other manufacturer's 
specifications. 

Within our department, the developed measurement 
device is used as a multifaceted measuring platform for the 
education of students of the "health electronics" study 
program, as well. Additionally, it will be used for the further 
development of intelligent algorithms for multimodal signal 
analysis, which aim to find yet unknown correlations of 
metabolic processes that could be useful for therapy-
supporting or diagnostic procedures. 

IV. CONCLUSIONS 

We presented the development of a bio-monitoring 
system measurement device for the acquisition of a variety 
of information of human tissue or other biological objects. 

This measurement device detects the pulsatile and non-
pulsatile parts by quasi-simultaneous, subsequent one after 
another, irradiation with light of three different wavelengths 
and both parts are measured and recorded quasi-parallel. 
Even without the pulsatile (dynamic) part, the static part of 
the light reflection is detected. Compared to a conventional 
pulse oximeter [1][6] our system is extended by electrodes 
for measuring the bio impedance (a constant current power 
supply is applied and the voltage drop and the phase shift is 
measured). A third essential measurement component is a 
combined sensor for measuring the relative humidity and 
the temperature on the surface of a measurement object. The 
bio-monitoring system is designed as a mobile, stand-alone 
device and therefore, it is equipped with a SD-card slot and 
a rechargeable battery. Data transfer is also possible via 
serial communication by a USB port to a PC for further 
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analysis. We intend the development of analysis algorithms 
for detecting new correlations of the measured parameters 
on biological objects. A further development is focused to a 
miniaturization toward a Lab-on-a-chip design [12]. 
Hereby, a simple use for personal health data acquisition 
and/or a clinical use is thinkable. 
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Abstract – Many mothers experience maternal physical and 

mental health problems a few weeks after childbirth with 

unknown causes. To investigate this problem, Traditional 

Chinese Medicine (TCM) theory is applied to define 

individuals’ body constitution. As constitution refers to the 

relatively consistent characteristics of individual body 

structure and body function which affect the susceptibility 

towards different causing factors and the tendency of disease 

development, it is useful to predict the postnatal problems with 

body constitutions. The objective of this paper is to investigate 

the correlation between prenatal conditions (particularly TCM 

body constitution) and postnatal health problems with data 

mining approaches. Data was collected from pregnant women 

aged 21 to 45 through a standardized Constitution in Chinese 

Medicine Questionnaire (CCMQ) before childbirth and a face-

to-face assessment that was conducted by the TCM 

practitioner after childbirth. The collected data was analyzed 

by Pearson’s Chi-square test and three benchmark data 

mining models to discover significant correlation. This study 

confirms a strong correlation between imbalanced TCM body 

constitution and postnatal problems. The discovered 

correlation can help to provide personalized TCM treatment to 

prevent the potential postnatal problems through an early 

TCM intervention during pregnancy to regulate the imbalance 

condition of pregnant women. 

Keywords—TCM body constitution; postnatal problems; data 

mining; chi-square test; correlation. 

I. INTRODUCTION 

Almost every mother experiences physical and 
psychological sicknesses after childbirth. Even though the 
results of prenatal check-up and tests, including ultrasound 
exams, blood tests, glucose challenge screening, etc., are 
normal, many women are still suffering from postnatal 
problems such as prolonged lochia, depression, tiredness, 
sleep disturbance, headache, constipation, etc. [2]-[4], while 
the reasons are unknown [6][7]. To ensure both mothers and 
babies are provided with the best care and protection, in 
addition to the Western medical check-up and tests, many 
mothers in Asian countries [8] adopt Traditional Chinese 
Medicine (TCM) as complementary maternal healthcare 
during their prenatal period, or even before becoming 
pregnant. They believe that TCM treatment before childbirth 
could help them to prevent miscarriage and sicknesses. 

TCM is widely used in maternal healthcare in both Asian 
[8] and Western countries [9] nowadays. TCM practitioners 
perform predictive, preventive and personalized diagnosis 
[10][11] to individuals. Treatments could be different for 
individuals with the same symptom, but the different 
diagnosis of TCM syndrome differentiation is due to their 
different body constitution types. TCM body constitution 
[12] could be divided into nine types: gentleness, qi-

deficiency, yang-deficiency, yin-deficiency, phlegm-damp, 
damp-heat, blood-stagnation, qi-stagnation and special 
diathesis, according to Q. Wang [18].  

In the theory of body constitution in TCM, every 
individual has his/her body constitution. Balanced body 
constitution (i.e., gentleness type) is considered as the most 

desirable constitution which represents good health [22].  A 
person with balanced status is the least susceptible to illness 
[13] because the body can maintain homeostasis physically 
and psychologically, and people with imbalanced status are 
considered as unhealthy and prone to sickness or diseases 
[23] [31]. The imbalanced health status can be caused by the 
deficiency of “qi” (vital energy), “yang” (masculine or 
positive principle that is characterized by light/warmth/ 
dryness/activity) or “yin” (feminine or negative principle that 
characterized by dark/wetness/cold/passivity/disintegration), 
the build-up of dampness, phlegm or heat, stagnation of “qi” 
and blood, or special diathesis (sensitive to external 
stimulants such as drugs, food, smells or seasonal triggers) 

[24].  
Prevention of disease is part of maintaining good health. 

The aim of this study is to discover the significant correlation 
between prenatal conditions (especially TCM body 
constitution) and postnatal problems from the personal 
profile for each pregnant woman from prenatal to postnatal 
period, so that postnatal problems can be predicted at an 
earlier stage. By matching the discovered correlation patterns 
with the prenatal conditions of pregnant women, it would be 
possible to predict if a mother will develop particular 
postpartum diseases or symptoms. This will allow TCM 
practitioners to provide an intervention procedure to adjust 
the imbalanced condition to prevent certain postnatal 
problems.  

The rest of the paper is organized as follows. Section II 
describes the methods of the data collection, preparation and 
modelling. Section III presents the experimental results. 
Finally, Sections IV and V are the discussion and conclusion.   

II. METHODS 

A. Selection of Participants 

The recruitment of participants was started in May, 2013 
in community TCM clinics in Hong Kong. The selection 
criteria were women who are over 18 years old and living in 
Hong Kong for more than 10 years. To avoid outliers or 
external factors, women with serious health problems 
including HIV/AIDS, cancer, viral infections (e.g., Ebola, 
Zika virus, etc.) within a year were excluded.  

B. Building Health Profiles 

Data was collected from 1) prenatal period (i.e., the time 
between conception and childbirth) and 2) postnatal period 
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(i.e., six weeks after childbirth) to build the health profiles 
that include the maternal health conditions of participants. 

1) Prenatal Profile 

In general medical practice, the TCM practitioner can 
determine the body constitution of patients by four 
diagnostic methods including observation (face, body form, 
tongue, etc.), smelling and hearing (odours from mouth/ 
body, loudness of speaking voice), inquiry (symptoms) and 
palpitation (pulse) [17]. To classify each participant into one 
or multiple body constitutions systematically, each patient 
needs to complete a standardized Constitution in Chinese 
Medicine Questionnaire (CCMQ) that was developed by Q. 
Wang [18] and China Association of Chinese Medicine [19] 
with the diagnosis and validation of the TCM practitioner. 
The CCMQ is a self-rating scale questionnaire that includes 
60 questions related to a variety of prenatal conditions (e.g., 
cold/warm hands and feet, anxiety level, dark circles around 
the eyes, dry mouth, etc.). The participants should complete 
the questionnaire in Google Forms according to their 
physical and mental health condition in the prenatal period.  

a) CCMQ Score 

 A set of CCMQ scores S = {s1, s2, s3, …, s9} that are 
corresponding to the nine types of TCM body constitution 
(c1: gentleness, c2: qi-deficiency, c3: yang-deficiency, c4: yin-
deficiency, c5: phlegm-damp, c6: damp-heat, c7: blood-
stagnation, c8: qi-stagnation and c9: special diathesis) 
respectively are calculated from the CCMQ by following the 
equations in [20].  After calculating the scores, all 
participants are classified into one or multiple TCM body 
constitution types based on Table I . 

TABLE I.  CLASSIFICATION OF TCM BODY CONSTITUTION TYPES 

TCM body 

constitution 
Conditions a Results a 

Balanced  

(c1: gentleness) 

s1 ≥ 60 and sn < 30  c1 

s1 ≥ 60 and sn < 40  Marginal c1  

sn ≥ 40  Not c1 

Imbalanced 

(c2: qi-deficiency 

c3: yang-deficiency 

c4: yin-deficiency 

c5: phlegm-damp 

c6: damp-heat 

c7: blood-stagnation 

c8: qi-stagnation 

c9: special diathesis) 

sn ≥ 40  cn 

30 ≤ sn ≤ 39 Tends to cn 

sn < 30 Not cn 

a. where n = 2 to 9 

b) Classification of TCM Body Constitution 

 In the classification of TCM body constitution types, we 
can identify the likelihood (in terms of CCMQ score) of each 
body constitution type of each participant according to Table 
I. Each participant may have one or more dominant body 
constitution types, or even have a conflict between balanced 
and imbalanced body constitutions. Here are three sample 
cases: 
Case 1: Given a participant P1 with CCMQ scores S1 = {75, 
56, 27, 25, 12, 15, 20, 18, 10}. s1 is higher than 60, but s2 is 
also higher than 40. Hence, P1 is classified as c2 instead of c1. 
Case 2: Given a participant P2 with CCMQ scores S2 = {75, 
16, 27, 25, 32, 25, 10, 18, 10}. As s1 is higher than 60, s5 is 
higher than 30, and sn is less than 40 where n = 2 to 9, P2 is 
classified as c1 marginally. Also, s5 is between 30 and 39, so 

P2 has a mixture of two body constitution types: marginal c1 
and tends to c5. 
Case 3: Given a participant P3 with CCMQ scores S3 = {59, 
16, 27, 25, 12, 15, 20, 18, 10}. s1 is less than 60, and sn is less 
than 30 where n = 2 to 9, P3 is classified as undefined body 
constitution. 

2) Postnatal Profile 

All participants who completed the CCMQ in the first 
stage should arrange a face-to-face assessment with a 
registered TCM practitioner after childbirth. The TCM 
practitioner needs to complete the postnatal profile that 
includes two parts: a) demographics and maternal health 
information, and b) physical and mental postnatal health 
problems within six weeks after childbirth.  

a) Demographics and Maternal Health Information 

In the first part, the basic demographic data, such as age, 
occupation and blood type, are collected, and the other 
questions are related to the menses cycle and volume, 
ovulation, delivery method, and the number of fetuses of the 
participants.  

b) Physical and Mental Postnatal Health Problems 

In the second part, postnatal health problems including 
prolonged lochia (i.e., vaginal discharge after giving birth 
containing blood, mucus, and uterine tissue over 21 days), 
tiredness, abnormal sweating, etc. are examined. Since all the 
questions are TCM-specific, some factors, such as tongue 
appearance and pulse patterns, should be examined face-to-
face by a TCM practitioner.  

C. Data Preparation 

Firstly, the data of the prenatal and postnatal profiles was 
merged and stored into a database, which includes 132 rows 
(i.e., records) and 210 columns (i.e., attributes).  Secondly, 
incorrect and inconsistent data was identified by the TCM 
practitioner, and the identified fields and records were either 
corrected or removed from the data set. Lastly, the 
continuous data, such as age, age of first menses, period 
cycle and week of childbirth, were discretized into intervals, 
as advised by the TCM practitioner. 

D. Identify Dependent and Independent Attributes 

Dependent and independent attributes [21] were 
identified from our collected data, as shown in Table II. The 
dependent attributes represent the outcome that we want to 
predict (i.e., postnatal problems), and the independent 
attributes represent the input of potential causes (e.g., 
demographics, prenatal conditions, TCM body constitution, 
etc.).  

E. Data Modeling 

The correlation between prenatal health conditions 
(especially TCM body constitution) and postnatal problems 
can be discovered by supervised data mining models. We 
used an open-source data mining tool named Orange, which 
includes these three supervised data mining models: decision 
tree [26], Support Vector Machine (SVM) [27] and Artificial 
Neural Networks (ANN) [28][29] for discovering significant 
patterns from the collected maternal data and comparing the 
effectiveness of different data mining models on TCM data 
analysis. The Orange version 3.14 was installed. To obtain 
the best accuracy and results, the parameters of the decision 
tree, SVM and ANN were set as described below. 

In the decision tree modelling, the “Tree” widget was 
used. The parameters of the minimum number of instances in 
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leaves, the smallest number of instance of splitting subsets 
and maximal tree depth were set to 2, 5 and 100, respectively. 
In the SVM modelling, Radial basis function (RBF) kernel 
was used, and the parameters of C and ε were set to 1.00 and 
0.1, respectively to obtain the best accuracy. In the ANN 
modelling, the number of neurons per hidden layer was set to 
100, and the parameters of activation, solver and alpha were 
set to ReLu (rectified linear unit function), Adam (stochastic 
gradient-based optimizer) and 0.0001 respectively. 

TABLE II.  DEPENDENT AND INDEPENDENT ATTRIBUTES 

Dependent attributes 
(postnatal problems) 

Independent  

attributes 
Remarks 

1. Tiredness 1. Age  

2. Unhealthy face 

colour 

2. Occupation  

3. Prolonged lochia 3. Living environment  

4. Excessive sweating 4. Blood type  

5. Dry mouth 5. Genetic/ congenital 

disease 

 

6. Feeling annoyed 6. Chronic disease  

7. Joint pain 7. Gynecological 

disease 

 

8. Feeling of anger 8. Age of first menses Related to 

menses 9. Feeling hot/ Hot flash 9. Regular period 

10. Emotional depression 10. Days of period 

cycle 

11. Fear of cold/ wind 11. Days of 

menustration 

12. Excessive dreaming 12. Menses volume 

13. Body pain 13. Menses colour 

14. Shortness of breath 14. Menses with blood 

clot 

15. Dizziness 15. Dysmenorrhea 

16. Headache 16. Number of 

pregnancy 

Related to 

pregnancy 

and delivery 17. Flat feeling in mouth 17. Number of abortion  

18. Bright yellow urine 18. Number of 

miscarriage 

19. General fatigue 19. Number of fetuses  

20. Tinnitus 20. Expected date of 

delivery (EDD) 

21. Dry/ hard stool 21. Date of childbirth 

22. Insatiable hunger 22. Week of childbirth 

23. Constipation 23. Way of delivery 

24. Excessive urine 24. Curettage 

25. Excessive belching 25. Medication Taken 

during 

pregnancy 
26. Loose stool 26. Supplement 

27. Poor appetite 27. Number of days in 

hospital 

After 

childbirth 

28. Fever 28. Follow traditional 

rituals 

29. Palpitation  29. Breastfeeding 

30. Insomnia 30. TCM body 

constitution types 

Obtained 

from 

CCMQ 

31. Bitter taste in mouth   

32. Epigastric distemison   

33. Rectal tenesmus   

34. Stomachache   

35. Gastric excretion 

(from mouth) 

  

36. Frequent nighttime 

urination 

  

 
To prevent over fitting, the validation was carried out 

with 5-fold cross validation due to the small sample size. The 
data was split into a training set (80%) for building the model 
and test set (20%) for validating the built model. The data 
mining steps are summarized here: 

Step 1: Import the collected data with the “File” widget. 
Step 2: Define the input and output attributes by the “Select 
Columns” widget.  
Step 3: Feed the selected data to different data mining 
models: “Tree” (i.e., decision tree), “SVM” and “Neural 
Network” (i.e., ANN). 
Step 4: Perform cross-validation accuracy estimation with 
the “Test & Score” widget. 
Step 5: Predict the unknown output with the “Predictions” 
widget. 
Step 6: Repeat Step 2 to remove the outliers and adjust the 
parameter settings to obtain better accuracy. 

III. RESULTS 

A. Distributions  

1) Demographics 

A total of 132 pregnant women aged 21 to 45 were 
recruited from May, 2013 to May, 2017. Participants aged 31 
to 35 was the majority group (55.30%), followed by the age 
groups 26 to 30 (16.67%) and 36 to 40 (18.18%). Around 
half of the participants (56.8%) were working indoors, and 
some of them were not working (16.67%).  

2) Maternal Health Information 

According to the pregnancy information, 59.09% of the 
participants were at their first pregnancy, and over 90% of 
them had one fetus. Although most of the mothers were 
reported as healthy and had regular menses cycle and normal 
menses volume, there were 69.70% of them who mentioned 
that they were suffering from different kinds of discomforts 
during pregnancy. To reduce the risk of miscarriage or 
discomfort during pregnancy, most participants (88.64%) 
took Western supplements such as folic acid, Materna, and a 
few of them (37.12%) also took Chinese medicine. When 
they were sick, half of them did not take either Western or 
Chinese medicine because they were afraid the medicine 
would influence the health of their fetuses.  

3) Delivery Information 

The delivery dates of most of our participants (39.39%) 
were in winter, while the others who delivered in summer 
were the least (13.64%). Over 90% of them had full-term 
pregnancy (i.e., delivered within 37 to 42 weeks), and natural 
childbirth was the main type (61.36%) of delivery. Most of 
them (78.79%) were able to leave the hospital after childbirth 
within 4 days, and only a few (4.55%) were staying in the 
hospital for more than 6 days. After the delivery, 72.73% of 
the participants followed the traditional rituals of TCM (e.g., 
no hair wash, use TCM or ginger for body wash, avoid all 
cold and raw food and drinks, etc.) during their postnatal 
period.  

4) Physical and Mental Postnatal Health Problems 

Within the postnatal period, our participants were 
suffering from different postnatal health problems. We found 
that 92.42% of them suffered from four or more different 
health problems after childbirth, and the occurrence of 16 
common postnatal TCM symptoms are shown in Table III 
(in descending order).  

5) TCM Body Constitution 

In the prenatal profile, participants were classified into 
nine types of TCM body constitution: gentleness, qi-
deficiency, yang-deficiency, yin-deficiency, phlegm-damp, 
damp-heat, blood-stagnation, qi-stagnation and special 
diathesis according to the equations in Table I. Except for the 
gentleness type that is considered as balanced body 
constitution, the other types are considered as imbalanced. In 
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our data, 100 women were classified as imbalanced body 
constitution, 28 were balanced, and 4 were unclassified.   

By considering the participants who were belonging to a 
certain body constitution type obviously (i.e., cn is “Yes”), 
the top three TCM body constitution types are Yin-
deficiency (37.12%), Yang-deficiency (35.61%) and blood-
stagnation (35.61%). 

It is important to note that not all individuals would have 
a single body constitution type; it is common to have a mixed 
body constitution (i.e., two or more body constitution types). 
Among 104 participants who were considered as having 
imbalanced body constitution, 30.77% participants had 
single body constitution type, 65.38% of them had two or 
more, and only a small proportion (3.85%) were unclassified.  

TABLE III.  COMMON POSTNATAL TCM SYMPTOMS 

Postnatal symptoms % Postnatal symptoms % 

Tiredness 80.30 Feeling hot/ Hot flash 44.70 

Unhealthy face colour 68.18 Emotional depression 44.70 

Prolonged lochia a 66.67 Fear of cold/ wind 43.94 

Excessive sweating 60.61 Excessive dreaming 43.94 

Dry mouth 59.09 Body pain 34.85 

Feeling annoyed 59.09 Shortness of breath 31.82 

Joint pain 53.79 Dizziness 31.82 

Feeling of anger 48.48 Headache 31.06 
a. The number of days of lochia clearance is more than 21 days 

B. Correlation between TCM Body Constitution and 

Postnatal Problems 

1) Statistical Test for Independence 

Pearson’s Chi-square test [30] was used to measure the 
correlations between TCM body constitution types and 
postnatal TCM symptoms, and the null hypothesis was 
applied to prove whether the occurrence of these two 
attributes was statistically independent. After carrying out 
the test in a statistical software package SPSS, we discovered 
that some postnatal symptoms from Table IV did not occur 
by chance, but were statistically dependent on certain TCM 
body constitution types. The significant pairs of attributes 
with a 95% confidence interval (i.e., p-value < 0.05) were 
listed in Table IV with the results of Cramer’s V that 
indicates the strength statistic. The coefficient of Cramer’s V 
ranges from 0 (no association) to 1 (strongest association). 
With the degree of freedom df = 2, the strength is considered 
as small, medium and large for the values 0.07, 0.21 and 
0.35, respectively [32]. 

Within the 45 significant pairs of attributes, 16 pairs were 
statistically significant (i.e., significance level < 0.01) with 
medium/ strong strength in Cramer’s V. However, the Chi-
square test with Cramer’s V can only determine the statistical 
significance between two attributes, but how exactly they are 
related to each other is unknown (e.g., Is qi-deficiency/ tends 
to qi-deficiency/ non-qi-deficiency related to emotional 
depression or not?). Thus, we need to use decision tree 
modelling to discover detailed relationships. 

2) Decision Tree Modeling 

From the results of Pearson’s Chi-square test in Table IV, 
we observed that some TCM body constitution types are 
highly correlated to certain postnatal symptoms. To further 
investigate the detailed relationships between these two 
attributes, we selected a significant pair of attributes (qi-
deficiency and dizziness) with 99% confidence interval (i.e., 
p-value is less than 0.01) to demonstrate how the decision 
tree is used to discover the correlations in the form of tree 
and rules.  

First, the collected data was imported into Orange. Next, 
it was connected to the other widgets (i.e., Select Columns, 
Tree, Test & Score and Tree Viewer). In the “Select 
Columns” widget, the TCM body constitution “qi-
deficiency” and the postnatal symptom “dizziness” were set 
as input and output, respectively. Finally, we obtained the 
decision tree model (in Figure 1) with an overall 
classification accuracy of 72.7%.  

TABLE IV.  SIGNIFICANT RESULTS OF PEARSON’S CHI-SQUARE TEST 

Attributes Significance 

level 

(< 0.01) 

Cramer’s V 

Result 

(> 0.35) 
TCM body 

constitutio

n types 

Postnatal symptoms 

gentleness Excessive sweating 0.045  

qi-

deficiency 

Tiredness 0.026  

 Shortness of breath 0.013  

 Feeling hot/ Hot flash 0.036  

 Headache 0.004 0.292 

 Dizziness 0.000065 0.382 

 Emotional depression 0.002 0.309 

 Excessive urine 0.011  

 General fatigue 0.04  

 Joint pain 0.012  

 Body pain 0.009 0.267 

Yang-

deficiency 

Dizziness 0.041  

 Fear of cold/wind 0.000245 0.355 

 Stomachache 0.044  

Yin-

deficiency 

Bitter taste in mouth 0.031  

 Dry mouth 0.002 0.301 

 Dry/hard stool 0.035  

phlegm-

damp 

Dizziness 0.013  

 Bitter taste in mouth 0.000011 0.345 

 Flat feeling in mouth 0.012  

 Feeling annoyed 0.03  

 Bright yellow urine 0.043  

 Frequent nighttime 

urination  

0.00004 0.392 

damp-heat Dizziness 0.024  

 Bitter taste in mouth 0.00004 0.345 

 Emotional depression 0.042  

 Frequent nighttime 

urination  

0.01  

blood-

stagnation 

Shortness of breath 0.035  

 Dizziness 0.003 0.299 

 Bitter taste in mouth 0.033  

 Dry mouth 0.027  

 Flat feeling in mouth 0.006 0.276 

 Feeling annoyed 0.001 0.317 

 Feeling of anger 0.013  

 Face colour 0.049  

qi-

stagnation 

Fever 0.001 0.325 

 Dizziness 0.001 0.337 

 Excessive belching 0.014  

 Bright yellow urine 0.025  

 Body pain 0.04  

special 

diathesis 

Dizziness 0.005 0.283 

 Bitter taste in mouth 0.012  

 Feeling annoyed 0.033  

 Rectal tenesmus 0.024  

 Prolonged lochia  0.003 0.295 
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Figure 1.  Relationships between qi-deficiency and dizziness in the 

decision tree 

In this output of the decision tree model, we discovered 
three relationships between qi-deficiency and dizziness by 
following the paths from the root node to the leaf nodes. 
These paths are represented in the form of IF-THEN rules, 
where n refers to the number of participants who matched the  
following rules:  

Rule 1: IF qi-deficiency = “tends to Yes” THEN 
dizziness = “No” (n = 31, accuracy = 83.8%) 

Rule 2: IF qi-deficiency = “No” THEN dizziness = 
“No” (n = 40, accuracy = 78.4%) 

Rule 3: IF qi-deficiency = “Yes” THEN dizziness = 
“Yes” (n = 25, accuracy = 56.8%) 
In addition to the one-to-one correlation between qi-

deficiency and dizziness discovered by Pearson’s Chi-square 
test, a decision tree can define multiple inputs to find 
whether the output attribute (i.e., dizziness) is correlated to 
one or more input attributes. From Table IV, we found that 
dizziness is not only strongly correlated to qi-deficiency, but 
it is also correlated to the other six imbalanced TCM body 
constitution types. Instead of setting one input attribute in the 
decision tree, we set all eight imbalanced TCM body 
constitution types as input to predict the postnatal dizziness. 

Among the eight imbalanced TCM body constitution 
types, qi-deficiency was selected as the root node (i.e., best 
predictor) with the highest information gain. The leaf node 
with the highest classification accuracy and number of 
samples was extracted from the rightmost part of the tree and 
shown in Figure 2. The leaf node shows that all women with 
multiple TCM body constitution types: qi-deficiency, special 
diathesis and tends to phlegm-damp were suffering from 
dizziness in the postnatal period. This proved that dizziness 
is related to multiple TCM body constitution types instead of 
one only. Since there were over 60% of women with 
multiple body constitution types and different prenatal 
conditions, a decision tree with multiple input attributes is 
the better way to predict postnatal problems.  

In order to discover more possible prenatal factors that 
cause the postnatal problems, a decision tree and two other 
supervised data mining algorithms were applied to our data, 
including the attributes of TCM body constitution, 
demographics, maternal health information and delivery 
information, collected from the prenatal period to predict the 
postnatal problems. The independent (i.e., input) and 
dependent (i.e., output) attributes are listed in Table II. 

C. Significant Patterns with Data Mining Algorithms 

Supervised data mining was used to discover significant 
patterns from prenatal and postnatal data. The classification 
accuracies of predicting 36 postnatal problems, as shown in 
Table II, are reported in Figure 3. The classification accuracy 
of each postnatal problem (target attribute) in the decision 
tree, SVM and ANN are indicated by blue triangle dot, red 
circle dot and grey cross, respectively. 

Half of the postnatal problems can be predicted with 
classification accuracy over 70%, and the postnatal problem 
no. 36 (i.e., frequent nighttime urination) has the highest 
classification accuracy of 92.27%. Overall, the average 
accuracies of the three supervised data mining algorithms are 
above 64%, and SVM has the highest average accuracy of 
73.07%. 

To predict the postnatal problem of frequent nighttime 
urination, the ROC curves of the decision tree, SVM and 
neural network are given in Figure 4. It shows the 
performance of neural network is the best among three with 
higher AUC, followed by decision tree, and lastly SVM. 

 

Figure 2.  Leaf node with the highest accuracy rate to predict dizziness  

 

Figure 3.  Classification accuracies of 36 postnatal problems  

 

Figure 4.  ROC curves of decision tree, SVM and neural network 

After consulting the TCM practitioner, four postnatal 
problems, including dizziness, prolonged lochia, tiredness, 
and emotional depression, were identifisssed as important to 
clinical care after pregnancy. We used a decision tree to 
discover the correlations between these postnatal problems 
and prenatal factors because it can show the results in terms 
of readable rules which are understandable by TCM 
practitioners. 
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1) Classification Rules of Dizziness 

As mentioned earlier, dizziness is highly correlated to 
multiple TCM body constitution types. From Rule 1.1 to 
Rule 1.4, we can predict if a woman will suffer from 
dizziness after pregnancy related to five prenatal factors: 1) 
the number of TCM body constitution type, 2) TCM body 
constitution types (including qi-stagnation, Yang-deficiency, 
Yi-deficiency and special diathesis), 3) blood type, 4) living 
environment, and 5) number of days of menstruation before 
pregnancy.  

Rule 1.1: IF the number of TCM body constitution types 
> 5 THEN postnatal problem = “dizziness” (n = 13, 
accuracy = 86.7%) 
Rule 1.2: IF the number of TCM body constitution types 
≤ 5 AND blood type = “AB, O or unknown” AND living 
environment = “Above the hill” THEN postnatal problem 
= “dizziness” (n = 5, accuracy = 100%) 
Rule 1.3: IF the number of TCM body constitution types 
≤ 5 AND days of menstruation ≤ 7 AND living 
environment ≠ “above the hill”, THEN postnatal problem 
≠ “dizziness” (n = 85, accuracy = 80.2%) 
Rule 1.4: IF the number of TCM body constitution types 
≤ 5 AND TCM body constitution type = “qi-stagnation, 
Yang-deficiency, Yi-deficiency or special diathesis” 
AND days of menstruation ≤ 7 AND living environment 
≠ “above the hill”, THEN postnatal problem ≠ 
“dizziness” (n = 18, accuracy = 100%) 
By comparing Rule 1.3 and Rule 1.4, we observed that 

when the additional factor, TCM body constitution, is 
considered when predicting dizziness, it can yield higher 
accuracy. Hence, the TCM body constitution is an important 
factor that can affect the accuracy of predicting dizziness.  

2) Classification Rules of Prolonged Lochia 

Prolonged lochia is the third most common postnatal 
problem in this study, and the abnormal duration of bleeding 
can be suspected as infection. According to Rule 2.1 to Rule 
2.4, we can detect this problem in the prenatal period by 
observing seven prenatal factors: 1) TCM body constitution 
type (special diathesis and qi-stagnation), 2) days of period 
cycle, 3) traditional rituals (avoid all cold/raw food), 4) 
tongue coating, 5) EDD, 6) blood type and 7) dysmenorrhea 
before or after menstruation.  

Rule 2.1: IF TCM body constitution type (special 
diathesis) ≠ “tends to Yes” AND avoid all cold/raw food 
= “No” THEN postnatal problem = “prolonged lochia” (n 
= 53, accuracy = 81.5%) 
Rule 2.2: IF TCM body constitution types ≠ “qi-
stagnation or special diathesis” AND avoid all cold/raw 
food = “No” AND days of period cycle > 31 THEN 
postnatal problem = “prolonged lochia” (n = 25, accuracy 
= 100%) 
Rule 2.3: IF TCM body constitution type (special 
diathesis) = “tends to yes” AND EDD = “spring or 
summer” THEN postnatal problem ≠ “prolonged lochia” 
(n = 7, accuracy = 100%) 
Rule 2.4: IF TCM body constitution (special diathesis) ≠ 
“tends to yes” AND avoid all cold/raw food = “Yes” 
AND blood type = “O or unknown” AND dysmenorrhea 
= “occurred before or after menstruation” THEN 
postnatal problem ≠ “prolonged lochia” (n = 7, accuracy 
= 100%) 

3) Classification Rules of Emotional Depression 

Emotional depression is one of the top 10 postnatal 
problems, and it is a type of mood disorder associated with 
childbirth. It can negatively affect the mother, her family and 

newborn child. This problem can be detected by monitoring 
five factors: 1) TCM body constitution type, 2) blood vessel 
under the tongue, 3) days of menstruation, 4) menses, and 5) 
dysmenorrhea based on Rule 4.1 to Rule 4.4: 

Rule 4.1: IF days of menstruation > 4 AND age of the 
first menses ≠ “11–12” AND TCM body constitution 
type (qi-deficiency) = “yes or tends to yes” THEN 
postnatal problem = “Emotional depression” (n = 31, 
accuracy = 81.6%)  

Rule 4.2: IF menses with blood clot = “no” AND 
menses colour ≠ “bright red or pale red” AND age of first 
menses = “11-12” AND TCM body constitution type (qi-
deficiency) = “yes or tends to yes” THEN postnatal 
problem = “Emotional depression” (n = 7, accuracy = 
87.5%) 

Rule 4.3: IF TCM body constitution type = “complex, 
unclassified, Yang-deficiency or Yi-deficiency” AND qi-
deficiency = “no” THEN postnatal problem ≠ “Emotional 
depression” (n = 29, accuracy = 90.6%) 

Rule 4.4: IF Menses colour = “bright red or pale red” 
AND Age of first menses = “11–12” AND TCM body 
constitution type (qi-deficiency) = “yes or tends to yes” 
THEN postnatal problem ≠ “Emotional depression” (n = 
5, accuracy = 100%) 

IV. DISCUSSION 

In this study, we found that 92.42% of the women 
suffered from four or more different health problems after 
childbirth. Women with “gentleness” body constitution type 
tended to have less postnatal discomfort; the finding was 
consistent with the TCM theory that individuals with 
balanced body constitution are more likely to stay healthy 
even in the stressful postnatal period. Contrarily, women 
with imbalanced TCM body constitution were found to have 
more postnatal problems, among which qi-deficiency and 
blood stagnation had the worse postnatal profiles.  

In our analysis, several factors were found to predict the 
outcome of dizziness. However, some factors, such as the 
week of childbirth, duration of period cycle and menses 
volume, were unmodifiable. Other factors, namely traditional 
rituals and the intake of calcium supplements could be 
changed easily through prenatal education and advice. 
Additionally, although TCM body constitution is constant 
and not easily changed at once, it can be adjusted in the long 
run through lifestyle modification, nutrition, exercise and 
herbal medications. Therefore, we believe that by knowing 
individuals’ body constitution and their prenatal habits could 
potentially improve women’s postnatal health. 

There are several limitations to our study. First, the study 
was conducted in Hong Kong, and only women with Chinese 
ethnicity were invited; therefore, the findings may not be 
generalizable. Second, the correlations between TCM body 
constitution and postnatal problems were not one-to-one 
relationships; in both Pearson’s Chi-square test and the three 
supervised data mining algorithms (SVM, decision tree and 
artificial neural networks), we can only set one attribute (one 
of the postnatal problems) as output at one time. Third, TCM 
body constitution is potentially adjustable before pregnancy; 
a future study can be conducted on the prediction of the other 
disease entities [13][14], especially emotional depression. 
Additional factors can be collected from Western medical 
records for building a better predictive model.  
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V. CONCLUSION 

In this study, we discovered that women with imbalanced 
TCM body constitution were more likely to suffer from 
postnatal health problems. Some body constitution types and 
prenatal habits were predictive of certain common and 
important postnatal symptoms, which were believed to be 
modifiable. Supervised data mining has been demonstrated 
as a useful way to discover correlations between multiple 
prenatal conditions (especially body constitutions) and 
postnatal problems. After discovering the significant 
correlations in terms of classification rules, the future step is 
to predict postnatal problems before childbirth. By using the 
associations between body constitution and postnatal 
problems in Table IV and the classification rules in Section 
III C), the TCM practitioners can apply early interventions, 
such as medicine, acupuncture, suggesting nutrition or 
supplements, to adjust individuals’ body constitution and 
prevent the postnatal problems during the prenatal period, or 
even before pregnancy.  
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Abstract—Clinical predictions using clinical data by computa-
tional methods are common in bioinformatics. However, clinical
predictions using information from genomics datasets as well is
not a frequently observed phenomenon in research. Precision
medicine research requires information from all available datasets
to provide intelligent clinical solutions. In this paper, we have
attempted to create a prediction model which uses information
from both clinical and genomics datasets. We have demonstrated
multiclass disease predictions based on combined clinical and
genomics datasets using machine learning methods. We have
created an integrated dataset, using a clinical (ClinVar) and a
genomics (gene expression) dataset, and trained it using instance-
based learner to predict clinical diseases. We have used an
innovative but simple way for multiclass classification, where the
number of output classes is as high as 75. We have used Principal
Component Analysis for feature selection. The classifier predicted
diseases with 73% accuracy on the integrated dataset. The
results were consistent and competent when compared with other
classification models. The results show that genomics information
can be reliably included in datasets for clinical predictions and
it can prove to be valuable in clinical diagnostics and precision
medicine.

Keywords–Clinical; Genomics; Data Integration; Machine
Learning; Disease Prediction; Classification; Bioinformatics.

I. INTRODUCTION

The medical science is rich with various types of datasets
ranging from clinical to genomics datasets. The clinical
datasets are diverse in terms of their nature, format and the
information they contain. On the other hand, genomics datasets
are intrinsically enormous in size and dimensions, and so is the
information contained in them [1]. The genomic information
can be considered as the backbone of clinical information since
the genomic structure derives the physical characteristics of
any organism. If the two pieces of information are connected,
it may help to improve the overall medical research by finding
more accurate and advanced clinical diagnostic solutions. The
connection essentially means to integrate clinical and genomics
datasets. This is also a way forward in precision medicine
studies, where medical practitioners want to make clinical
decisions based on both clinical and genomics parameters and
not just one of them [2][3].

However, the research to establish or explore this con-
nection is not very commonly sought in the state-of-the-art
[1][4]–[6]. The datasets from clinical and genomics sources
are mainly used independently in their respective research
domains. From literature review, it has been observed that
most clinical prediction studies have been limited to either
clinical datasets [7]–[13] or genomics datasets [14]–[20]. One
common factor among these studies is that almost all of them

are prediction studies, which establishes the fact that the trend
for clinical predictions has long prevailed in research.

Although there are some studies which have attempted
towards the inter-domain research, the trend does not seem
to be very progressive. For example, [21] used decision trees
to predict breast cancer outcomes. Similarly, [22] employed
multiple regression and statistical methods to infer associa-
tions, and [3] used a graph-based approach to predict cancer
clinical outcomes from multi-omics data. All these studies used
integrated datasets for prediction or association studies using
various approaches. However, most of these approaches are
now outdated due to limitations in terms of their performance
or accuracy [21][22]. The approach in [3] (combination of
regression, Bayesian networks, and evolutionary neural net-
works) is more advanced and promising but this study is
limited to binary classifications and multi-omics data only
[23][24].

The research work mentioned above show that prediction
based studies are common in the literature. The most popular
or commonly sought predicting factors are survival rate and
disease recurrence rate. However, we could not find any disease
prediction model in the literature based on combined clinical
and genomics data information. A typical disease prediction
model, as we define, takes information from both clinical and
genomics datasets and predicts disease(s) in a patient. This can
be achieved when we have both clinical and genomics datasets
available for a variety of diseases. Hence, we are attempting
to design a disease prediction model which aims to predict
possible medical condition(s) in a patient using information
from both clinical and genomics datasets.

From ClinVar and Expression Atlas databases, we have
been able to construct such dataset which contains both clinical
parameters as well as gene expression values in a single
dataset for several patients. Since the data retrieved from these
databases is in eXtensible Markup Language (XML) format,
we can create a very flexible schema for this dataset. Using
this dataset, we can train a model to learn the diseases in
various subjects. As an initial attempt to prove the concept,
we have used the k-Nearest Neighbours (kNN) algorithm for
the learning model, which is an instance based learner [25].
Considering the size and complexity of the dataset, kNN
appears to be a reasonable choice of learning method since
it learns the classification function only locally.

Genomics based clinical diagnosis does not exist in clinical
environments. Traditionally, disease predictions are made using
regular clinical practices only. Our disease prediction model
can provide a genomic signature to verify the disease existence
or possible occurrence. Hence, this model not only will help
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TABLE I. CLINVAR DATASET.

GENE CONDITION CLINICAL SIG-
NIFICANCE

CHROMOSOME
NO.

LOCATION VARIATION ID ALLELE ID

AKAP LONG QT SYN-
DROME

BENIGN/LIKELY
BENIGN

7 92001306 136347 140050

AKT2 COLORECTAL
NEOPLASMS

LIKELY
PATHOGENIC

19 40236313 376039 362918

APC HEREDITARY
CANCER-
PREDISPOSING
SYNDROME

PATHOGENIC 5 N/A 181836 181126

... ... ... ... ... ... ...

the medical practitioners to gain another step of confidence in
terms of clinical diagnosis, but also help advance the precision
medicine research.

The rest of the paper is arranged as follows. Section
II discusses the challenges for data integration. Section III
explains the data integration model. Section IV gives details
of the prediction model and the algorithm along with the im-
plementation details. Section V presents the results, followed
by discussion in Section VI and conclusion in Section VII.

II. CLINICAL AND GENOMICS DATA INTEGRATION
CHALLENGES

The integration of clinical and genomics datasets is crucial
to move towards precision medicine. The medical conditions
of each person are transcribed from the underlying genomics
structure. Hence, it is critical to bring forward the genomic
information to play part in the clinical diagnostics [2][3]. The
main challenge is to find a way to integrate datasets which are
completely different from each other in terms of their nature,
size, and properties.

Most biological databases have standardised the data stor-
age in XML formats. European Molecular Biology Laboratory
(EMBL) took an initiative in 2000 to provide access of all
the flat files data in XML format [26]. XML provides more
flexibility in terms of storage, transport and integration of
complex biological datasets [27]. The format also provides
the advantage that the schema of datasets is extensible and
multiple datasets can be mapped together. Our datasets from
both sources, ClinVar and Expression Atlas, are accessed in
XML formats.

The scope of data integration models is vast, as mentioned
in the literature review in the previous section. Various data
integration models have been discussed by various authors
including [1], [4] and [6]. For our study, we have adopted
a meta-dimensional approach model, which refers to using
multiple datasets simultaneously in the analysis [6]. This
involves building a model on top of multiple datasets, which
are combined or integrated either before or after building
the data model. The approach facilitates the advantage of
fetching information from multiple datasets and including it
in the analysis model. However, the integration may also yield
complex datasets resulting in less robust models.

There are multiple methods within the meta-dimensional
approach as mentioned by [1] and [6]. We have adopted a

concatenation-based integration method, where different ma-
trices are combined into a large single matrix before building
a model. One advantage of this method is that once it is
determined how to concatenate the variables from different
datasets into a single matrix, it is relatively easier to build any
statistical analysis model on it. For example, on a combination
of genomics datasets, [8] used a Bayesian model to predict
phenotypes, and [28] used Cox Lasso model to predict time
to recurrence.

It may be important to mention here that the integration
attempt in this paper is only at the data level. Since the data
being retrieved from public repositories is in XML format,
we do not need to pre-build a structure to store data, and we
are not dealing with databases either. Therefore, this method
provides the advantage to avoid the data structure and storage
issues. Hence, the data integration here must not be confused
with the traditional database level data integration.

TABLE II. GENE EXPRESSION DATASET.

GENE GSM452573 GSM452571 GSM452642 ...
AKAP9 3.563587736 3.45243272 3.535150355 ...
AKT1 10.8863402 10.34918494 9.129441853 ...
AKT2 5.005896122 4.463927997 4.993673626 ...

III. DATA INTEGRATION MODEL

We have used completely anonymised clinical and ge-
nomics datasets obtained from public sources. The clinical
dataset (ds1) has been obtained from ClinVar [29], which is
an open source database that contains information about the
genomic variation and links it with phenotype information. For
each gene, it provides the diseases it causes and their clinical
significance. In addition, it also includes the whereabouts of the
gene, such as, chromosome number, location, variation ID etc.
A snapshot of the data is illustrated in Table I. The database
was searched for ’colorectal cancer’, and all the search results
were downloaded and saved as XML files.

The genomics dataset (ds2) is a Gene Expression dataset of
primary colorectal tumours (E-GEOD-18105), obtained from
the Expression Atlas of European Bioinformatics Institute
(EBI), which is a public resource for gene expression datasets
[30]. Gene expression data, as the name indicates, contains
information for the expression of gene(s) in a particular biolog-
ical sample(s). The expression data is obtained via microarray
technology, which provides parallel processing and monitoring
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TABLE III. INTEGRATED DATASET.

DISEASE CLINICAL
SIGNIFI-
CANCE

CHROMOSOME
NO.

LOCATION VARIATION
ID

ALLELE
ID

GENE GSM452573 GSM452571

LONG QT
SYNDROME

BENIGN/
LIKELY
BENIGN

7 92001306 136347 140050 AKAP 3.563587736 3.45243272

COLORECTAL
NEO-
PLASMS

LIKELY
PATHOGENIC

19 40236313 376039 362918 AKT2 5.005896122 4.463927997

... ... ... ... ... ... ... ... ...

of tens and thousands of genes, producing tons of valuable
data [31]. A typical gene expression dataset contains a matrix
with genes in rows and samples in columns. The number in
each cell of the matrix characterises the expression level of
a specific gene in the given sample [32]. Table II shows an
example of how gene expression data looks like. After the first
column, which is gene name, the rest of the columns represents
samples, and the values represent the expression levels.

The primary reason for selecting these two datasets was
that they fulfill the information requirement for this study. The
ClinVar data provides the information about clinical condition
against each gene present in the dataset. It also provides
the clinical significance of these conditions [33]. The gene
expression data brings the information about the activity of
those genes in different samples. Hence, the two datasets
provide the required information to create an integrated dataset
for this model.

TABLE IV. STATISTICS OF INTEGRATED DATASET.

Output Classes I II
Unique Classes 80 76
Feature set 117 117
Training Examples 258 281

As mentioned previously, we are using a meta-dimensional
approach based integration, and specifically the concatenation
method. The datasets were concatenated via gene names. It has
to be noted that there were multiple examples for each gene
in both datasets. The examples in the ds1 with no feature sets
available in ds2 were removed. On the contrary, the examples
in the ds2 for which there were no feature sets in ds1, the
data was extrapolated in ds1 so that the examples for that
gene can be increased. Since each parameter in the feature set
is independent, therefore, extrapolating some points does not
affect the accuracy.

Table III shows an example of the integrated dataset, where
the clinical and genomics parameters are concatenated via gene
names. The statistics of the dataset is shown in Table IV. The
data was trained with two different output classes: genes (class-
I) and diseases (class-II). There are 80 unique genes, and 76
unique diseases in the dataset after removing the outliers.

It can be argued that predicting genes as output class does
not provide much meaning. Predicting disease has a more
clinical value since this information is not available in the
gene expression data. The reason behind this selection is only
to provide an example that the classifier can be used to predict

any feature from an integrated dataset without any restriction.

The resulting schema includes clinical and genomics pa-
rameters in columns, while each row represents a gene. Hence,
each row tells the possible medical condition for a gene if it
is active in a sample. This schema is completely flexible and
scalable. It can be expanded by adding data from different
sources, as long as the new data can be mapped to existing
schema. More data brings more information that will only help
to improve the performance of the classifier by increasing the
feature set and the training examples.

IV. PREDICTION MODEL

In this section, we will talk about the multiclass classi-
fication challenges, followed by the details of our prediction
model, comprising the algorithm and the experimental envi-
ronment.

A. Multiclass Classification

When we talk about disease classification, we are talking
about a complicated multiclass classification problem. From
classification perspective, it is relatively easier to classify
binary problems or even few classes, but with increasing
number of classes, the complexity of the dataset gets very high
[34]. The data under consideration in this study contains more
than 75 different classes. When the number of output classes
is that high, the variance in the data is very high as well. In
such a case, it is best to have as much data as possible so
that every class has a sufficient representation in training data.
This is a minor limitation in our study because of the limited
number of examples available from public datasets.

There is no single classification method that can be sug-
gested to be best suited for multiclass classification [34].
Any algorithm can perform better than the rest based on the
characteristics and properties of the data. In this study we have
used the k-Nearest Neighbours (kNN) algorithm. The reason
for selecting the kNN instead of Support Vector Machines
(SVM), which is a more popular classification algorithm, is
our large number of output classes and the random distribution
of data (Figure 1). Unlike SVM, which uses kernels for
optimization, kNN determines the label for a given data point
based on nearest data points on the distance metric. Since
kNN is a non-parametric algorithm, it does not assume any
explicit functions for the input data (such as Gaussian) [25].
This works well in our case when the data has no particular
distribution and is widespread (Figure 1). Hence, we can avoid
the algorithmic complexity by using an algorithm which uses
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local optimization only. Also, kNN performs well on small to
medium sized datasets [25].

B. Classification Algorithm

The kNN is a non-parametric supervised learning algorithm
[25]. For a given dataset X , with labels Y , the algorithm
calculates the distances between a new data point z and all
data points in X to create a distance matrix. Euclidean distance
is the most common method for calculating this distance.
Euclidean distance between point xi and yi can be calculated
by:

D(x, y) =

k∑
i=1

(xi − yi)
2 (1)

Let R = (Xi, Yi), where i = 1, 2...N , be the training
set, where Xi is the p ∗ q feature vector, and Yi is the q-
dimensional vector which represents m output class labels,
as we are considering multiclass classification problem. We
presume that the training data has random numeric variables
with unknown distribution.

From the training set R, the kNN algorithm narrows down
to a local sub-region r(x) of the input space, which is centered
on an estimation point x. This predicting sub-region r(x)
contains the training points (x′) nearest to x, which can be
expressed as:

r(x) = {x′ | D(x, x′) ≤ d(k)} (2)

where, D(x, x′) is the distance metric between x′ and x,
and d(k) is the kth order statistic. k[y] denotes the k samples in
the sub-region r(x), which are labelled y. The kNN algorithm
estimates the posterior probability p(y | x) of the estimation
point x:

p(y | x) = p(x | y)p(y)
p(x)

∼=
k[y]

k
(3)

Generally, when the kNN is used for binary classification,
the label assignment is relatively easier since the algorithm has
to select between two classes only, such as :

g(x) = { 1 , k[y = 1] ≥ k[y = −1]− 1, k[y = 1] ≤ k[y = −1]
(4)

We have improvised this functionality for our study, where
the output class is non-binary. In this case, for any estimation
point x, the decision g(x) for a given label y is estimated by:

gk(x) = yk | minDk (5)

where, Dk is represented by 1 Hence, the decision that
will maximise the posterior probability will be assigned for
the output label. For a multiclass classification problem, where
y ∈ {1 . . . k}, the kNN algorithm uses the following decision
rule:

F (x) = argmax[gk(x)] (6)

Thus, for the selected nearest k neighbours, the algorithm
calculates the posterior probability for each class, and the class
with highest probability is assigned to x. Euclidean distance
is the most common method, but there are other distance
calculation methods as well, such as seuclidean, mahalanobis,
spearman, etc [25].

Figure 1. Distribution of variance in the integrated dataset.

C. Performance Measurement

Generally, the performance of machine learning classifiers
is measured using various parameters, such as, accuracy,
sensitivity, specificity, and Receiver Operator Curve (ROC).
These parameters are calculated based on the true positives,
true negatives, false positives and false negatives of classifier.
For binary classes, these parameters are easier to calculate
because there is only one positive and one negative class.
However, for multicalss classification, the problem is more
complicated and it is not easy to calculate each parameter for
each class. Especially ROC, which is a standard measure to
represent performance of a classifier, is very complicated to
calculate for a very large multiclass problem. This problem
has been discussed in further detail by Fawcett in [35].

Therefore, calculating each parameter for every class will
not only be laborious, but will also produce loads of results
that will be difficult to ensemble and explain. To simplify
that, we have only used confusion matrices to represent the
performance of the classifier and used the accuracy for each
classifier to compare the results for the two classes.

D. Experimental Environment

We have used Matlab (R2018a) for all the experiments,
which provides built-in libraries for machine learning clas-
sifiers. We used the machine learning toolbox to train the
classification model using kNN. The toolbox takes the data
as input and process the classification itself using the built-
in library functions and selected features. The classification
toolbox uses the Euclidean distance by default to compute the
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distance metrics. The tool box can be used to reproduce the
results.

At first, we perform the Principal Component Analysis
(PCA) for dimensionality reduction. Since, our data is multi-
variate, ranging from gene expression data to phenotypic data,
the data points are widespread in the data space. Figure 1
shows the standard deviation distribution of the first 20 data
variables from the integrated dataset. It can be seen that the
data distribution is very random and does not follow any
standard distribution function. Therefore, it is important to
reduce the dimension of the integrated dataset. We performed
PCA to explain 95% variance in the data.

Figure 2. Confusion matrix for class-I.

The results of classification depend highly on the dimen-
sions of the dataset. The correlation between the number of
examples and feature sets is very critical in this case to avoid
over-fitting [36][37]. The clinical dataset has only 5 features,
which is not a large enough set to be used stand-alone for
prediction model. With a feature set of 5, the prediction
is neither reliable nor comparable with other datasets. The
genomics dataset is large enough in this respect, but it does not
contain the class-II so we cannot predict diseases. Therefore,
we have only used the integrated dataset to train with the
prediction model explained in the previous section (IV), and
then compared it with other classifiers.

The results are validated using 10-fold cross-validation.
This means, the dataset is divided into 10 parts; one part is
held out as a test data and the rest of the 9 parts are used as
training data. This step is repeated 10 times using a different
part every time to holdout as a test data. This way every
example from data is used both as training and test data. The
resulting accuracy is an average of the 10-fold process.

V. RESULTS

The performance of a classification model is analysed using
a confusion matrix. Figure 2 shows a confusion matrix for
class-I prediction. The rows in a confusion matrix represent
the true output class, and the columns represent the predicted
class. The diagonal cells indicate the true positives (green)
and the false negatives; and the off-diagonal cells indicate the
false positives and the true negatives (red). The bottom right
cell shows the overall accuracy and the loss of the classifier.

A. Classification with our Classifier

The number of neighbours (NN) is a variable in the
algorithm, which can be tuned to change the performance of
the algorithm. We tested the performance of the algorithm over
10 different neighbours, from 1 to 10.

As mentioned previously, we trained the integrated dataset
for two different classes: genes (class-I) and diseases (class-
II). The results are shown in Figure 3. At NN=1, the trained
model predicts class-I with 86% accuracy, and class-II with
73% accuracy.

Figure 3. Accuracy of classification model for both classes.

Initially, the accuracy drops almost linearly with the in-
creasing number of neighbours. The drop in accuracy can be
attributed to the variation in data. As the algorithm considers
more number of neighbours, each neighbour brings more
variation that affects the prediction accuracy. However, as it
can be seen in Figure 3, accuracy remains above 50% for
up to 3 neighbours for both classes which can be regarded
as a good accuracy considering a multivariate training data.
Following NN=4, the accuracy drops almost exponentially.

This variation over neighbours may be avoided by intro-
ducing a weighted parameter in the algorithm. This parameter
weighs the contribution of each neighbour under consideration
based on its distance. The nearest neighbours gets higher
weights than the distant ones. Matlab’s classification tool uses
the squared inverse method to calculate the weights, which can
be expressed as:

wn =
1

d(xn − xi)2
(7)

where, xn is the neighbour to point xi. To accommodate
this weight parameter, the eq1 is adjusted as follows:
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D(x, y) =

k∑
i=1

wi(xi − yi)
2 (8)

We tested this updated version by training the integrated
dataset, and we observed that the accuracy was raised to
the maximum (86.1% for class-I and 73.7% for class-II)
for all NN’s. The results are shown in Figure 4. This is
perhaps because the weighted version predicts based on the
neighbour with the highest weight. Since the nearest neighbour
is most likely to have highest weight out of all neighbours, the
classification result is the same every time. This result seems
to be not very helpful for our dataset.

Figure 4. Accuracy for both classes with weighted kNN.

However, our model has predicted the diseases with up
to 73% accuracy. The accuracy is not as good as for the
class-I (86%). There can be multiple reasons behind this. The
representation of each class label in the data varies, which
affects the prediction accuracy. Some classes have sufficient
examples in the data, while others have only few examples.
The higher the representation of a class label in the training
data, the better is the prediction accuracy for that class. The
distribution of class-I labels in dataset is comparatively more
uniform than class-II; hence, higher accuracy. Still, achieving
73% accuracy for class-II is a very good result considering the
size, shape, and multivariate nature of the dataset.

B. Comparing with other Classifiers

We trained the same integrated dataset with other classifiers
in order to compare the performance. Using PCA of 95%, we
trained all the classifiers available on Matlab’s classification
toolbox, and then selected bluethe top 10 models (out of 22)
to compare the classification accuracy for both classes. NN=1
for all the models in the classification toolbox. 10-fold cross-
validation was used to avoid over-fitting. The results are shown
in Figure 5.

For class-I, the kNN models provided the highest accuracy
of 96.9%. kNN was followed by the Tree and SVM models. As

Figure 5. Performance of other classification models for class-I
predictions.

we can see, the top three models are all kNN models providing
accuracy of above 95%. The accuracy of the SVM models
(Quadratic and Cubic) is almost in the same range (95-96%),
however, the training time for the SVM models is 200 times
higher than the kNN models. This is because the SVM uses
the cost minimization functions, such as gradient descent or
kernel functions, which take much longer to converge. Since
kNN does not use any of those functions, it is more robust and
provides with the same, rather better accuracy. To summarise,
although both kNN and SVM models have predicted about the
same accuracy, the kNN models are much more robust than
the SVM models in terms of performance.

The tree models, except for bagged trees, performed poorly
providing accuracy of about 50% or under. The training time
of the tree models is as good as that of kNN models (few
seconds), but the accuracy is poor. Bagged trees, which is
a bootstrapping method, performed quite well. On the other
hand, boosted trees provides an accuracy of just about 51%.
Although both of them are ensemble methods, which means
they provide an average of multiple models trained on a subset
of data, bagged trees provided much better result.

The accuracy of these kNN models (Fine kNN, Subspace
kNN, and Weighted kNN) is slightly higher than our prediction
model (Figure 3). The reason for this is that the models in the
toolbox are set on different defaults and use different functions
than the ones we used. The classification function that we
used is primarily for multiclass classification problems. On
the other hand, the function used by the toolbox models are
mainly designed for binary problems, hence, the difference of
accuracy.

Similar results are seen for class-II. The results are shown
in Figure 6. The top 10 models selected here are slightly
different than those for class-I, but majority are the same.
The highest accuracy achieved for class-II is 73.3%, which is
just about the same as achieved by our model (Figure 3). The
top 3 models are all kNN models, with bagged trees standing
at 4th position with 73% accuracy. All SVM models provide
accuracy of less than 50% with training times as high as over
200 times of the kNN models. The same is the case for tree
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Figure 6. Performance of other classification models for class-II
predictions.

models except for bagged trees; same result as for class-I. A
plausible explanation for good performance of bagged trees
could be that they perform better on high dimensional data.

VI. DISCUSSION

We have demonstrated a novel way for multiclass classi-
fication based on integrated clinical and genomics datasets.
We have used concatenation-based data integration model for
this purpose, which has been discussed by various researchers
before ([1][6]), but not implemented in the area of health care.
Hence, this is the first time that we have attempted to use this
meta-dimensional approach to integrate datasets.

In the past, people have used various other methods for data
integration such as tree-based models [21], statistical models
[22], and graph based models [3][18][20]. All these models
require considerable amount of effort and time to build the
data models first, before creating the data analysis model, such
as building the binary trees, or creating graphs models from
datasets. Our method does not involve any of those complex
models; it only requires concatenation of all the datasets into
a single matrix. Once concatenated, the model transfers the
dataset directly to the analysis model and starts training the
learning algorithm. Hence, it is way more efficient in terms of
time and computational costs as compared to other methods.

In terms of analysis, from our knowledge, none of the
previous models have been used for multiclass disease classi-
fication problems in health care. They have only been demon-
strated for binary classifications; and, therefore, their results
cannot be compared with our model, which is a multiclass
classification model.

In terms of data models, it will be very difficult to perform
multiclass classification based on the previously mentioned
models because they will require to build a separate data model
(trees of graphs) for each output class before the analysis
model. Having multiple output classes, the analysis models
will get extremely complicated with several input data models.
With our proposed model, as there is only single concatenated
dataset, the multiclass classification is less complicated and

manageable because the dataset has only one data model with
a single schema.

Since, we could not compare our results with any other
previous results from other researchers, we have demonstrated
comparison with other classification models. The results shown
in Figures 5 and 6 demonstrate that the kNN models can
outperform the rest of the classification models in terms of
prediction accuracy and performance.

Our proposed approach provides a very flexible and scal-
able model, along the lines of our previous work as reported
in [38]–[41], which can be scaled to adjust any new dataset
and accommodate any analysis model. As long as there is a
relational dataset, it can be concatenated to the existing dataset
within the same data model and schema. Any analysis model
or algorithm, including prediction, classification, regression
models, can be built on top of the dataset. This flexibility
enables this approach to be adapted for any research purpose
in any domain.

VII. CONCLUSION AND FUTURE DIRECTIONS

The way forward in precision medicine is to use all
available data from clinical and genomics domains in order
to provide the best clinical solutions. The datasets need to be
intelligently integrated for this purpose. In this paper, we have
performed clinical predictions based on clinical and genomics
information. We have attempted to integrate a clinical (Clin-
Var) and a genomic (gene expression) dataset, and performed
classification for disease predictions. We have designed a
multiclass classification model that predicts diseases from
integrated datasets. The model, which is validated by 10-
fold cross-validation, has predicted diseases with up to 73%
accuracy. We also predicted genes as an extra variable, from
the same dataset, and achieved up to 86% accuracy. We have
compared the results with other classification models and
demonstrated that our model outperforms the rest. We can
conclude that constructing the learning classifiers on top of
large-scale inter-domain integrated datasets can provide very
good clinical predictions. This can prove to be very beneficial
and a stepping-stone towards the precision medicine.

This research study shows that diseases can be predicted
with good accuracy from a patient’s dataset if it has both
clinical and genomics parameters present. The accuracy will
further improve if we train the model with a much larger
size of training data. The reliability and confidence in results
will increase by incorporating more clinical and genomics
information. We have demonstrated with a gene prediction
example, that, when the dataset is more uniformly distributed
among different classes, the prediction accuracy goes high even
on a multiclass classification task.

This study has great potential to expand including achiev-
ing analysis provenance [13]. The more information a dataset
will contain, higher the accuracy can be achieved. The dataset
can be expanded to include more multivariate clinical and
genomics datasets, such as clinical trials and multi-omics
datasets, respectively. Including clinical information from clin-
ical trials or laboratory tests will have a significant impact in
the clinical prediction studies.
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Abstract—We developed a mathematical model for predator–
prey ecosystems undergoing climate-related changes. The 
model introduces the amount of information transferred 
between the number of individuals of the predator and prey 
categories, and the regulation performance in a predator–prey 
ecosystem is measured by a reduction of Shannon entropy, 
which is achieved by predation events and decay in the 
ecosystem. We examine the model with a computer simulation 
for a well-studied bass–crayfish predator–prey ecosystem in a 
closed lake. 

Keywords-mathematical model; predator–prey ecosystem; 
climate change. 

I.  INTRODUCTION 
Over the last three decades, environmental changes, such 

as global warming, desertification, and air pollution have 
worsened, and their effects on life systems is a serious 
concern [1]. Previous studies on the environmental responses 
of life systems have been conducted for specific networks, 
including genetic regulatory networks and ecological 
networks [2][3]. 

Schrödinger suggested that a life system takes orderliness 
from its environment and sustains itself at a fairly high level 
of orderliness, or at a fairly low level of thermodynamic 
entropy [4]. Kauffman investigated how the dynamic 
behavior of a Boolean network suddenly becomes orderly. 
He made the analogy that the behavior approximates cell fate 
which is characterized by expression patterns of multiple 
genes in an organism [5][6]. Barabási and Albert found that 
generic mechanisms form an ordered network structure with 
a scale-free property [7]. However, we could not find a 
mathematical model that clarifies the varying orderliness of 
biological systems undergoing environmental changes.  

In this study, we quantify the environmental stimuli and 
orderliness achieved in state variables in life systems with 
Shannon entropy based on their probability distributions. 
The state variables represent the state of the system, such as 
expression levels in a genetic network. We then hypothesize 
a relationship between environmental changes and 

orderliness in the life systems. We validate the hypothesis on 
an ecosystem using numerical experiments on a 
computational model of differential equations for the 
ecosystem with the climate-shift model [8]. In the model, a 
climate-attribute change is modeled as a shift in the 
probability distribution of the climate attribute. We evaluate 
control performance by a difference of Shannon entropy as 
ΔH≡H(X)−H(X′), where X and X′ represent the state variable 
X at t0 and at t1 (unit time after t0), respectively [9]. The 
Shannon entropy H(X) indicates the uncertainty of X [10]. 
Section II includes our results and discussion, and Section III 
states our conclusion and future work. 

II. RESULTS AND DISCUSSION 
We consider a predator–prey ecosystem in a closed lake 

(Figure 1a). The probability distribution of the number of 
viable predators, which we call “capacity”, varies according 
to the climate shift of a climate attribute against a range of 
climate attributes (survival region) in which the predator is 
viable. The predator capacity decreases with an increase in 
climate shift (Figure 1b). We derived (1), which shows that 
the Shannon entropy (H(Y)) of the number of predators 
decreases with an increase in the climate shift (Figure 1c):  

  ( ) ( )e e eH Y H Yδ+ ≤ , (1) 

where e and δe indicate the level of the climate attribute and 
its increment. Generally, I(X;Y)≤min{H(X),H(Y)}, thus  

  ( ; ) ( ; )U U
e e eI X Y I X Yδ+ ≤ , (2) 

where I(X;Y)U(≡H(Y)) denotes an upper bound of the mutual 
information between X and Y. We merged (2) with an 
information–theoretic limit for general control systems [9], 
and thus obtained (3):  

  U U
e e eH Hδ+∆ ≤ ∆ , (3) 
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where ΔH is the Shannon entropy reduction of the state 
variable X (the number of prey individuals) over the 
transition X→X´ between t0 and t1 (unit time after t0). It 
represents the control performance of the predator–prey 
ecosystem. Equations (2) and (3) suggest that the mutual 
information between the number of prey individuals (X) and 
predators (Y), as well as the control performance of the 
predator–prey ecosystem, decreases with an increase in 
climate shift. Furthermore, the control performance of the 
predator–prey ecosystem appears to degrade from the level 
of a closed-loop control system to an open-loop control 
system, based on the information–theoretic limits of control 
[9]. 

Numerical experiments on a well-studied bass–crayfish 
predator–prey ecosystem in a closed lake [11] validate the 
degradation of the control performance suggested by the 
model mentioned above.  

The derived inequalities, (1), (2) and (3), are independent 
of the dynamics of the target ecosystem. Thus, our model 
can be applied to analyses of ecosystems in which the 
dynamics are unknown. Furthermore, our model and the 
numerical experiment results suggest that the maintenance of 
predator numbers is effective for protecting predator–prey 
ecosystems against climate-related changes.   

III. CONCLUSION AND FUTURE WORK 
We developed an information–theoretic predator–prey 

ecosystem model that is independent of the dynamics of the 
ecosystem, and validated the model through numerical 
experiments. 
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Figure 1. An ecosystem model: (a) Predator–prey ecosystem in a closed lake. The arrow denotes feeding relationship. (b) Number of viable predators and 

climate shift. (c) Probability distribution of the number of predators before (upper panel) and after (lower panel) an increase in climate shift byδe. 
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