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ALLDATA 2025

Forward

The Eleventh International Conference on Big Data, Small Data, Linked Data and Open Data
(ALLDATA 2025), held between May 18-22, 2025 in Nice, France, continued a series of events bridging
the concepts and the communities devoted to each of data categories for a better understanding of data
semantics and their use, by taking advantage from the development of Semantic Web, Deep Web,
Internet, non-SQL and SQL structures, progresses in data processing, and the new tendency for
acceptance of open environments.

The volume and the complexity of available information overwhelm human and computing
resources. Several approaches, technologies and tools are dealing with different types of data when
searching, mining, learning and managing existing and increasingly growing information. From
understanding Small data, the academia and industry recently embraced Big data, Linked data, and
Open data. Each of these concepts carries specific foundations, algorithms and techniques, and is
suitable and successful for different kinds of application. While approaching each concept from a silo
point of view allows a better understanding (and potential optimization), no application or service can
be developed without considering all data types mentioned above.

We welcomed academic, research and industry contributions. The conference had the following
tracks:

 Big Data

 Open Data

 Linked Data

 Challenges in processing Big Data and applications
We take here the opportunity to warmly thank all the members of the ALLDATA 2025 technical

program committee, as well as all the reviewers. The creation of such a high quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and effort to contribute to ALLDATA 2025. We truly believe that, thanks to
all these efforts, the final conference program consisted of top quality contributions.

We also thank the members of the ALLDATA 2025 organizing committee for their help in handling
the logistics and for their work that made this professional meeting a success.

We hope that ALLDATA 2025 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the field of all data. We also
hope that Nice provided a pleasant environment during the conference and everyone saved some time
to enjoy the historic charm of the city.
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Abstract—This work investigates the feasibility of using
Physics-Informed Neural Networks (PINNs) as surrogate models
for river stage prediction, aiming to reduce computational cost
while maintaining predictive accuracy. We demonstrate PINNs
successfully approximate Hydrologic Engineering Center’s River
Analysis System (HEC-RAS) solutions, achieving strong predic-
tive accuracy, despite some variation among river segments.
By integrating the governing Saint-Venant equations into the
learning process, the proposed PINN-based surrogate model
enforces physical consistency and significantly improves com-
putational efficiency compared to HEC-RAS. We evaluate the
model’s performance in terms of accuracy and computational
speed, demonstrating that it closely approximates HEC-RAS
predictions while enabling real-time inference. These results
highlight the potential of PINNs as effective surrogate models
for single-river hydrodynamics, offering a promising alternative
for computationally efficient river stage forecasting. Future work
will explore techniques to enhance PINN training stability and
robustness across a more generalized multi-river model.

Keywords-Physics-Informed Neural Networks; Surrogate Mod-
eling; River Stage Prediction; HEC-RAS.

I. INTRODUCTION

Rivers and waterways play a critical role in sustaining
agricultural, industrial, and urban infrastructure. Understand-
ing river stage dynamics is essential for a wide range of
applications, including crop irrigation, drinking water supply,
drainage planning, and flood risk assessment [1, 2]. Accurate
river stage prediction enables informed decision-making in
these domains, with economic, environmental, and societal
benefits. During extreme weather events such as hurricanes
or heavy rainfall, the ability to make real-time predictions of
river behavior is particularly crucial for flood forecasting and
emergency response [4, 5].

Traditional hydrodynamic models such as the Hydrologic
Engineering Center’s River Analysis System (HEC-RAS) pro-
vide high-fidelity simulations of river stage by solving the
Saint-Venant equations [1, 2]. While these models are widely

used for flood risk analysis, they are computationally expen-
sive, requiring extensive parameter calibration and fine spatial
and temporal resolution. As a result, simulating future water
levels can take hours or days, making real-time forecasting
infeasible in rapidly evolving flood scenarios.[3].

To address this challenge, this work investigates the devel-
opment of a Physics-Informed surrogate model for river stage
prediction. Unlike purely data-driven approaches, Physics-
Informed neural networks (PINNs) integrate the governing
Saint-Venant equations into the learning process, enforcing
physics-based constraints while improving model generaliza-
tion beyond the training domain [6, 7]. This approach enables
more computationally efficient predictions while maintaining
physical consistency.

This study focuses on developing and evaluating a single-
river PINN-based surrogate model that approximates HEC-
RAS river stage predictions. The primary objectives are:

• Assessing the accuracy and computational efficiency
of a Physics-Informed surrogate model trained on a single
river.

• Comparing PINN predictions to HEC-RAS outputs to
determine the feasibility of using surrogate modeling for
river hydrodynamics.

• Identifying challenges and limitations in training
PINNs for river stage prediction, establishing a founda-
tion for future work in extending these models to multiple
river systems.

By demonstrating the feasibility of Physics-Informed sur-
rogate models for single-river applications, this work aims
to provide a stepping stone for future research into broader
hydrodynamic modeling frameworks.

The remainder of this paper is organized as follows. Section
II describes relevant background and related work. Section III
explains the methodology and model architecture. Section IV
covers the experimental setup, while Section V presents the
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benchmarking of HEC-RAS and the PINN surrogate. Section
VI reports our results and discusses key findings. Finally,
Section VII concludes the paper and suggests future research
directions.

II. BACKGROUND AND RELATED WORK

A. HEC-RAS: A Computational Numerical River Model

HEC-RAS is developed by the U.S. Army Corps of Engi-
neers (USACE), is an industry-standard numerical model for
simulating open-channel flow [2]. HEC-RAS is widely used in
flood forecasting, infrastructure planning, and water resource
management [10].

At its core, HEC-RAS numerically solves the Saint-Venant
equations, a system of shallow water PDEs that govern mass
and momentum conservation in river channels [1]. The 1D
Saint-Venant equations are given by:

∂A

∂t
+

∂(Au)

∂x
= 0, (Continuity) (1)

∂u

∂t
+ u

∂u

∂x
+ g

∂h

∂x
+ Sf − S0 = 0, (Momentum) (2)

where:

• A(x, t) is the cross-sectional flow area,
• u(x, t) is velocity,
• h(x, t) is water surface elevation,
• Sf is the friction slope,
• S0 is the bed slope.

In this formulation, x denotes the river mile along the flow
direction, and t represents the day of the year.

1) HEC-RAS Inputs:

• Geometric Data: Cross-sectional profiles of riverbanks
and channel bottoms, which are often stored in geospatial
databases and used for hydrodynamic simulations [20,
22].

• Boundary Conditions: Flow rates, water levels, and
upstream/downstream conditions.

• Hydraulic Parameters: Manning’s roughness coeffi-
cients, channel slopes, and obstructions [11].

2) HEC-RAS Outputs:

• Stage Predictions: Water surface elevations over time.
• Flow Predictions: Velocity distribution across river sta-

tions.

While HEC-RAS provides high-fidelity results, it is compu-
tationally expensive, requiring iterative solvers and extensive
parameter calibration [3]. This computational burden makes
real-time forecasting impractical in flood response scenarios.

B. Surrogate Models in Computational Science

To mitigate computational costs, surrogate models approx-
imate numerical solvers by learning the relationship between
input parameters (e.g., river geometry, boundary conditions)
and output predictions (e.g., water surface elevation) without
directly solving PDEs. These models are trained on diverse
input-output pairs from numerical simulations, enabling them
to predict approximate solutions at significantly reduced com-
putational cost [13].

Surrogate models have been successfully applied in fluid dy-
namics, aerodynamics, and weather prediction, demonstrating
their ability to reduce the complexity of PDE-based simula-
tions [14]. However, purely data-driven surrogate models, such
as artificial neural networks (ANNs) and Gaussian processes,
lack physical consistency, leading to poor generalization when
applied to dynamic, unseen river conditions [15].

C. Physics-Informed Neural Networks (PINNs)

PINNs provide an alternative approach by embedding gov-
erning physics equations into their training process. Unlike
traditional surrogate models that rely solely on input-output
mappings, PINNs enforce physical laws (e.g., conservation of
mass and momentum) as constraints in their loss function [6].

By minimizing residuals from PDEs during training, PINNs
generate solutions that remain consistent with known physics,
even in data-scarce environments. PINNs have demonstrated
effectiveness in computational fluid dynamics (CFD), hydro-
dynamic simulators, and geophysics [8, 9], but their applica-
tion in river stage prediction remains limited [7].

D. Fourier Feature Encoding in Surrogate Models

Machine learning applications in fluid dynamics often em-
ploy Fourier feature encoding to improve the model’s ability
to learn fine-scale variations in spatial and temporal data
[24]. Standard neural networks exhibit a spectral bias toward
learning low-frequency functions [23], which can lead to poor
generalization in high-variability physical systems.

Fourier feature encoding mitigates this bias by transforming
input coordinates into a high-dimensional space:

γ(x) = [cos(2πBx), sin(2πBx)]
T (3)

where B is a matrix of random Fourier base frequencies.
This transformation enables neural networks to capture fine-
grained variations in river stage predictions.

E. Research Gap and Motivation for Our Approach

Despite advancements in surrogate modeling and Physics-
Informed learning, PINNs have not been widely applied as
surrogate models for river stage prediction. Previous work on
PINNs has primarily focused on idealized fluid simulations
rather than real-world hydrodynamic systems governed by
HEC-RAS data.

This work addresses these gaps by:
• Developing a PINN-based surrogate model for river stage

prediction that enforces the Saint-Venant equations as
physical constraints.

2Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-282-1

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ALLDATA 2025 : The Eleventh International Conference on Big Data, Small Data, Linked Data and Open Data

                            11 / 16



• Investigating the effectiveness of Fourier feature encoding
in improving the model’s ability to capture fine-scale
variations in river flow.

• Evaluating whether our Physics-Informed surrogate
model can achieve accuracy comparable to HEC-RAS
while significantly reducing computational cost.

The following sections describe our proposed methodology
in detail.

III. METHODOLOGY

A. Problem Formulation

The primary objective of this study is to develop a compu-
tationally efficient surrogate model for river stage prediction,
denoted as h(x, t), using a PINN. The model is trained on
simulated river data from the HEC-RAS, a numerical solver
developed by the USACE. HEC-RAS provides high-fidelity
water surface elevation predictions by solving the Saint-Venant
equations, but its computational complexity makes real-time
forecasting infeasible. Our approach seeks to approximate
the HEC-RAS stage predictions while significantly reducing
inference time.

Given a river cross-section and boundary conditions, the
proposed surrogate model minimizes:

F(h, u,A) = 0, (Physics-Constrained Objective) (4)

where:
• h(x, t) is the water surface elevation,
• u(x, t) is the flow velocity,
• A(x, t) is the cross-sectional area.
The function F represents the Saint-Venant equations,

ensuring that predictions adhere to known physical constraints.

B. Surrogate Model Architecture

The surrogate model consists of a deep neural network
that approximates HEC-RAS river stage predictions while
incorporating Physics-Informed regularization. The architec-
ture follows a supervised learning approach with additional
physics-based constraints to ensure compliance with governing
hydrodynamic equations. As shown in Figure 1, the overall
pipeline takes spatial and temporal inputs and outputs physi-
cally consistent predictions of stage and velocity.

Random Fourier
Features

River Prediction
Model

Water
Depth

Flow
Velocity

Physics-informed
Regularization

Training Data Loss

+ Loss
x

t

Single-river Model

Geometry
Encoder

Riverbed
Mesh

Manning's n

Figure 1. System overview of the single-river PINN surrogate model.

1) Fourier Feature Encoding: Neural networks typically
exhibit a bias toward learning low-frequency functions [23].
To mitigate this and improve fine-scale resolution, Fourier
feature encoding is applied to the input coordinates:

γ(x) = [cos(2πBx), sin(2πBx)]
T (5)

where B is a matrix of random Fourier base frequencies
[24]. This transformation enhances the model’s ability to
capture complex variations in river stage across time and
space. The standard deviation σ of the Fourier base matrix
B is optimized through grid search over values {0.5, 1.0, 2.0,
4.0, 8.0} to balance spectral bias and overfitting. A value of
σ = 4.0 was selected based on validation loss and qualitative
error reduction in river stage predictions.

2) Neural Network Architecture: The surrogate model
adopts an implicit neural representation, mapping spatial and
temporal inputs (x, t) to predicted river stage h(x, t) and flow
velocity u(x, t). The architecture is structured as follows:

• Input Layer: Encodes river mile x and time t using
Fourier features.

• Hidden Layers: 6 fully connected residual blocks with
512 hidden dimensions per layer.

• Output Layer: Predicts h(x, t) (water depth) and u(x, t)
(flow velocity).

Feed-Forward Neural
Network

+

Random Fouier
Features

x t

Feed-Forward Neural
Network

6x

Water
Depth

Feed-Forward Neural
Network

Flow
Velocity

Figure 2. Structure of the single-river surrogate model.

Residual connections are used to improve training stability
and convergence [25]. Figure 2 depicts the architecture of the
single-river model.

C. Loss Function

The surrogate model is trained using a hybrid loss function
combining supervised learning and Physics-Informed regular-
ization:

L = LHEC-RAS + λLphysics, (6)

where:
• LHEC-RAS is the supervised loss, measuring deviation from

HEC-RAS-generated stage predictions.
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• Lphysics enforces compliance with the Saint-Venant equa-
tions, ensuring physically valid water surface elevations.

The Physics-Informed term is derived from the continuity
and momentum equations:

Lphysics =

∥∥∥∥∂h∂t +
∂(hu)

∂x

∥∥∥∥2 + ∥∥∥∥∂u∂t + u
∂u

∂x
+ g

∂h

∂x

∥∥∥∥2 . (7)

These residual terms are computed using automatic differ-
entiation in PyTorch.

IV. EXPERIMENTAL SETUP

A. Dataset Description

The dataset used in this study represents segments of the
Mississippi River. Each segment is treated as a single-river
model. In total, 63 river segments were analyzed, containing
3,240 strategically placed river stations used for high-fidelity
hydrodynamic simulation. These stations were selected by
expert modelers to capture critical variations in river stage
and flow while minimizing redundancy. On average, stations
are spaced approximately 0.74 miles apart, and each contains
time-series data generated for 1D unsteady flow analysis.

TABLE I. DATASET OVERVIEW FOR BENCHMARKING STUDY

Parameter Value

River System Mississippi River
River Segments 63
Total River Stations 3,240
Average Station Spacing 0.74 miles

Station Features: Each river station records key hydrody-
namic and geometric attributes, as summarized in Table II.

TABLE II. KEY ATTRIBUTES RECORDED AT EACH RIVER STATION

Feature Description

Water Surface Elevation Height of water column at a station.
Water Discharge Volume of water flowing per unit time.
Geometric Information Cross-sectional profiles, bed elevation,

and channel width.

B. Baseline Model for Comparison

To evaluate the effectiveness of the surrogate model, we
compare it against HEC-RAS, which serves as the ground truth
for single-river model validation. HEC-RAS is the industry-
standard numerical solver for simulating 1D open-channel flow
using the Saint-Venant equations and provides high-fidelity
predictions of water surface elevation.

This comparison focuses on two key aspects:
• Predictive Accuracy: How closely the surrogate model

approximates HEC-RAS stage predictions.
• Computational Efficiency: The reduction in inference

time when using the PINN-based model.

C. Training Details

The training follows a hybrid loss framework combining
supervised learning with Physics-Informed constraints.

TABLE III. TRAINING CONFIGURATION FOR SURROGATE MODEL

Parameter Description

Network Architecture 6 hidden layers, 512 neurons/layer,
ReLU activation

Optimizer Adam with learning rate 10−3 and
exponential decay

Batch Size 1024 samples per iteration
Loss Weighting Optimized via grid search
Training Duration 100,000 iterations

V. BENCHMARKING

To assess computational efficiency, we compared the ex-
ecution time of HEC-RAS and our PINN-based surrogate
model on the same machine (Intel Xeon E5-1620, 32GB RAM,
NVIDIA GTX 970). The surrogate model was implemented
using PyTorch and ran on GPU; HEC-RAS was executed as
a CPU-based process using version 5.0.1. Table IV shows the
results for a full 1D unsteady flow simulation across all river
segments.

TABLE IV. TOTAL EXECUTION TIME COMPARISON (SECONDS)

Model Total Time (sec)

HEC-RAS 8317
PINN Surrogate 82.9

The PINN model achieved a 100× speedup while main-
taining predictive accuracy. These results underscore the prac-
ticality of Physics-Informed surrogates for near real-time
river forecasting. While HEC-RAS is limited by CPU-bound
solvers, the PINN model leverages GPU acceleration, enabling
faster inference and potential scalability for broader deploy-
ment.

VI. RESULTS AND DISCUSSION

A. Evaluation Metrics

To evaluate the performance of the single-river PINN model,
we consider three key metrics: predictive accuracy, physical
consistency, and computational efficiency. Each metric is de-
scribed below.

a) Mean Relative Absolute Error (MRAE): This metric
measures the average deviation of predicted river stage values
from the ground truth, normalized by the magnitude of the
ground truth values. It provides a scale-invariant assessment
of accuracy across rivers with varying stage magnitudes.

MRAE =
1
N

∑N
i=1 |ŷi − yi|

1
N

∑N
i=1 yi

(8)
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where ŷi is the predicted stage at time i, yi is the correspond-
ing HEC-RAS value, and N is the total number of predictions.

b) Physics Residual Loss: We assess adherence to phys-
ical laws by evaluating residuals of the Saint-Venant equations
(Equation 7). This ensures physically realistic predictions,
even with limited data.

c) Inference Time: We also measure total runtime for
full-river inference on GPU hardware. This metric quantifies
the practical efficiency of the surrogate model for real-time or
near real-time forecasting.

B. Single-River Model Evaluation

Single-river models are evaluated independently to assess
how accurately the PINN surrogate approximates HEC-RAS
predictions without retraining.

The model architecture and training configuration were
tuned using the Arkansas River segment. Therefore, the results
on the remaining 62 rivers serve as a strong evaluation of the
model’s generalization ability under fixed hyperparameters.

Across all river stations, the model achieves a low mean
relative absolute error (MRAE), indicating strong predictive
accuracy. Some rivers, such as the Tensas River, exhibit
particularly low errors, while others, such as the Arkansas
River, show slightly increased deviations.
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Figure 3. Histogram of relative error scores across river stations for the
single-river model.

Figure 3 depicts a histogram of the relative errors across
different river stations. The majority of stations maintain low
error rates, demonstrating the model’s ability to accurately
capture river dynamics. The previously defined MRAE metric
is used to evaluate stage prediction accuracy across river
segments.

In addition to the histogram in Figure 3, Figure 4 provides
a more detailed view of per-river model performance. Each
boxplot summarizes the distribution of absolute prediction er-
rors over time for an individual river segment. This breakdown
highlights variability in model accuracy across river systems.
Rivers such as the Tensas River and Yazoo River segments
exhibit consistently low errors, while others like the Arkansas
River and Forked Deer segments show higher or more variable
errors.
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Figure 4. Distribution of absolute prediction errors for each river segment.
Each boxplot summarizes model performance over time for a single river,
with the red vertical line denoting the overall mean absolute error (9.716 ft).

C. Global Evaluation Across All Rivers

We compute a global normalized error based on the full
dataset stage range (−1.11 to 380.56 ft; total span 381.67 ft).
The model’s mean absolute error of 9.716 ft corresponds to a
normalized error of only 2.55%, indicating predictions remain
within physically plausible bounds (see Table V).

TABLE V. GLOBAL NORMALIZED ERROR SUMMARY

Metric Value

Global Minimum Stage −1.11 ft
Global Maximum Stage 380.56 ft
Mean Absolute Error (MAE) 9.716 ft
Global Normalized Error 2.55%
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D. Ablation Study
To evaluate the contribution of key model components, we

conducted an ablation study analyzing the effects of Fourier
feature encoding and Physics-Informed regularization. The
results are presented in Figure 5, which compares the predicted
water surface elevation (blue) against the HEC-RAS ground
truth (orange) across a representative river segment over a
full annual cycle (x-axis: time in days, y-axis: water surface
elevation in feet).
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(c) With Physics-Informed Regularization

Figure 5. Ablation study results demonstrating the impact of Fourier features
and Physics-Informed regularization.

In Figure 5(a), the base model without Fourier features
or regularization fails to capture the fine-scale variability
present in the ground truth data. The predictions are overly
smooth, and rapid changes in stage are poorly approximated,
highlighting the model’s spectral bias toward low-frequency
components.

Figure 5(b) shows the effect of adding random Fourier
feature encoding. The model’s predictions more closely follow
high-frequency fluctuations in the river stage, significantly
improving local resolution. However, the inclusion of these
features introduces overfitting in some regions, particularly
when the model lacks regularization.

Finally, Figure 5(c) demonstrates the combined effect of
Fourier features and Physics-Informed regularization. This ver-
sion of the model achieves the best alignment with the ground
truth, maintaining both high-frequency resolution and global
physical consistency. These results confirm that Physics-
Informed regularization is essential to prevent overfitting and
enforce hydrodynamic realism when using expressive encod-
ings such as Fourier features.

E. Findings and Discussion

The evaluation of the single-river PINN models reveals
several key findings:

First, the PINN-based surrogate models closely approximate
HEC-RAS stage predictions, with strong accuracy observed
across most river stations. As shown in Figure 3, the distri-
bution of Mean Relative Absolute Error (MRAE) is heavily
skewed toward lower values. Specifically, 36 out of 61 river
segments (59%) achieve an MRAE below 0.1, and nearly 80%
fall below 0.2. This indicates that the majority of rivers are
predicted with high fidelity using the surrogate model.

TABLE VI. SUMMARY STATISTICS OF MRAE ACROSS RIVER SEGMENTS

Metric Mean MRAE Median MRAE Mode MRAE

Value ∼0.15 < 0.1 0.0–0.1

Using multiple summary statistics helps capture this skewed
distribution: while the mean MRAE is around 0.15, the median
and mode indicate that most models perform substantially
better. This supports the claim that the PINN surrogate is
highly accurate for most rivers, even if a few outlier cases
raise the overall average.

Second, the use of Fourier feature encoding improves the
model’s capacity to resolve fine-grained temporal dynam-
ics in water surface elevation. However, without Physics-
Informed regularization, this expressiveness introduces overfit-
ting, particularly in regions with high variability. The ablation
study confirms that combining Fourier encoding with Physics-
Informed loss yields the best trade-off between local resolution
and global physical consistency.

Finally, the proposed PINN framework provides significant
computational advantages. As demonstrated in Section V,
the surrogate model executes predictions approximately 100×
faster than HEC-RAS, reducing runtime from over two hours
to under 90 seconds. Importantly, this speedup is achieved
without sacrificing accuracy: the model maintains a mean
MRAE of approximately 0.15, which is acceptable for many
practical forecasting applications. These results highlight the
promise of PINNs for enabling fast, physically grounded river
stage prediction in real-world decision-support systems.

VII. CONCLUSION

This study demonstrates that single-river PINNs effectively
serve as computationally efficient surrogate models for river
stage prediction, offering substantial speed improvements over
HEC-RAS without sacrificing accuracy. Future work should
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generalize the approach across multiple rivers and enhance
accuracy via ensemble methods.

A. Toward a Generalized Multi-River Model

Extending PINNs to multiple rivers without retraining re-
mains a key challenge. Two promising strategies include:

• Geometry Encoding: Robust cross-sectional or graph-
based encodings to capture diverse river geometries [21].

• Ensemble Robustness: Weighted fusion of indepen-
dently trained PINNs, with weights proportional to vali-
dation accuracy, to enhance predictive robustness.

B. Future Directions

Additional research should focus on:
• Scaling to 2D/3D Hydrodynamics: Extending PINNs to

multi-dimensional flow modeling.
• Real-World Validation: Refining accuracy through com-

parisons with observed river data.
• Adaptive Loss Weighting: Balancing Physics-Informed

and data-driven constraints to improve stability.
Advancing these areas will help PINNs evolve into scalable,

physically consistent, and computationally efficient tools for
real-time hydrodynamic forecasting.
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