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ALLDATA 2020

Forward

The Sixth International Conference on Big Data, Small Data, Linked Data and Open Data (ALLDATA
2020), held between February 23-27, 2020 in Lisbon, Portugal, continued a series of events bridging the
concepts and the communities devoted to each of data categories for a better understanding of data
semantics and their use, by taking advantage from the development of Semantic Web, Deep Web,
Internet, non-SQL and SQL structures, progresses in data processing, and the new tendency for
acceptance of open environments.

The volume and the complexity of available information overwhelm human and computing
resources. Several approaches, technologies and tools are dealing with different types of data when
searching, mining, learning and managing existing and increasingly growing information. From
understanding Small data, the academia and industry recently embraced Big data, Linked data, and
Open data. Each of these concepts carries specific foundations, algorithms and techniques, and is
suitable and successful for different kinds of application. While approaching each concept from a silo
point of view allows a better understanding (and potential optimization), no application or service can
be developed without considering all data types mentioned above.

We welcomed academic, research and industry contributions. The conference had the following
tracks:

 Big Data

 Open Data

 Linked Data

 Challenges in processing Big Data and applications
We take here the opportunity to warmly thank all the members of the ALLDATA 2020 technical

program committee, as well as all the reviewers. The creation of such a high quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and effort to contribute to ALLDATA 2020. We truly believe that, thanks to
all these efforts, the final conference program consisted of top quality contributions.

We also thank the members of the ALLDATA 2020 organizing committee for their help in handling
the logistics and for their work that made this professional meeting a success.

We hope that ALLDATA 2020 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the field of all data. We also
hope that Lisbon, Portugal provided a pleasant environment during the conference and everyone saved
some time to enjoy the historic charm of the city.
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Abstract—To create innovative connected products and services,
more and more interdisciplinary development efforts across
industries covering hardware, software and business model design
are required. One example for this is smart textiles, where the
complexity of the value chain has so far hindered the successful
market launch of new products. In this paper, semantic web
ontologies are used to support faster development and market
entry by a structured interaction of all players along the value
chain. A specific Smart Textiles Ontology is defined, validated
and evaluated with the help of the structured incorporation of
expert knowledge. The ontology acts as a foundation for an open
co-innovation platform called GeniusTex, and has successfully
enabled first product development projects.

Keywords–Ontology Development; Smart Textiles.

I. INTRODUCTION

Smart Textiles are textiles with an extended range of
functions that enable the interaction of the textile with the
environment and the human user. Applications range from
shirts for monitoring vital signs, activity or stress in health
and sports to displays integrated in furniture and protective and
heating equipment in industrial settings [1]. A standard of the
European Committee for Standardization (CEN) defines Smart
Textiles more specifically as intelligent systems consisting of
textile and non-textile components that actively interact with
their environment, a user or an object. Data is recorded and
processed via sensors and a defined reaction is generated
via actuators or an information display on a supplementary
device [2].

The market outlook for smart textiles is very promising,
with a market size of approximately AC5 billion for 2022,
growing from AC1.3 billion in 2017 [3]. However, this potential
has not yet been realized and few products have passed from
prototype stage to mass market. Challenges arise mainly due to
the complex value chain of smart textiles that includes textile
and electronics suppliers, software and application developers,
product designers and manufacturers (system integrators), as
described also by [1], [4]–[6]. Such challenges are:
• Technical challenges that include the complex design

of interfaces between textile and electronics compo-
nents, the miniaturisation of all components for the
seamless integration in textiles, as well as their usabil-
ity and durability. To solve these challenges, expertise
from different knowledge domains, such as textiles
and electronics production, needs to be combined
during the Product Development Process (PDP).

• Organizational challenges that emerge from diverse
value chain which has limited experience in collabo-

ration across the different knowledge domains. Due to
a lack of standards in the smart textiles domain, the
producers cannot refer to norms to ensure interoper-
ability between their domains, but need to collaborate
intensely with all parties along the value chain during
the PDP.

This paper describes how the GeniusTex project addresses
these complex challenges by utilising a Smart Textiles On-
tology, which can be retrieved from [7], together with a co-
innovation platform.

• Related work on ontologies for collaborative product
development and (smart) textiles (Section II)

• Defining an Ontology as common language to describe
the modules and diverse knowledge areas of smart
textile domain (Section III)

• Validation (Section IV) and implementation on a co-
innovation platform called GeniusTex (Section V)

II. RELATED WORK

Product and process development needs to handle a de-
mand for shortened and more efficient development cycles
despite higher product complexity [8]. Modularization is an
established method to handle the complexity of product de-
velopment and production processes by dividing the product
into modules with clearly defined interfaces and relationships.
This structured representation of the product enables both
parallel development of modules, as well as reusing previously
developed modules in new products [9]. Plus, a modular
product concept simplifies collaborative development projects
that involve different players along the value chain. While
this has been the standard approach for collaborating both
in development and production for industries like automo-
tive, where Original Equipment Manufacturers (OEMs) and
suppliers are highly integrated, it has not been adopted yet
in the textiles domain [10]. Small and Medium Enterprises
(SMEs) lack the integrated supply chain, especially to cover
both textile, electronics and software components required for
smart textiles.

Knowledge management and information sharing across all
parties involved has been identified as a crucial prerequisite
for successful development processes [11] [12]. Ontologies
are one concept to support this by acting as a ”common
language” between modules and parties involved in PDP. An
ontology has been defined by Gruber [13] as a formal, explicit
specification of a shared conceptualisation. Ontologies support
knowledge management by structuring knowledge domains

1Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-775-7
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into classes with properties and relations, thus allowing for
searches and processes to be defined along the structures [10].
Since ontologies can be expanded, adapted and merged, they
can support knowledge domains subject to changes in techno-
logical advances [14].

A. Ontologies enabling collaboration along the value chain
The use of ontologies to support the PDP has been

described in literature for various knowledge domains, for
instance to promote knowledge integration and sharing [12].
In addition to the mere provision of knowledge, ontologies
can also enable decision-support in the PDP, e. g. by auto-
matically finding previously developed modules or documents
with high similarity to the current product specification [15],
or suggesting new combinations of prior modules into new
products [16]. Moreover, ontologies have been applied with
a focus on collaboration and co-innovation. The collaborative
product innovation network by Song et al. applies ontology
based knowledge integration to reduce the development time
of a water heater [17]. To integrate knowledge across different
players along an aviation development process, Li et al. merge
and map local ontologies into a global ontology for knowledge
sharing [18].

B. Ontologies for Textiles
For textiles, there are few examples of structured knowl-

edge management using ontologies. A knowledge exchange
infrastructure has been proposed to promote collaboration [19]
and to support interoperability in the textile industry [10]. The
Textile chemical ontology focusses on hazardous and forbidden
chemicals for textiles, e. g. by formalizing standards like the
OEKO-TEX label [20]. While the VetiVoc ontology addresses
only the fashion domain rather than technical or smart textiles,
it gives an example how textiles can be modularized [21].

C. Ontologies for Smart Textiles and Services
In the domain of smart textiles and services, ontologies

have been applied mainly for integrating different data sources.
For example, sensor data collected by a wearable are combined
with historical health data and weather data for health care
services [22] or used to process wearable sensor data into spe-
cific human gestures [23]. The ontology-driven open reference
architecture and platform around services for elderly of the
project OASIS combines multiple measurements from smart
textiles for unobtrusive monitoring applications [24].

However, the idea of exploiting modularity to handle
the complexity of smart textile development processes has
been introduced for example by Schwarz et al. [25]. They
describe 6 functions of an intelligent textile system whose
interdependence needs to be accounted for during the PDP,
and which act as foundation for the functional components
of a smart textile introduced in Section III. Similarly, reusing
certain modules for multiple products is promising to reduce
time and costs of smart textiles development. The Simple Skin
project proposes textile building blocks where a conductive
fabric acts as foundation for various products and services [26].
The EASY-IMP project described the use of meta-products that
can be enhanced with different modules and services [27].

This research aims at exploiting the potential of ontologies
to support the PDP of smart textiles. To address their spe-
cific challenges and the gaps in previous research, the Smart
Textiles Ontology focuses on two objectives:

1) structured and accessible knowledge base across the
smart textile domain

2) enabler of collaborative development and co-
innovation processes

III. DEFINING THE SMART TEXTILES ONTOLOGY

The domain of smart textiles covers multiple areas, such as
textile materials, electronic components, as well as manifold
steps of the production process. Hence, an ontology for smart
textiles should cover these concepts and allow to express
interdependencies among them in order to direct development
projects. The scope of the ontology is determined by a set of
natural language competency questions that are expected to be
answered by the ontology in the end.

The smart textiles domain is described in modular structure,
looking at classes of processes, materials, and component
modules. Component modules include the functional parts that
make a textile smart (sensors, actuators), data processing, data
transmission and interconnection modules, as well as textile
carrier or substrate. The production processes cover joining,
separating, forming, handling and quality control. The focus
lies on the joining class, as it includes the critical processes
of integrating functional components to a textile carrier and
the contacting between different components. For all these
modules, properties and relations that describe the interde-
pendencies between materials, components and processes are
defined. This allows for the codification of domain knowledge
specific to smart textiles: e. g., the drapability and elasticity
of components is a critical property. While it is common to
account for this in textile processing, for developers with an
electronics background it is crucial to know this to select
both electronic components and technologies for handling and
integrating them accordingly.

A common challenge for any ontology development project
is the effective involvement of domain experts. Specialists in
related fields possess knowledge and skills that are indispens-
able for the construction of a domain ontology. Whereas they
neither have to be experts in ontology development nor in the
rather technical tools, the contributing knowledge engineers are
often no experts in the domain. To overcome this problem in
the GeniusTex project, the domain experts are provided with a
minimal knowledge acquisition template, which is familiar to
them. In this particular case, we use an Excel master document
for collecting the ontology elements. There, the domain experts
simply have to fill in labels, definitions, and straightforward
references (e. g., superclass, domain, and range) for Classes,
Relations, Attributes, and Individuals. This still demands a
fundamental understanding of what an ontology is, but keeps
away the technicalities of developing an OWL ontology.

The actual ontology is automatically built by the eccenca
Ontology Pipeline based on the master document and the
configurations made by a supporting knowledge engineer. The
domain experts get immediate feedback in form of a valida-
tion report and an ontology visualisation (c. f. Section IV).
The eccenca ontology pipeline is integrated in a continuous
integration pipeline, which regenerates all relevant artifacts
on updating the master document. With each commit the
pipeline (1) generates an OWL file, (2) validates the ontology
file resulting in a validation report, (3) creates a correspond-
ing visualisation and (4) an ontology documentation. The
WIDOCO tool [28] is used in this setting. These artifacts
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are immediately accessible to the editors (domain experts and
knowledge engineer), i. e., with each commit the contributors
get information whether the ontology was build successfully
and could be validated, as well as a visual representation.

According to the elements defined by the domain experts, a
knowledge engineer solves particular ontological problems and
enforces best practices, e. g. mapping of external ontologies,
realising consistent structures and naming conventions. He also
defines example instance data which is used to validate the
ontology.

The GeniusTex Smart Textiles Ontology reuses concepts
from multiple external ontologies, such as

• the Semantic Sensor Network Ontology (SSN) for the
description of sensor features [29],

• the Ontology of Units of Measure 2.0 for represent-
ing units of measurement needed to describe sensor
features [30], whereas a number of very specific units
had to be replenished for the textile domain, as well
as

• schema.org for general product aspects of individual
components, e. g. dimensions and price.

IV. VALIDATION AND EVALUATION OF THE SMART
TEXTILES ONTOLOGY

To ensure an adequate level of quality throughout the ontol-
ogy development process, routines have been set up to check
for multiple validation constraints after each development step.
Finally, the Smart Textiles Ontology has been evaluated with
actual data.

A. Validation
During the ontology development, it is crucial to validate

the ontology after each development step in an automated
way in order to find problems and quality issues fast. There
are several criteria to validate an ontology. Some of these
criteria can be checked fully automatically, such as syntactical
correctness, logical consistency, and the application of some
best practices. Other criteria demand judgement from experts
who have a certain domain knowledge. For example whether
the ontology is coherent to a common understanding of the
domain.

We are following this approach with a continuous integra-
tion ontology development pipeline, which generates reports
on each revision of the ontology. The aim is to evaluate and
report as many things a possible in an automated way. These
reports are played back to the domain experts who are obliged
to keep the ontology in a validated state with every change. The
eccenca Ontology Pipeline is based on a version control system
and a continuous-integration (CI) server. The build process and
integration tests are run automatically on the CI server when
a new commit has been made:

1) The build process compiles the ontology from a
knowledge acquisition template and several config-
urable source files.

2) An RDF parser (in this case, Apache Jena RIOT)
ensures syntactical correctness.

3) An OWL reasoner (in this case, Pellet [31]) ensures
logical consistency.

Figure 1: Continuous Integration Workflow.

4) RDFUnit [32] ensures a number of general best
practice requirements, which are defined as tests in
form of SPARQL queries or SHACL shapes.

5) OWL2DOT generates a visual representation of the
ontology elements (see Figure 2).

6) WIDOCO generates an ontology documentation
HTML document explaining the ontology elements.

The overall workflow is depicted in Figure 1. The results
of all tests are collected as build artefacts on the CI server and
respective authors (committers) are automatically informed if
one of the tests fails. Furthermore, the generated documen-
tation allows domain experts to inspect the defined elements
in order to spot problems and share the current state of the
ontology with colleagues. RDFUnit generates tests from the
involved ontologies and executes these tests on the ontology
definition and the optionally given instance data. The best
practice requirements that are currently configured are mainly
targeting documentation aspects, whereas it is desirable to
extend these in the future:

• All defined resources should have an rdf:type
• All defined resources should have at least one label

and a comment
• All defined resources should have different comments

in different languages
• All defined resources should have a label different

from its comment
• All labels and comments must not contain todo, foo,

bar, lorem or ipsum
• Two defined resources should not have the same

comment
• Two defined resources should not have the same label
• All resources defined by an ontology should be pre-

fixed with the ontology URI and link this ontology
with rdfs:isDefinedBy

• All ontologies should state their preferred namespace
prefix

• All ontologies should state their preferred namespace
matching their URI

3Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-775-7
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Figure 2: A visual representation of the Smart Textiles Ontology.

• All ontologies should have a version info

By adhering to these concepts, it can be made sure that the
ontology remains valid and operational during its development
cycle. Secondly, it leads to a more consistent development in
general and an overall quality improvement.

B. Evaluation
In order to evaluate the Smart Textiles Ontology, a graph

had to be populated with respective A-Box data. This has
been done based on actual data on smart textile components
along two example products (smart orthosis, smart wristband)
as it occurred in the project. The data has been transformed
to RDF using eccenca’s Corporate Memory data integration
capabilities. While doing so, the resulting triples have been
continuously validated against the ontology.

For evaluating the ontology, 27 (out of originally 35)
competency questions have been translated to SPARQL queries
and finally executed on our knowledge graph. The questions
have been collected at the beginning of the project, so that
eight questions were not covered by the ontology in the end,
mainly due to data gaps (e. g., CQ 3.4 Which companies can
create a prototype with SMD (surface mounted device)?) or an
no further pursued meta-level (e. g., CQ 3.7 What is generally
required for approval of a smart textile?).

An example query for CQ 2.11 Which actuators, which
emit light or acoustic signals, are smaller than 20x20x3mm?
can be seen in Listing 1, it filters actuators by their signal
type and physical dimensions. Since for all dimensions the
millimetre unit is used, it has been neglected here (c. f.
Section VI-A).

4Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-775-7
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Figure 3: The collaborative GeniusTex Idea Configurator.

Listing 1: Query
<SELECT ∗ WHERE {

? a c t a g t : A c t u a t o r ;
g t : h a s S i g n a l T y p e ? s i g n a l ;
schema : d e p t h [ schema : v a l u e ? d ] ;
schema : wid th [ schema : v a l u e ?w] ;
schema : h e i g h t [ schema : v a l u e ? h ] .

FILTER ( ? s i g n a l = g t : o p t i c s i g n a l | |
? s i g n a l = g t : a c u s t i c s i g n a l )

FILTER ( ? d <= 20 && ?w <= 20 && ? h <= 3)
}

V. IMPLEMENTATION ON GENIUSTEX - CURRENT
INFRASTRUCTURE

Beyond the modularization of smart textile products, ser-
vices and processes with the Smart Textiles Ontology, Ge-
niusTex addresses the challenges of the smart textiles PDP
with an open innovation platform. The platform enhances
the PDP along the smart textile value chain by enabling

all involved stakeholders such as manufacturers, suppliers,
service-providers, and end-users to connect, collaborate, ideate,
and develop innovate business models. Main features of the
GeniusTex platform are the import of ontology-based product
data and its semantic representation, intelligent search to find
and order relevant and compatible smart textile products,
ideas browsing and collaborative idea configuration as well as
information sharing in protected workspaces to generate new
knowledge with experts and end-users.

Figure 3 shows the shared idea “Insole Tracking”. The
three idea members can collaboratively build the idea by
defining the properties that are relevant for the perspective
smart textile product. In this example, authors are interested
in smart products with the TRL 9 (highest level of technology
readiness), which have to be machine washable, are designed
for skin-contact, and conforms to Oekotex Standard 100.
GeniusTex finds twenty results that match the configuration.
Idea members can browse the results, find detailed product
information and order suitable products. Moreover, users can

5Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-775-7
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publish the idea to the GeniusTex community with intend to
find and discuss with other experts. GeniusTex platform users
get notified of the published idea and can ask for joining the
PDP.

VI. CONCLUSION AND FUTURE WORK

The application of an ontology has been proven as an
eligible common language in the multi-disciplinary field of
smart textile development. The steep learning curve that comes
along the ”ontological overhead” faced by many domain ex-
perts confronted with an ontology development project, could
be obviated by providing them familiar tools and immediate
feedback mechanisms. Nevertheless, some decisions have to
be made by knowledge engineers who are aware of the
technological pitfalls.

A. Learnings: success factors for applying the Smart Textiles
Ontology

When creating the Smart Textiles Ontology, a number of
existing concepts from external ontologies have been reused,
which is in particular helpful for compatibility reasons. Nev-
ertheless, we experienced some issues which are generally
unresolved: There are plenty of ways, but no standard pattern
to represent measurements and physical quantities in RDF,
i. e. values with well-defined units. We decided to go for
schema.org’s PropertyValue pattern, mainly because it
supports values and value ranges along with units of measure-
ments, for which the Ontology of units of Measure (OM) is
used. While this approach allows to explicitly express values,
it became apparent that it is on the other hand intricate to write
queries for that model. Furthermore, it would actually be nec-
essary to convert units of measurement during the query pro-
cess to compare between measurements using different units,
e. g. as suggested by Lefrancois using Custom Datatypes [33].
To really benefit from this variety of representation possibilities
it would be beneficial to have the ability to transform between
standard representations. Likewise, even though multiple on-
tologies for units of measurement exist, none is fully covering
units from all domains [34]. Consequently, a number of units
for the textile domain were added to the OM ontology.

B. Outlook: Internationalising and broadening the functional-
ities of GeniusTex

The Smart Textiles Ontology and its implementation on the
GeniusTex platform help to streamline smart textile product
and process development. So far, it has enabled three co-
innovative development projects across different application
areas: a smart orthosis, a smart wristband, and a connected
pillow. To better support future projects, further functionalities
have been identified, such as the link to broader product
databases, modelling of complex inter-dependencies and rules
within the ontology and improving search and recommendation
functions based on this. Moreover, the internationalisation of
the ontology and the platform is a next step. To ensure both
platform architecture and its structured language are globally
accessible, workshops with partners from different linguistic
backgrounds, e. g. from South Korea, are conducted.

Finally, the platform-based development approach enabled
by an ontology is applicable beyond the smart textiles domain.
It is relevant whenever interdisciplinary domain knowledge
from suppliers, manufacturers and service providers from

different industries needs to be combined to create innovative
connected products and services.
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Abstract—Over the past years, an increasing number of 

datasets have been published as part of the Web of Data, 

reaching more than 1,200 datasets in 2019. However, many 

datasets, totaling a large quantity of RDF triples, are without 

ontology or with an incomplete one. As a result, they suffer 

more and more from quality problems. Assessing linked data 

quality for fitness for use is a current research problem that we 

are interested in. In this paper, we propose a novel approach 

for the assessment of quality between RDF triples without 

requiring schema information. It allows assessing the quality of 

datasets by detecting errors and eventually measuring the 

error rate using synonym predicates techniques, profiling 

statistics, and quality verification cases. Promising results are 

obtained on the DBpedia dataset where several data quality 

issues have been detected, such as inaccurate values, 

redundant predicates, and redundant triples.  

Keywords-linked data; quality assessment; semantic relations; 

synonym predicates; profiling statistics; DBpedia. 

I.  INTRODUCTION 

In the last decade, the number of datasets published in the 
Linked Data (LD) format had increased from 12 datasets in 
May 2007 to 1,239 datasets in March 2019. This huge 
growth leads to the appearance of many structured datasets 
on the Web of Data [18], such as DBpedia [19] and Wikidata 
[20]. However, many of these datasets do not have a well-
developed ontology or do not have an ontology at all, and 
their qualities are highly variable, as in the case of DBpedia 
that is considered as the most well organized and widely 
used LD resource [2]. 

In the literature, data quality is usually defined as “fitness 
for use”. It depends on several dimensions, such as accuracy, 
completeness, relevance, credibility, comprehensibility, 
consistency, and conciseness [1]. Several authors have 
proposed interesting approaches for quality assessment 
requiring ontology for datasets, which is not always available 
or may be incomplete. New approaches are thus required to 
deal with LD quality assessment by finding features that best 
represent the semantics of Resource Description Framework 
(RDF) triples without requiring ontologies, when each triple 
represents two entities (Subject and Object) linked with 
(Predicate).  To achieve this goal, we propose an approach 
for quality assessment between RDF triples, independently 
of the semantic relationships of the ontology, using both 

techniques of synonym predicates discovery, profiling 
statistics, and predefined quality verification cases. 

The remainder of this paper is structured as follows: in 
Section II, we discuss the related work. Section III presents 
our proposed approach. An evaluation is given in Section IV. 
Finally, we conclude with ideas for future work in Section V. 

II. RELATED WORK 

In this section, we present related work on quality 

assessment in the web of data as well as existing approaches 

for synonym predicates discovery. 

A. Linked Data Quality Assessment  

Several works on the quality assessment of linked data 

have been proposed. They focused on assessing the quality 

of different parts of datasets, namely literals, predicates, 

triples, and metadata. We present here the well-known 

methodologies and tools, which could be classified into two 

distinct categories:  (1) those that use ontologies and (2) 

those that do not use ontologies.  

In the first category, several approaches are proposed. 

Lei et al. [5] propose a framework that allows evaluating the 

accuracy, consistency, and conciseness of semantic 

metadata. SWIQA [4] allows automatically evaluating the 

quality of published data using a quality rule template. In 

addition, RDFUnit [3], a pattern-based approach for LD 

quality assessment, uses data schema and quality patterns 

are created from DBpedia user community feedback, 

Wikipedia maintenance system, and ontology analysis. 

Besides, another approach called ABSTAT [6], allows the 

use of data profiling and data mining techniques to explore 

LD and to detect quality issues at the schema level. Finally, 

a semi-automatic methodology for dataset quality 

assessment and improvement is proposed in [14]. Although, 

the previous works provide good support for LD quality 

assessment, none of them is focused on detecting errors by 

discovering semantic relations between properties in the 

dataset (that lacks a well-developed ontology or does not 

have ontology at all). Therefore, there is still a need for 

additional researches and efficient techniques to provide 

high quality for LD that do not require a lot of user expertise 

and ontology information.  
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In contrast to the first category, in the second one, the 

most significant research work consists of the approach 

proposed by Jang et al. [2], which assesses the LD quality 

without using any data schema. It measures the quality of 

LD in terms of property’s domain, range and data type 

through a semi-automatic generation of data quality 

patterns. The approach has been applied to Korean 

DBpedia, in which an error occurrence rate equal to 36.31% 

has been obtained. It seems to be an interesting approach, 

which will open new possibilities for researchers to develop 

efficient techniques for LD quality assessment without 

using data schema information. However, the quality 

assessment is done with only one triple and it does not give 

the exact domain/range (i.e., the generation of an upper-

class type). Moreover, no quality improvement after 

detecting quality problems is incorporated. 

In the context of our work, we consider datasets without 

ontologies. We propose an approach for LD quality 

assessment by understanding semantics between properties 

and considering assessing quality between triples. Table I 

gives a comparative study.  

The proposed approach is based on synonym predicates 

discovery to efficiently assess data quality through detecting 

errors between triples. The next subsection will present 

some existing techniques of synonym predicates discovery 

that has been used for different purposes. 

B. Synonym Predicates Discovery 

In the literature, some work use synonym predicates 

discovery techniques in LD. For instance, Abedjan and 

Naumann [8] propose an approach that allows discovering 

synonymously used predicates. The main objective is to 

expand queries, by aggregating positive and negative 

association rules at the statement level based on the concept 

of mining configurations. However, it discovers only 

predicates that could substitute each other, such as starring 

and artist, which is usually not suitable since the predicate 

expansion operation is different from the predicate 

unification operation. 

Another work for knowledge graph consolidation is 

proposed in [9]. It is a data-driven method to identify 

existed synonymous relationships in the knowledge graph 

using knowledge embedding methods, such as RESCAL 

[11], ComlEX [12], and ANALOGY [13], and without 

making any assumptions on the data.  

In addition, Issa [10] proposed an approach to assess the 

completeness and the conciseness of LD. It is based on 

Abedjan et al. [8] approach, in which synonymous 

relationships are used to detect redundant predicates in 

datasets and so to ensure their conciseness. 

Broadly, in the existing approaches, the synonym 

predicates are used for query expansion [8], graph 

consolidation [9], and redundancy detection [10], but in our 

approach, we discover the synonym predicates for a holistic 

detection of quality issues at subject-level, predicate-level, 

and object-level. Since in our opinion, the discovery of 

synonyms may reveal several problems in the data. As well, 

the methods used for the discovery of synonyms are 

different from our natural language processing method. 

Table II highlights their main limitations compared with our 

approach. The next section will give more details on the 

proposed approach.  

TABLE I. COMPARISON BETWEEN LINKED DATA QUALITY ASSESSMENT APPROACHES. 

TABLE II. COMPARISON BETWEEN OUR APPROACH AND SYNONYM PREDICATE DISCOVERY APPROACHES. 

Approaches Goal Based on Techniques 

Abedjan and Naumann, 
2013 

Query expansion 
Synonymously used 
predicates 

Association rules mining 

Issa, 2018 Dataset conciseness 
Synonymously used 

predicates 

Abedjan and Naumann. [8] 

approach 

Kalo et al., 2019 Graph consolidation Synonym predicates Knowledge embedding 

Our approach 

Measure the accuracy and the 

conciseness of the datasets that do 

not have an ontology 

Synonym predicates 
Natural language processing-
based methods 

Approaches Goal Quality of Quality dimensions With/ without 

ontology 

Lei et al., 2007 Quality assessment of semantic metadata Metadata 
Accuracy, consistency, 

conciseness 
With ontology 

Fürber and Hepp, 2011 Quality assessment of published data Literal 
Accuracy, completeness, 
uniqueness, timeliness 

With ontology 

Kontokostas et al., 2014 DBpedia quality assessment Triple - With ontology 

Spahiu et al., 2016 
Summarize the content of a dataset and reveal 

data quality problems 
Predicate 

Accuracy, completeness, 

timeliness 
With ontology 

Jang et al., 2015 Linked data quality assessment Triple Accuracy and consistency Without ontology 

Our approach 
Assess the quality between RDF triples 
Understand the semantics between properties 

Predicate, 
object, triple 

Accuracy and conciseness Without ontology 
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III. THE PROPOSED APPROACH 

We propose a novel approach for the assessment of 

quality between RDF triples without requiring schema 

information. The approach consists of three main steps (as 

shown in Figure 1): (1) synonym predicates discovery, (2) 

profiling statistics generation, and (3) quality assessment. It 

assesses the quality of datasets by detecting errors and 

eventually measuring the error rate using synonym 

predicates techniques, profiling statistics, and quality 

verification cases. 

 

 
Figure 1.  A three-step approach for quality assessment. 

A. Step 1. Synonym Predicates Discovery 

In a dataset without schema, there is no definition of 
entities, data types, and semantics of the properties. 
However, the possibility of finding two or more predicates, 
which have the same meaning is very high (as revealed after 
a study on DBpedia, for example foaf:nick and 
dbp:nickname). For this purpose, we are interested 
particularly in synonym predicates discovery for the creation 
of synonym-pattern (cf. III.B) and for the detection of quality 
problems (cf. III.C).  

Our research on discovering the synonym predicates is 

based on the natural language processing methods. Indeed, 

as it is known that the web of data uses complex identifiers 

for naming predicates and not literals, then we adapt the 

natural language processing methods to our validation needs. 

An RDF graph G is a set of triples T s.t. G = {T}, where 

each triple T has the form of subject, predicate, and object 

s.t. T = (s,p,o).  

 ∃ oi, ∃ si | pi(oi, si) 

 ∃ oj, ∃ sj | pj(oj, sj) 

As in our case, we are interested in the errors that occur 

between triples, therefore we will focus on the discovery of 

the synonym predicates. (3) Gives a predicate pi of triple ti 

and predicate pj candidate synonym of triple tj.  

 pi ϵ ti ˄ pj ϵ tj | pi ≡syn pj 

We focus on the thesaurus-based methods, WordNet, due 
to their high precision in the synonym identification that is 
necessary in our case study. However, there are several 
synonyms that are not indexed by WordNet, and the problem 
of the predicates with spelling errors that are not detected by 
the WordNet, such as dbp:birthPace, dbp:birthPaxes, and 
dbp:nbirthPlace. For these reasons, we use a check spelling 
method [21] that suggests corrections for misspelt words 
based on many popular spells checking packages, such as 
Ispell [15], Aspell [16], and MySpell [17]. This is a semi-
automatic step, and a user (not necessarily a domain expert) 
must confirm each detected synonym pair. 

B. Step 2. Profiling Statistics Generation 

Data profiling is about examining and collecting 
information from datasets. In our approach, it is very useful 
to generate some profiling tasks to prepare for quality score 
estimation. The principal goal of this step is to generate 
synonym-pattern based on the results of the first step, and to 
calculate simple profiling statistics, such as the total number 
of triples in a dataset, and the property occurrence (i.e., how 
many times the property defined as a synonym occurs in the 
dataset). The synonym-pattern is a summary that provides a 
global view of the synonym predicates existing in the dataset 
and the predicate frequency. A predicate-pattern has the 
following form: 

 pi pi  syn pj(pj)  syn pn(pn).  

For example, we can have as result <dbo:birthplace (13), 

dbp:birthCity (2)>, where the pattern shows two predicates 

synonym (dbo:birthplace and dbp:birthCity) with the 

frequency of each predicate (13 and 2 respectively) in the 

dataset. 

C. Step 3. Quality Assessment 

In the previous steps, we generated the synonym 

predicates and the profiling statistics. This step involves the 

actual quality assessment including: (1) the detection of 

quality problems that may occur between RDF triples, and 

(2) the estimation of quality scores. For the first task, we 

will use the synonym predicates defined in the first step, and 

predefined quality verification cases (more details are 

provided below). For the second task, we will use the 

profiling statistics generated in the second step for the 

estimation of quality scores. Note that, in this first version 

of the proposed approach, we allow just to reveal the errors 

existing between RDF triples, in the future, we will 

incorporate the treatment of errors once identified. 

10Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-775-7

ALLDATA 2020 : The Sixth International Conference on Big Data, Small Data, Linked Data and Open Data

                            17 / 47



1) Quality Problems Detection: In order to detect 

quality issues, we will verify the similarity or the difference 

between the subject and the object of each predicate 

synonyms pair to detect the errors between RDF triples. 

Note that there are only four possible cases that could occur 

between two triples. 

 

a) Case 01:  

 If si = sj ˄ oi = oj ⇒ {pi(oi,si) ⇔ pj(oj,sj)}. 

If the synonym predicates pi and pj have the same subject 

and the same object, then the triple ti is equivalent to the 

triple tj, which mean that one of these triple ti or tj is  a 

redundant one (see TABLE IV). 

b) Case 02:  

 If si = sj ˄ oi ≠ oj ⇒ {pi ⇔ pj}. 

If the synonym predicates pi and pj have the same subject 

and totally different object, then (see TABLE IV), there are 

two types of errors: 

 The predicate pi is equivalent to the predicate pj, 

which means that two predicates having the same 

meaning are defined differently in graph G, thus 

duplicating the information (i.e., redundant terms 

to represent the same predicate). 

 We can ensure that the object value oi and/ or oj is 

an inaccurate value. 

c) Case 03: 

 If si ≠ sj ˄ oi = oj ⇒ {pi ⇔ pj}. 

If the synonym predicates pi and pj have different subject 

and the same object, then, it is possible to find two types of 

errors (see TABLE IV): 

 The predicates pi and pj are defined differently, 

despite that they had the same meaning, since their 

equivalence.  

 We can assume that the object value oi and/ or oj is 

an inaccurate value. If the predicate must contain a 

unique object value, then, we can ensure that the 

object value oi and/ or oj is an inaccurate value.  

d) Case 04:  

 If si ≠ sj ˄ oi ≠ oj ⇒ {pi ⇔ pj}. 

If the synonym predicates pi and pj have different 

subjects and different objects, then, we can say that in this 

case there is duplicate information in order to define the 

same predicate in the dataset (see TABLE IV). 

2) Quality Scores Estimation: After detecting the 

abnormal triples, it is suitable to measure the quality in 

terms of numbers. Based on the data quality score metrics 

[4][14] and the generated profiling statistics, the quality 

scores according to our needs are calculated, in particularly 

quality score (QScore), accuracy (Acc-QS), and conciseness 

(Co-QS). For instance, QScore is the ratio between the 

number of abnormal triples At and the total number of 

triples Tt, as the following formula shows: 

 QScore = At / Tt. 

In addition, in order to differentiate between the detected 
errors, we calculate Acc-QS to measure the percentage of 
inaccurate values, and Co-QS for duplicate predicates and 
triples.  

 Acc-QS = PAt / At. 

  Co-QS =  PCt /At. 

Where PAt is the number of inaccurate values, and PCt 
represents the number of redundant predicates plus the 
number of redundant triples. The obtained results present 
the accuracy/ conciseness error occurrence rate compared to 
the total number of errors in the dataset.  

IV. VALIDATION  

In order to evaluate our proposed approach, which is 

available on GitHub repository [22], several studies are 

carried out on the latest version of DBpedia released in 2019. 

The experiment revealed several cases of unknown 

synonymous relationships. Table III illustrates some 

synonym pairs discovered by applying our approach to 

entities of type Person. Quality problems between triples are 

detected as shown in Table IV. We used properties of 449 

triples, and we found 50 abnormal triples that present an 

error rate equal to 11 %. In order to better evaluate the 

performance of the proposed approach, it will be applied to 

even larger and more complex datasets (which is left for 

future work). 

 
TABLE III. TOP 5 OF SYNONYM PAIRS. 

 

DBpedia Person 

foaf:name dbp:name 

dbo:birthplace dbp:birthCity 

dbo:birthDate dbp:birthdate 

foaf:gender dbo:gender 

dbo:occupation dbp:occupation 

 

The abnormal triples may contain several errors, such as 

redundant predicates, redundant triples, and inaccurate 

values. Through the detection of these errors, we could 

measure two quality dimensions, namely accuracy, and 

conciseness of the dataset. Note that we omit the blank node 

from our approach and leave it for future work. 
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TABLE I. QUALITY ISSUES DETECTED BETWEEN TRIPLES ON DBPEDIA. 
 

Triples pairs with synonym predicates Error type Quality dimension 

dbr:Duduka_da_Fonseca, dbo:birthplace, dbr:Rio_de_Janeiro 

dbr:Duduka_da_Fonseca, dbp:birthCity, dbr:Rio_de_Janeiro 

Case 01: 
The results show that the two triples are equivalent, which 

means that one of these two triples is redundant. 

Conciseness 

dbr:Paulie_Pennino, foaf:gender, "female"@en 

dbr:Paulie_Pennino, dbo:gender, dbr:Male 

Case 02: 

The sex of the entity dbr:Paulie_Pennino is inaccurate in 
one of these two triples since once is defined as “female”, 

and once is defined as dbr:Male 

Accuracy/ Conciseness 

dbr:Cornelia_(wife_of_Caesar), dbp:diedPlace, dbr:Rome 

dbr:Aloysius_Lilius, dbo:deathPlace, dbr:Rome 

Case 03: 
The predicates dbp:diedPlace and dbo:deathPlace are 

defined differently despite that they have the same meaning 

Conciseness 

dbr:Alice_Walker, foaf:gender, "female"@en 

dbr:Zack_Addy, dbo:gender, dbr:Male  

Case 04: 

In this case, there is duplicate information in order to define 
the same predicate in the dataset 

Conciseness 

 

V. CONCLUSION 

The Web of Data allows publishing data that includes its 
semantics using shared vocabularies and data annotations 
described in ontologies [4]. Unfortunately, there are a large 
number of datasets without ontology or with an incomplete 
one. Therefore, it is necessary to generate ontologies from 
the target LD. However, constructing an ontology for a large 
amount of data that may contain quality problems is a 
difficult and time-wasting task. For these reasons, we 
propose an approach based on the discovery of the semantic 
links between properties to assess the quality of RDF triples 
without requiring the existence of the ontology information. 
This work guides the users to evaluate the quality between 
RDF triples through the discovery of synonym predicates 
and the generation of profiling statistics, and predefined 
quality verification cases. 

Similar to [9][10] approaches, we are interested in the 
discovery of the synonym predicates, but in our approach we 
work with RDF triples without using the ontology 
information. We present the discovered synonym predicates 
as a synonym-pattern in order to (i) understand the semantics 
between properties, (ii) detect quality problems and (iii) 
estimate the quality scores. Our approach allows to 
efficiently detecting the errors between RDF triples without 
using the ontology information at all. The obtained results 
show that there is an important number of inaccurate values 
in the DBpedia dataset, as well as, duplicate predicates due 
to the usage of synonym predicates discovery. Despite the 
fact that the proposed approach shows interesting results in 
the field of quality problem detection, some exceptions will 
be handled in the future. For example, when the predicate 
values are represented with different patterns, such as 
(dbr:Julius_Caesar, dbo:birthdate, ‘−100 - 07 - 13’) and 
(dbr:Julius_Caesar, dbo:birthdate, ‘− 100 - 7 - 13’) these 
triples are identified in Case 02, however, they should be 
identified in Case 01. 

For further work, we intend to define more varied metrics 
for linked data quality assessment mainly for dataset without 
ontology. We plan to improve the quality of data and to 
improve the performance of our approach through the 
treatment of the blank node identifiers. 
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Abstract— Candlestick charting is one of the most popular 

techniques used to predict short-term stock price trends. 

Despite popularity, there is still no consistent conclusion for the 

predictability of the technique mainly due to qualitative 

description of candlestick patterns. This paper proposes a 

retrieval model with six parameters that allows us to define 

both candlestick patterns and price zones where the patterns 

occur. Because criteria that trigger exit from a market largely 

affect profits and losses, we propose three market exit criteria. 

Simulations to estimate profits are performed using five global 

markets with approximately the same parameters for the 

retrieval model and the market exit criteria. The results of 

simulations indicate that the proposed method leads to trades 

with around 85% of successful stock trades in the case of a 

typical uptrend candlestick pattern. Five global markets are 

also analyzed and compared to show graphically the 

profitability of the markets based on simulated profits. 

 

Keywords— Stock price prediction; Technical analysis; 

Candlestick charts; Market exit criteria; Profit simulation; 

Global market comparison. 

I.  INTRODUCTION 

Forecasting a direction of future stock prices attracts the 
attention of not only financial investors but also researchers 
in computer science. The common motivation is to predict 
the future direction of prices for successful stock trade and 
developing computer system to support a trader. While many 
researches on stock price prediction focus on a specific 
market, some researches deal with multiple stock markets to 
seek global investment opportunities. 

Dimson et al. [1] discuss performances of global markets 
including emerging and developed ones. Though emerging 
markets have grown to a significant size up to 2007, 
developed markets, notably US markets, have outpaced the 
growth in emerging markets in the 21st century because of 
global financial crisis. Ahmad et al. [2] measure the impact 
of volatility in six emerging stock markets of Asia. The 
results of statistical analyses show volatility is significantly 
related to return in each market. 

What is missing in the research of Dimson et al. [1] is the 
lack of algorithmic and statistical analyses for objective 
comparison among global markets in terms of profits from a 
trader’s point of view. They discuss performances of global 
markets from an economic point of view without mentioning 
results of statistical analyses. They suggest that US stock 
markets are more profitable than others and that is the same 
conclusion to which we arrived in this paper. Meanwhile, 

Ahmad et al. [2] examine volatilities among Asian stock 
markets to find out a causal relation between volatility and 
stock returns. While their research uses statistical analyses, it 
fails to include developed markets. 

The purpose of this resarch is to compare profitability of 
emerging and developed markets based on algorithmic and 
statistical analyses. We develop a simulator program in Java 
that implements a retrieval model to find opportunities for 
buying stocks, and algorithms to trigger selling stocks to lead 
to profitable trade. The experimental results are statistically 
analyzed to examine the extent of relationship among 
measured variables. Simulated profits are displayed in bar 
graphs to easily compare the global stock markets under 
discussion. 

The contributions of this paper are as follows: 
I. Proposal of a model using six parameters to retrieve 

candlestick patterns that are both similar in price patterns 
and price level, i.e., price high and/or low zone in which 
they occur. 

II. Proposal of three novel algorithms to trigger selling 
stocks to fix profit in case of a long market position. 

III. Evaluation of performances of the proposed model and 
the algorithms to trigger selling stocks through 
simulations in terms of profit. 

The remainder of the paper is organized as follows. 
Section II recapitulates some related work. Section III gives 
backgrounds of the candlestick charting. Section IV proposes 
a model for retrieving similar candlestick charts and the 
triggering algorithms. Section V presents experimental 
results on a strong uptrend pattern using five markets’ data in 
US and Asia stock markets. Section VI concludes the paper 
with our plans for future work. 

II. RELATED WORK 

There have been a growing number of studies on 

predicting future movements of stock markets. In this 

section, we review previous studies on performances of 

global markets and predictabilities of candlestick patterns. 

A. Studies on Performances of Global Markets 

Dimson et al. [1] discuss performances of markets in 
emerging and developed countries from an economic 
perspective. They find that emerging markets achieved a 
higher return of 11.7% per year than a developed markets’ 
return of 10.5% from 1950 to 2019. However, because of the 
global financial crisis, the average return of US stocks is 
10.6%, while that of the world stocks excluding US ones is 
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5.3% in the 21st century. They conclude that investors 
should be modest to invest in emerging markets because 
exchange rate movements are largely affected by inflation in 
emerging countries in addition to questionable capabilities to 
maintain a fair market. 

Ahmad et al. [2] statistically examine six emerging Asian 
stock markets with respect to stock returns and volatility. 
The markets include KSE100 (Pakistan), Nikkei 225 (Japan), 
KOSPI (South Korea), Hang Seng (Hong Kong), SSE 
(China), and BSE (India). The results show that KOSPI has 
the highest average annual return of 12.67%, followed by 
BSE with 11.61%. 

B. Studies on candlestick patterns 

The researches in [4]-[13] are on usefulness of candlestick 
patterns in technical analysis [3]. Most researches focus on 
one market. Some researches use stock data of multiple 
markets, but their aims are to confirm their estimated profits. 

1) Studies disapproving of candlestick patterns 
As for the candlestick pattern method in technical analysis 

[3], several studies [4]-[6] conclude that it is useless based 
on the experiments using the stock exchange markets’ data in 
the US, Japan and Thailand. 

Horton [4] studies the profitability of 4 pairs of three-day 
candlestick patterns on 349 stocks that are representing 
major industry groups. The main conclusion of his study is 
that these candlestick patterns create no value for trading 
individual stocks.  

Marshall et al. [5] find that under fixed holding period of 
10 days, candlestick charting strategies are unprofitable for 
Dow Jones Industrial’s components from 1992 to 2002. They 
also confirm that candlestick strategies generate no profit in 
Japanese markets from 1975 to 2004. 

Based on experiments using stock data in the Stock 
Exchange of Thailand, Tharavanij et al. [6] conclude that any 
candlestick patterns cannot reliably predict market directions 
even with filtering by well-known stochastic oscillators [3]. 

2) Studies approving of candlestick patterns 
Other studies conclude that applying certain candlestick 

patterns is profitable at least for short-term trading [7]-[13].  
Caginalp et al. [7] study and favorably evaluate the 

predictive power of eight three-day reversal candlestick 
patterns on the S&P 500 index from 1992 to 1996. They 
propose to define candlestick patterns as a set of inequalities 
using opening, high, low, and closing prices. These 
inequalities are taken over in later studies. 

Goo et al. [8] define 26 candlestick patterns using 
modified version of inequalities that are proposed by 
Caginalp et al. [7]. They examine these patterns using stock 
data of Taiwan markets, and conclude that the candlestick 
trading strategies are valuable for traders. 

Chootong et al. [9] propose a trading strategy combining 
price movement patterns, candlestick chart patterns, and 
trading indicators. A neural network is employed to 
determine buy and sell signals. Experimental results using 
stock data in the Stock Exchange of Thailand show that the 
proposed strategy generally outperforms the use of 
traditional trading methods based on indicators. 

One of the obstacles of candlestick charting is the highly 
subjective nature of candlestick pattern [3] since the 
candlestick patterns are defined using words and illustrations. 
Tsai et al. [10] propose an image processing technique to 
analyze the similarities of the candlestick charts. Their 
experimental results using Dow Jones Industrial Average 
index show that visual matching of candlestick charts is 
useful for predicting short-term stock movements. 

Zhu et al. [11] examine the effectiveness of five different 
candlestick reversal patterns in predicting short-term stock 
movements. They use Chinese exchanges’ data from 1999 to 
2008 in the experiments. The results of statistical analyses 
suggest that the candlestick patterns perform well in 
predicting price trends. 

Jamaloodeen et al. [12] statistically analyze the predictive 
power of two popular Japanese candlestick patterns, i.e., 
Shooting Star and Hammer patterns. They use over six 
decades of historical daily data of the S&P 500 index. Their 
findings include the two patterns are highly reliable when 
using high price for the Shooting Star and low price for the 
Hammer. 

Udagawa [13] proposes a dynamic programing method to 
skip small and noisy candlesticks to improve predictability 
of candlestick charting. Experimental results show that the 
proposed method is effective in predicting both an uptrend 
and a downtrend. 

The researches in [4]-[13] are dedicated to discuss 
effectiveness of candlestick patterns to spot a good 
opportunity for successful stock trading. On the other hand, 
this research aims to objectively compare profitability of 
emerging and developed markets using algorithms and 
statistical analyses. The proposed method implements a 
retrieval model that uniquely considers price zones in which 
candlestick patterns occur. In addition, the proposed method 
realizes algorithms that tell us when to sell stocks to fix 
profits, which allows us to estimate precise profits in stock 
trading, and to compare global markets in an objective 
manner. 

III. CANDLESTICK CHART AND PATTERNS 

This section introduces the formation of a candlestick. A 

series of candlesticks forms a candlestick pattern. Samples 

of well-known candlestick chart patterns that are believed to 

be useful for a successful investment are depicted. Criticism 

of candlestick patterns for predicting stock price movements 

are also mentioned. 

A. Formation of Candlestick  

A daily candlestick line is formed with the market’s 

opening, high, low, and closing prices of a specific trading 

day [3]. The candlestick has a wide part, which is called real 

body representing the range between the opening and 

closing prices of that day’s trading as shown in Figure 1. 

The color of the real body represents whether the opening 

price or the closing price is higher. If the price rises, a 

hollow body is drawn suggesting bullish or buying pressure. 

Otherwise a filled body is drawn suggesting bearish or 

selling pressure. 
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Figure 1. Candlestick formation 

 

The thin lines above and below the body, which are 

named shadows, represent the range of prices traded in a 

day. The high is marked by the top of the upper shadow and 

the low by the bottom of the lower shadow. 

B. Samples of Candlestick Patterns 

Dozens of candlestick patterns are identified and become 

popular among worldwide stock traders [3]. These patterns 

have colorful names like morning star, evening star, three 

white soldiers, and three crows. 

Figure 2 shows the morning star pattern which is 

considered as a major reversal signal when it appears in a 

price low zone or at a bottom. It consists of three candles, 

i.e., one short-bodied candle (filled or hollow) between a 

preceding long filled candle and a succeeding long hollow 

one. The pattern shows that the selling pressure that was 

there the day before is now subsiding. The third hollow 

candle overlaps with the body of the filled candle suggests a 

start of a bullish reversal. The larger the filled and hollow 

candles, and the higher the hollow candle moves, the larger 

the potential reversal. The opposite version of the morning 

star pattern is known as the evening star pattern which is a 

reversal signal when it appears in a price high zone or at the 

end of an uptrend. 

 

 

 

 

 

 

 
Figure 2. Morning star pattern 

 

Figure 3 shows the three white soldiers pattern which is 

interpreted as a strong indication of a bullish market reversal 

when it appears in a price low zone.  

 

 

 
 

 

 
 

 

 
Figure 3. Three white soldiers pattern 

 

It consists of three long hollow candles that close 

progressively higher on each subsequent trading day. Each 

candle opens higher than the previous opening price and 

closes near the high price of the day, showing a steady 

advance of buying pressure.  

C. Criticism of Candlestick Patterns 

The major criticism of the candlestick chart patterns is 

that the patterns are qualitatively described with words, such 

as “long/short candlesticks,” “higher/lower trading,” 

“strong/weak signal,” supported by some illustrations [3]. 

Without modeling the candlestick patterns in a way that a 

computer can process and perform experiments 

comprehensively, arguments on the effectiveness of chart 

patterns would not come to an end. 

In addition, some candlestick chart patterns yield a 

different, even opposite, forecast depending on whether they 

appear in price high and/or low zones. Formulating a 

suitable mathematical formulation of trend is still an open 

issue.  
It deems that because of the lack of the strict definition of 

the candlestick chart patterns, mixed results are obtained in 

the studies on candlestick patterns. Negative conclusions to 

the predictability of candlesticks are reported [4]-[6], while 

positive evidences are provided for several candlestick chart 

patterns in experiments using U.S., Brazil and Asian stock 

markets [7]-[13]. 

IV. PROPOSED MODEL FOR RETRIEVING  

CANDLESTICK PATTERNS 

This section describes a model that allows us to retrieve 
similar to both candlestick patterns and price zones where 
the patterns occur. Three criteria that cope with moderate and 
sudden stock price changes are proposed to find 
opportunities for selling stocks. 

A. Retrieval Model of Candlestick Patterns 

After trial and error, we propose a model for retrieving 
similar candlestick charts that take into account where the 
stock price occurs in price zones in addition to a price 
change and a length of candlestick body. Figure 4 illustrates 
the model that consists of the six parameters as follows: 
(1) Change of prices w.r.t previous closing price, 
(2) Length of candlestick body, 
(3) Difference between stock price and 5-day moving 

average, 
(4) Difference between stock price and 25-day moving 

average, 
(5) Slope of 5-day moving average,  
(6) Slope of 25-day moving average. 
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Figure 4. Candlestick pattern retrieval model 

 

While most researches of candlestick patterns use a series 
of inequalities or technical indicators to identify stock price 
trends, i.e., an uptrend or a downtrend or a sideway (flat), the 
proposed model is unique in a sense that it uses two moving 
averages and their slopes. 5-day and 25-day moving averages 
are used since they are widely used in Japan. The moving 
averages are significant to identify the price zone where the 
candlestick pattern occurs. The slopes of the averages are 
also important to identify their trends.  

Retrieval of similar candlestick charts in this research 
takes the following steps: 
(1) Specify a reference day, i.e., typically a day of trend 

reversal, such as the last day of the morning star 
pattern in Figure 2. 

(2) Define tolerances of the six parameters with respect to 
the reference day. 

(3) Retrieve candidate candlesticks that satisfy all conditions 
C1 to C6. 

C1: if a difference between a closing price change of the 
reference day and that of a candidate day is within the 
change tolerance (change_tol), then C1 is true. 

C2: if a difference between a body length of the reference 
day and that of a candidate day is within the body 
tolerance (body_tol), then C2 is true. 

C3: if a difference between a closing price and a 5-day 
moving average of the reference day and that of a 
candidate day is within the tolerance (av5diff_tol), then 
C3 is true. 

C4: if a difference between a closing price and a 25-day 
moving average of the reference day and that of a 
candidate day is within the tolerance (av25diff_tol), then 
C4 is true. 

C5: if a slope of a 5-day moving average of the reference 
day and that of a candidate day is within the given 
tolerance (slope5_tol), then C5 is true. 

C6: if a slope of a 25-day moving average of the reference 
day and that of a candidate day is within the given 
tolerance (slope25_tol), then C6 is true. 

(4) Check the conditions below on the two days following 
the reference day, i.e., ones labeled t+1 and t+2 in Figure 
4. 

F1: if the change of the reference day and that of the day 
labeled t+1, i.e. the day after the reference day, are in 
the same direction. 

F2: if the change of the reference day and that of the day 
labeled t+2, are in the same direction. 

Retrieval conditions of F1 and F2 are empirically derived. 
Setting values of six parameters are statistically determined 
to retrieve a suitable set of similar charts in order to analyze 
expected profits as described in Section V. 

B. Finding selling opportunities 

A set of similar candlesticks is retrieved by specifying a 
reference date and tolerances concerning six parameters 
shown in Figure 4. In the rest of the paper, we deal with 
patterns of uptrend in a long market position. 

Traders will make a profit by a “buy low and sell high” 
strategy in uptrend. Candlestick patterns can suggest us when 
a specified trend begins, but do not cope with when a reverse 
of the trend begins. So, we need criteria or algorithms that 
tell us when to sell back stocks to fix profits and/or losses of 
a stock trading. One is the use of reversal candlestick 
patterns indicating downtrends. However, considering that 
candlestick patterns are derived from experience, use of the 
reversal patterns to trigger selling stocks seems incomplete 
and unprofitable due to dynamic nature of stock price 
movements. 

In this study, we examine an approach using algorithm. 
Specifically, we decide an opportunity of selling stocks using 
the following three criteria: 
(1) Sum of the negative change prices (SumNC) criterion: 

The value of SumNC is calculated by summing change 
prices in percentage that moved downward from the 
previous market day thorough a holding period. If The 
value exceeds a specified value then selling stocks is 
triggered.  

(2) Sum of the negative differences from 5-day average 
(SumND5av) criterion: 
The value of SumND5av is calculated by summing 
negative differences between a 5-day average and stock 
price thorough a holding period. Selling stocks is 
triggered when the value exceeds a specified limit. 

(3) Plunge detection criterion:  
This criterion intends to cope with quick price decline. 
When the stock price falls below the 5-day average then 
the range of price movements over the past 5 days 
(PM5day) is calculated. If the range is broader than a 
certain multiple of the standard deviation of price 
changes, the price fall is judged as a plunge and selling 
stocks is triggered. 

V. EXPERIMENTAL RESULTS 

After outlining processes of experiments, statistical 
analyses of profits using Dow Jones Industrial Average, 
NASDAQ Composite index, Shanghai Composite index, 
Hang Seng index, and Nikkei Stock Average are discussed to 
evaluate performance of each market. 
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A. Data Conversion 

The stock prices are converted to the ratio of closing 
prices. The conversion contributes to reduction of the effects 
of highness or lowness of the stock prices. The formula 
below is used for calculating the ratio of prices in a 
percentage. 

Ri = (CP i – CP i-1) * 100 / CP i (1≦i≦n)  (1) 

CPi indicates the closing price of the i-th business date. 
CPn means the closing price of the current date. Rn is the 
ratio of the difference between CPn and CPn-1 to the closing 
price of the current date CPn. The daily stock data from Nov. 
25, 2009 to Dec. 24, 2019 are used in experiments on the 
research. The number of data is approximately 2,536 for 
each market. 

B. Statistics of Candlestick Parameters 

Table I summarizes statistics of six parameters concerning 

the proposed retrieval model of a candlestick pattern shown 

in Figure 4. The statistics of each parameter are calculated 

for all market days in the five markets. They provide basis 

of setting parameter values in this study. 

TABLE I. SUMMARY OF STATISTICS OF SIX PARAMETERS 

 
 

Averages of all six parameters are positive for Dow Jones 

and NASDAQ indicating that the two markets are on 

uptrends as a whole. Nikkei 225 and Hang Seng mark 

negative values for candlestick body length. In Shanghai, 

four parameters excluding candlestick body length and price 

change are negative values, suggesting that the market is 

less profitable than other markets. 

C. Finding Profitable Trading Days for Each Market 

Stock prices fluctuate depending not only on international 

but also domestic political and economic news. Therefore, 

the day suitable for buying stocks differs in each market. 

For a fair comparison of the markets, a preferred reference 

day for each market is determined by the following 

processes. 

(1) For all market days, profit and/or loss of buying stock in 

a long position is calculated using a simulator. 

(2) Sort market days by calculated profits, and select the day 

that generates the highest profit in 2019. 

The following days are chosen as reference days. 

・June 4, 2019: for DOW and NASDAC markets 

・October 10, 2019: for Nikkei225 market 

・January 4, 2019: for Hang Seng and Shanghai markets 

Figure 5 shows the candlestick chart of Dow Jones index 

around June 4, 2019 coded by 0604. 

 

 

Figure 5. Candlestick chart of Dow Jones index around June 4, 2019 

The day is the last day of a morning star pattern and the 

first day of a three white soldiers pattern. These patterns are 

known as strong uptrend patterns in the candlestick charting. 

D. Experiments using Dow Jones Industrial Average 

Experiments are performed using the GUI shown in 

Figure 6. Values of parameters used in the experiments are 

statistically determined.  

First click on the File button to choose a CSV file 

containing a set of stock price data. The full path of the file 

is displayed. In Figure 6, a file named Dow_ed.csv is chosen. 

 

 

Figure 6. GUI for candlestick pattern retrieval model 

 

The two text boxes in top right corner show periods of 

market days, i.e., 20091125 to 20191224. The text box 

labeled Reference Day specifies a reference market day that 

has a typical candlestick pattern for an uptrend reversal. 

The two text boxes labeled Candlestick specify the 

tolerances of the length of the candlestick of a reference 

market day. 

The two text boxes labeled 5av-Diff mean the tolerances 

of the difference between the stock price and that of a 5-day 

average in percentage. The text boxes labeled Change, 

25av-Diff, 5av-Slope, and 25av-Slope are defined 

analogously.  

The two text boxes labeled SumNC and SumND5av 

specify parameters to trigger selling stocks. The value of 

PM5day, which does not appear in Figure 6, is calculated by 

the following formula: 

PM5day= 1 – ( SumND5av / 5 )   (2) 

The formula is derived from experience so that the days 

of holding a stock is almost comparable to those of SumNC 

and SumND5av. 
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E. Experiments on Profit Estimation 

Table II shows an experimental result that is performed 

on June 4, 2019 as the reference day whose candlesticks are 

shown Figure 5. Because the length of the candlestick body 

on the day is 1.5036%, the length of candlestick body is 

restricted between 1.4036% (= 1.5036 − 0.1) and 3.5036% 

(= 1.5036 + 2.5). The value of SumNC and SumND5av are 

set to −3%. Accordingly, the value of PM5day is 1.6% (= 1 

– (–3/5)). 

The other parameters are carefully adjusted to retrieve 

approximately 18 sample days that is suitable sample sizes 

to be statistically analyzed. The x column in Table II shows 

price changes of the market day MDay. y and z columns 

show price changes of the next day and the day after next. 

The Date to sell, Holding Days, and Profits columns mean 

the date to sell back stocks, the number of days to keep 

stocks holding, and simulated profits, respectively. 

Averages of profits are 3.332%, 4.271%, and 3.183% for 

SumNC, SumND5av, and PM5day, respectively. 

Success trade ratio is calculated by dividing the number 

of retrieved dates that yield profits by the number of 

retrieved dates. Table III summarizes profit averages and 

success trade ratios for each parameter to trigger selling 

stocks. The simulated trade profit average using parameter 

SumND5av marks high profit average of 4.271%, while 

shows low success trade ratio of 0.833. The trade profit 

averages using parameters SumNC and PM5day show the 

opposite, i.e., rather low profit average with high success 

trade ratio. Product of the profit average and success trade 

ratio seems to suggest potential profits. 

 

 

 

 

 

 
TABLE III. AVERAGES OF PROFITS AND SUCCESS TRADE RATIO 

 

 

Figure 7 shows a graph with a profit in the y-axis, and a 

value of parameters SumNC, SumND5av and PM5day in the 

x-axis. Generally, the profits increase as the values of 

parameters to trigger selling stocks increase. Profits peak at 

the value of 4% to 6% and seem to decline over 8%. 

 

Figure 7. Graph showing exit value and profit 

 

Figure 8 shows a graph with an average of stock holding 

days in the y-axis, and a value of parameters SumNC, 

SumND5av and PM5day in the x-axis. The averages in the 

y-axis increase approximately linearly as the values of 

parameters in the x-axis increase. 

TABLE II. ESTIMATED PROFITS ON JUNE 4, 2019 AS REFERENCE MARKET DAY TABLE II. ESTIMATED PROFITS ON JUNE 4, 2019 AS REFERENCE MARKET DAY 
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Figure 8. Graph showing exit value and average holding days 

Table IV summarizes the result of the statistical analysis 

using Excel that is performed by specifying Profit as an 

independent variable and Holding Days as a dependent 

variable. R Square is 0.7647 suggests that 76.47% of Profit 

values can be explained by the variable of Holding Days. 

The last column of the table ANOVA shows the results of an 

overall F test. The value of Significance F is 0.000002074 

(<0.05), which indicates that Profit are significantly related 

to Holding Days. 

 
TABLE IV. RESULTS OF REGRESSION ANALYSIS 

 

Figure 9 shows simulated profits in a bar graph for each 

retrieved day using SumNC, SumND5av, and PM5day.  

 

Figure 9. Calculated profits for each retrieved day (Dow Jones index) 

 

As Figure 9 shows, the values of three parameters to 

trigger selling stocks produce comparable profits and/or 

losses. Strictly speaking, while SumND5av parameter yields 

better profits than those of the other two. SumND5av tends 

to generate larger losses while generates larger profits. 

F. Experiments on Asian Markets 

Experiments are performed using three Asian markets. 
The retrieval conditions are almost the same as those used in 
Dow Jones index, though in order to retrieve approximately 
18 market days, values of parameters, such as av5diff_tol, 
slope5_tol etc., are adjusted within 0.5%. 

Figure 10 shows simulated profits of Shanghai index. Five 
days out of 19 days result in losses. The maximum profit is 
estimated about 20%, which occurs on Oct. 28 2014. Other 
high returns of approximately 12% happen on Sept. 30, 2010 
and Dec. 5, 2012. Excluding the three large profits, Shanghai 
market seems less profitable than Dow Jones market. 

 
Figure 10. Calculated profits for each retrieved day (Shanghai index) 

Figure 11 shows simulated profits of Hang Seng index. 
Four days out of 18 days result in losses. The maximum 
profit is estimated about 8%, which is less than that of Dow 
Jones index. 

 

Figure 11. Calculated profits for each retrieved day (Hang Seng index) 

 
Figure 12 shows simulated profits of Nikkei 225 index. 

Two days out of 18 days result in losses.  

 

Figure 12. Calculated profits for each retrieved day (Nikkei 225 index) 
 

Large profits of 14.0% and 12.9% occur on Sept. 11, 2017 
and Nov. 15, 2012. Excluding the two profits, Nikkei 225 
market seems comparable to Dow Jones market. 
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VI. CONCLUSION AND FUTURE WORK 

This paper proposes a model for retrieving similar 
candlestick charts with six parameters. It deals with the 5-
day and 25-day moving averages to identify their trends in 
addition to decide whether the price occurs in price high or 
low zones. Since successful stock trade is significantly 
depends on good timing of selling stocks, three criteria are 
proposed and the profits that they generate are simulated 
using developed and emerging markets in the US and Asia. 

The experiments are performed on a pattern that suggests 
a strong uptrend according to the prediction based on 
candlestick pattern, i.e., the morning star pattern followed by 
the three white soldiers one. Daily stock data of two US 
markets and three Asian markets are used in the experiments. 
The results show that the pattern yields significant profits in 
all markets. As for profits in global markets, the 
experimental results generally support what is stated in the 
paper of Dimson et al. [1]. 

Future work may include experiments using other 
candlestick patterns to measure the profitability of the 
proposed method. Additional studies may be conducted to 
compare global markets to meet demands of finding the most 
profitable market. 
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Abstract—In Big Data applications, it is often required to inte-
grate data from different sources to fuel machine learning models.
In this paper, we describe a prototype implementation of the
data logistics and model deployment services. Our goal was to
create a one stop shop solution to support generic Data Science
life cycle. It starts from formalized and repeatable data selection
and processing provided by the data logistic service. The data are
used for model creation in a typical machine learning fashion.
The model is then put into a model repository to enable easy
model management, sharing, and deployment. The functionality
of the proposed prototype is positively verified with a particular
use case from environmental science.

Keywords–Data Science; Big Data; Machine Learning; Model
Repository.

I. INTRODUCTION
Data Science is a way of obtaining novel insights from

collected data. The process is propelled by two main forces:
large amounts of data and analysis methods subsumed under
the term machine learning. There are many ways of defining
the Data Science process [1], but for the sake of argumentation,
we can reduce it to three main phases: data preparation,
model creation, and model deployment. Each of the phases
poses some unique challenges. The modelling phase probably
attracts most of the attention. This part unifies approaches from
applied computer science, statistics, artificial intelligence, and
many more popular scientific fields. Yet, the phase cannot be
conducted efficiently without the data collection phase, and it is
not very useful if the created model is not put into production.
Therefore, in this paper we focus on the data collection and
model deployment and propose a solution, which is sufficiently
generic to accommodate different kinds of models.

The quality of the outputs of a Data Science project is
mainly resulting from the quality and amounts of the input data
used (rather than a sophistication of the used model). Thus, in
the process of data preparation, one has to make sure to collect
as much relevant data as possible. Just as in the physical world,
a factory needs to be timely supplied with all the production
means it requires, and the quality of the products depends on
the resources used. The problem in physical world is solved
by logistics. Along these lines, in this paper we propose a data
logistics service responsible for timely delivery of the data to
the models.

Collection of the data requires access to many sources.
Furthermore, the data have to be cleansed to ensure their
quality. Also, a higher-level processing is often required, for
instance, to transform the data into a different format. In our
experience, the process of data preparation takes a lot of time
and effort, and yet becomes little acknowledgment because
it is regarded as a mundane and less important process than
modeling. The challenges posed in the phase of data collection

are further reinforced by the fact that in many cases new data
becomes available during the process as data collections evolve
over time. This is especially important for the forecasting
models, as their output might be more dependent on the
most up-to-date information rather than the historical ones.
The model performance depends on the data freshness. It is
generally considered a bad practice to perform data collection
and processing in a manual way [2]. Rather a formalization
of the process in form of programming scripts shall be sought
after. Programmatic approach helps in understanding and re-
peating the process of data collection and can also be crucial
for efficient provenance tracking. The availability of programs
and scripts for automated data collection and processing does
not alone solve the problem of keeping track of data changes.
Because of the aforementioned requirement of data freshness,
the data collection is not a one-off act but rather a repeatable
action. Thus, the programs and scripts have to be executed
periodically, and monitored to detect progress, errors, and
problems. In this paper, we propose an approach based on
Apache Airflow [3] to implement data logistic service to gather
and process data in an automatic, repeatable, and user-friendly
way.

Second phase we would like to focus our paper on, is
the model deployment phase. It follows the phase of model
selection, tuning, and training. This is often done, at least
partly, in an interactive way with tools like Jupyter Note-
book [4], or Zeppelin [5]. Such tools are second to none in
terms of user friendliness and quick turn over times (at least
for small models). As soon as a promising model is found
and its basic parameters are set, a more laborious phase of
model training follows. Roughly speaking, this process sets
up the model internal parameters to try to fit the collected
empirical data as good as possible. Depending on the size
of the data and complexity of the model the training can
take substantial amounts of time. The trained model should
be then put into production to accomplish the work it was
intended to do. The production can be a support of an inter-
active web application where the model does the predictions,
classifications, visualizations, etc. Given the dynamic nature
of the data used in most Data Science projects, the model
may require a retraining to account for the newly collected
information. Sometimes also an adjustment of the parameters,
or even change of the model class is required. In this paper,
we show how the training of a model can be incorporated in
the proposed data logistics service, and also, how the trained
models can be put in MLflow [6] model repository to enable
easy model sharing, review, and deployment. Our goal is to
provide a one-stop shop solution to support complete Data
Science life cycle.

Our high-level motivation is based on two observations.
Models created in scientific endeavours should be verifiable
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by other researchers. Such a verification can be conducted
also by applying given model to a new set of data. We
believe that our approach can be helpful here. Secondly,
we observe increasing asymmetry between resource usage of
model training and prediction. Complex models, e.g., neural
networks driven by large amounts of data often require large
amounts of special kinds of hardware for efficient training.
Yet a prediction with such models are pretty quick even with
simple hardware. Also, for these purposes, a model repository
with model deployment functionality can be beneficial. It
allows for large research organizations to share their (often
expensive) specialized hardware and results it produces.

The rest of the paper is structured as follows. We firstly,
summarize the use case that motivated our work in Section II.
We then proceed with the description of the system design in
Section III, where we describe both the data logistic and model
deployment services and their interplay. The created solution
is evaluated in Section IV. Subsequently, we shortly discuss
related works in Section V, before summarizing the paper in
Section VI.

II. USE CASE DESCRIPTION
In this paper, we propose a system to support typical

tasks in a Data Science project. In particular, we cover the
data preparation and model deployment phases. These phases
occur in many standardized Data Science life cycles (even if
under different names) like Cross Industry Standard Process
for Data Mining [7] or Team Data Science Process [8]. To
better understand how the proposed solution can facilitate
efficient Data Science endeavors, let us describe a use case
that motivated our implementation.

Firstly, our goal was to put the relevant data in a target
database. Subsequently, the database was used for training a
machine learning model, which was then put into production
to conduct forecasting. Our data source was the OpenAQ Plat-
form [9]. It collects measurement of following pollutant types
PM10, PM2.5, sulfur dioxide (SO2), carbon monoxide (CO),
nitrogen dioxide (NO2), ozone (O3), or black carbon (BC).
OpenAQ stores raw data from measuring stations operated
by government entities or international organizations across
the world. The data are accessible through an API and also
put in a public storage based on Amazon Simple Storage
Service (S3) [10]. OpenAQ publishes data in different formats
and with different time resolutions, we were interested in the
most current ones, i.e., the real-time version published every
10 minutes to S3 [11].

Our target database was Tropospheric Ozone Assessment
Report (TOAR), which is a relational database of global sur-
face ozone observations emerging from a cooperation among
many data centers and individual researchers worldwide. It
combines data from over 10 000 measuring stations, allowing
for sophisticated analysis of ozone concentrations in tropo-
sphere. Ozone is relevant for both human health and envi-
ronment [12]. Access to the collected data is granted through
Jülich Open Web Interface for accessing TOAR surface ozone
data [13]. OpenAQ shall become one more of many sources
of data integrated into the TOAR database.

Two main challenges with respect to data management
were to keep them up-to-date and transform data from OpenAQ
into a new TOAR format. Roughly speaking, the TOAR
database is built around the notion of measurement series
stored in a relational database, whereas OpenAQ collects single

measurements stored in compressed NDJSON [14] format.
Such discrepancies are typical in real life and have to be often
addressed in the data collection phase.

The target database was used to retrieve relevant measure-
ment series, which in turn were used to train a model for
predicting air quality in a given area. The model was deployed
and served as an analytic backend for a web application. We
intentionally omit some details regarding the actual model and
its usage, this part belongs to a different Data Science life
cycle phase, which lays outside of the scope of this paper. The
presented use case comes from a scientific field of environmen-
tal science, but we believe that the principles apply in other
scientific fields and also outside of the academia, where Data
Science approaches become more and more popular. The data
flow in our use cases is schematically depicted on Figure 1.

III. SYSTEM DESIGN
In this section, we describe the design and implementation

of the proposed solution. Its two main parts are data logistics
service and model repository with deployment function. Al-
though, as we pointed out, the parts support distinct phases of
Data Science life cycle, there is also an overlap between them.
For instance, a model can only be deployed when it passed the
training phase fuelled by the delivered data.

A. Data logistics
Our solution for data logistic is based on Apache Air-

flow [3]. It is a platform to programmatically author, schedule,
and monitor workflows. Workflows are defined as Directed
Acyclic graphs (DAGs), which comprise of Operators and ad-
ditional metadata defining, e.g., execution frequency. A unique
feature of Airflow, when comparing to well-known workflow
systems like Taverna [15] or Kepler [16], is that it does not use
a product-specific language for defining workflows, but rather
uses standard Python programming language. This allows for
more flexibility in terms of task and dependencies and also
lowers the entry barrier for the new users.

The way the Airflow workflows are executed differs from
the aforementioned workflow systems. DAG’s Operators are
instantiated to become Tasks, which are then passed through
a messaging queue to the Worker nodes for execution. The
number of workers in the system can be changed depending
on the workload. Operators abstract different kind of tasks and
constitute extension points in system. There are three kind
of Operators in Airflow: actions, data transfers, and sensor.
Sensors wait and detect a particular event, e.g., publication
of new data. Data transfer operators move data to and from
particular system (like database, object store, etc.). Finally, the
action operators execute particular action in remote environ-
ment, for instance DockerOpetator,SparkOperator,
BashOperator, SSHOperator.

Airflow has a very unique yet powerful approach to the
repeatable tasks. To enable reproducibility of the workflows
their dependency on time is reduced. Each DAG has to have a
start_date and schedule_interval. The end_date
is optional and if no value is provided a date in the future is
used to facilitate perpetual repeating workflows. The interval
is divided into smaller parts, each of schedule_interval
length. For each of the parts, one DAG run is created and
executed. The time variable is injected into the tasks of the
workflow. The tasks must be implemented in such a way
that they should rely on the execution time provided by
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Figure 1. Data and computation flow in the modeled use case.

the workflow system (rather than other means like operating
system date or time values). Thus, upon failure of a workflow
it is possible to restart it at later date. Also, changes in the
workflow or single tasks can be easily implemented and then
rerun in an efficient way.

The workflow for the retrieval of the OpenAQ data and
upload it TOAR database is composed of three main tasks.
Firstly, a list of objects in S3 is created and filtered so that
only objects from the injected time interval of ten minutes
are considered in the next steps. Subsequently, the identified
compressed NDJSON objects are downloaded and temporarily
stored in a distributed file system. Lastly, the files are analyzed
and uploaded to the target TOAR’s Postgres database. During
the last task, single measurements from OpenAQ are analyzed.
If they refer to a measuring station, which is present in the
target database, the measurement is added to the existing
measurement series, otherwise a new series is created. Unfortu-
nately, the stations in OpenAQ do not have a unique identifiers.
Their names are given by the station operators and can even
change over time. Therefore, we decided to use coordinates
to identify the stations. This worked for most of the cases,
stations with no coordinates were discarded.

Since new measurements are published every 10 minutes
to S3 buckets, the workflow has to be rerun periodically. This
part is taken care of by Airflow scheduler. To speed-up the
processing, some of the tasks are implemented in a parallel
fashion: NDJSON objects are split into chunks, which are
processed in parallel.

B. Model creation
The availability of the data marks a starting point, at which

training of a model for air quality forecast becomes possible.
The process is manifold. Firstly, the relevant data are selected
from the database. We are interested only in measurements
regarding particular station. Secondly, a simple RandomFore-
stRegressor model from Python Scikit-learn [17] pack-
age is trained. It is worth stressing that we use this very simple
model only to show case how our solution works. In reality,
the scientists doing the analysis would be using much more
data and much more sophisticated models. The input data for
the model is pulled from a temporary data table. The reason for
this is the flexibility to use the same train code with different
data. The progress of the training process is traced with help
of a MLflow server [6]. With such a server, it is possible to
store model parameters, metrics like mean square error, and
model artifacts, e.g., serialized model.

We implemented the model creation as an Airflow DAG.
One of the challenges of such an approach is the dependency

management. Although, we use a popular Python library
(Scikit-learn), it might not be available at the Ariflow
workers executing the model training task. The MLflow offers
help here. It is possible to create MLflow Projects that
comprise not only of the code for the model creation but
also metadata to define its dependencies. For Python, conda
can be used, which is a well-established and mature package,
dependency and environment management solution [18]. It
will, upon project execution, take care of downloading and
installing all the required libraries. This solution also works
with other programming languages and libraries.

It is worth stressing that our approach is pretty flexible. The
created Airflow DAG is capable of running different MLflow
projects, which train the model. Such projects can be stored
in GitHub [19] repositories from which they are retrieved for
execution. The only constrain that we put on the projects is
the convention for data retrieval. In our case, it is assumed
that the data will be in placed in a temporary database table.
The address of the database is injected to the MLflow project
through environment variables. At the same time, the MLflow
Projects can be executed outside of our data logistics service,
e.g., on a local machine in a early phase of model selection.

C. Model deployment
A nice side effect of using MLflow [6] to store the models

is an ability to instantiate such models in an easy way. For this,
a single command is required:

mlflow models serve
-m runs:/98ec38b6b846/model
-p 8081

Each model registered with the MLflow has its unique
run id, which can be used to instantiate it as in the command
above. Models are decorated with a REST interface, which
is accessible at given port (-p 8081). To this endpoint, a
request with data in JSON format can be sent. The data will
be passed over to the model for predictions and the results are
sent back to the client.

IV. EVALUATION
Despite this paper being a work in progress record, we

decided to include some preliminary evaluation of the system
performance. To this end, we used data from the OpenAQ data
repository and analyzed 10 subsequent days starting from 1.
January 2014. For the execution of a test system, we override
Airflow configuration to reduce the task parallelism to 1 to
eliminate the possibility of DAGs interleaving. Figure 2 shows
the Task run times for the most important tasks in the DAG:
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Figure 2. Duration of workflow tasks.

download of the data, data conversion and database upload,
data selection for training, model training and publication.
Apparently, the data download and conversion take constant
amount of time, similarly to training and model upload. This
is true, despite the increasing amounts of data used for the
training (36 measurements on first day, comparing to 345 on
the last one). The only tasks that displays some worrisome
scalability characteristics, is the data preparation step in which
all measurements from one selected measuring station are
retrieved from a database and made available for training.
Perhaps the negative scalability trend can be overcame by
some database optimization and shall be a subject of following
works.

V. RELATED WORK
Our work is partly motivated by the publication of Chen et

al [20] who proposed Data-as-a-Service (DaaS) and Analytics-
as-a-Service (AaaS). Our data logistic service could be under-
stood as a type of DaaS, and some functionalities of the model
repository can be used to offer Analytics services.

We already pointed out the differences between used so-
lution for data logistics and typical workflow systems like
Taverna [15] or Kepler [16] (see Section III). Airflow addresses
different kind of use cases, focuses mostly on efficient data
movement and integration. We think, that the proposed solution
is orthogonal to the classical workflow systems, the later ones
can be executed by Airflow, e.g., to facilitate model training
where computation performance is of the primary interest.

The problem of model repository and efficient model
deployment seems to be gaining attention lately. There is a
patent describing an idea of model repository [21]. It pro-
vides, however, no implementation details. FBLearner Flow by
Facebook [22], Google TensorFlow Extended [23], or Kube-
flow [24] are infrastructure and framework specific solutions
for model deployment and management. In our work, we were
striving for a generic solution and also wanted to promote the
idea of model sharing in academia. The Open Science move-
ment was successful in promoting the idea of data repository.
A truly open science requires publishing and sharing of the
created models. An interesting work by Behrouz [25] focuses
on continuous model deployment. At first glance the approach
is complementary to the solution presented herein. The author
provided a means for efficient model retraining, whereas we
cover the remaining phases of collecting data, changing and

redeploying of the model. We intend to verify if the proposed
solution can alleviate the problem of limited scalability of data
selection tasks observed in our evaluation.

VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed a prototypical implementation of

the data logistics and model deployment services. The services
were used to implement a real use case from environmental
science. We described and explained our design decisions.
The use case was implemented successfully and put into
production.

In our future work, we plan to address some of the
shortcomings of our current solution. More improvement is
required in terms of efficient sharing of Airflow DAGs. This
will help in implementing other use cases. Also, more so-
phisticated deployments (e.g., with monitoring and dynamic
resource management) are planned. To this end, migration to
Docker-based model execution might be a good idea.
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Abstract—Currently, various advanced data analytic tools based
on machine learning and data mining techniques are available
for performing data analysis in the cloud. However, these tools
are not very secure since the data they operate on must be in
plaintext, thereby leaving the data vulnerable to both insider and
outsider attacks. In this paper, we take a different approach and
propose the Distributed Framework for Secure Computation in
the Cloud (DFSCC), a flexible framework for building secure,
distributed computation and sharing systems. The framework
takes advantage of Homomorphic Encryption (HE) techniques to
enable data analytics to be performed directly on the encrypted
data stored within the nodes of the distributed system. An
advantage of distributing data analytics into the nodes of the
framework is enhanced performance of HE-based computation.
In addition, the framework incorporates a cryptographic key
management infrastructure to enable secure data sharing. To
evaluate the framework, we extended it to implement a system
that analyzes link quality between software defined radios using
a machine learning algorithm. Experiments performed on the
system show performance improvement of the system as the
number of nodes in the cluster is increased.

Keywords–Homomorphic Encryption, Secure Computing, Pri-
vacy, Machine Learning, Distributed Systems

I. INTRODUCTION

Performing data analytics in the cloud is becoming in-
creasingly significant for organizations of all types and sizes.
The cloud provides the scalable infrastructure and resources
needed to efficiently run the analytic tools. Organizations are
taking advantage of these analytic tools to gain powerful
insights out of the ever-growing pools of organizational data.
These analytics are in general based on techniques such as
machine learning, data mining, and statistical analysis [1]–[3].
These cloud based data analytic tools are being developed for
various application domains [4]–[7]. However, there is also
a growing concern about data security and privacy in cloud-
based systems and applications that provide analytic tools [8]–
[11]. In particular, cybersecurity attackers are becoming more
sophisticated, and attacks on data in large organizations are
occurring more frequently [12].

The main issue is how the data is manipulated by analytic
tools in the cloud, which is inherited from the shortcomings
of current cryptographic techniques for securing data. The
recommended randomized encryption schemes, such as the
Advanced Encryption Standard (AES) and Blowfish, provide
strong protection of data in transit and at rest, but do not protect
data in processing. This means that data needs to be decrypted
in memory before processing of the data can take place, which
leaves the data vulnerable to attacks from both internal and
external attackers.

To address this shortcoming of existing standard crypto-
graphic schemes, Homomorphic Encryption (HE) has been
proposed [13]. HE schemes have revolutionized data security,
as they enable computation to be performed directly on the
encrypted data without needing the private decryption keys.
Given ciphertexts as input, HE allows computation to be
performed directly on the ciphertexts to generate encrypted
results. When these encrypted results are then decrypted, they
yield the correct plaintext answer for the computation as if it
were performed entirely in plaintext. However, HE, while sig-
nificantly improving data security in untrusted environments,
comes with significant computation and storage overheads
[14]. In general, the computational complexity of HE is
orders of magnitude higher than that of standard operations
on plaintext. A given ciphertext encoding is also much larger
than its corresponding plaintext.

In this paper, we introduce the Distributed Framework
for Secure Computation in the Cloud (DFSCC), a distributed
framework that enables the development of secure computation
and sharing systems using HE schemes. HE schemes provide
data security not only in transit and at rest, but most impor-
tantly, during processing. The framework is modularized and
extensible to enable the incorporation of different types of
HE schemes. The framework also provides mechanisms for
incorporating data analytic tools that use HE schemes into the
nodes of the distributed framework. This enables data analytic
tools to operate directly on the encrypted data. To enable
data sharing, the framework includes a cryptographic key
management infrastructure based on the approach introduced
in [15]. Using this approach, an organization can analyze data
in the cloud and share the results with other organizations.
Distributing analytic tool execution into the nodes of the
framework speeds up the expensive operations of the HE
schemes to improve the overall performance of the tools.
The framework enables tool developers using various machine
learning and data mining algorithms to use the framework to
build analytic tools, in addition to enabling system developers
to leverage these analytic tools within their applications. The
secure systems developed based on the framework can then
be made available to end-users to analyze their data securely
and privately in the cloud. Having access to different analytics
will enable end-users to trade off between the quality of the
results of the data analysis and the time it takes to perform the
analysis. Furthermore, end-users will have the ability to share
their data with other parties securely and privately.

The paper is organized as follows. In Section II, we
describe the challenges in processing data and our proposed
solution. In Section III we describe our overall approach. In
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Section IV we outline the data flow through the system. In
Section V we discuss our implementation of the framework
and sample application. In Section VI we present the results
of experiments performed on the system. In Section VII we
contrast our paper with related works. We end the paper with
a conclusion and future work in Section VIII.

II. BACKGROUND

In this section, we take a look at how organizations make
use of data analytics in the cloud and give an overview of
Homomorphic Encryption, which can be used to address data
security in the cloud.

A. Data Analysis in the Cloud
Machine learning, data mining, and statistical modeling

and analysis techniques are steadily making their way into
enterprise applications in areas, such as customer support,
fraud detection, and business intelligence [4]. The major cloud
service providers are responding to this need for tools that
provide data analysis and business intelligence capabilities
within the cloud by adding these features to their cloud
services [16]. Thus, the trend of organizations outsourcing
their Information Technology operations to the cloud, com-
bined with the trend of cloud service providers adding more
intelligence to their cloud services, indicates that increasingly
organizations will make use of the cloud to analyze their
large and potentially sensitive data sets. However, the cloud
is vulnerable to cyber attacks from both internal and external
attackers. To address these vulnerabilities of the cloud, we use
HE to ensure the confidentiality of the data that are collected,
stored, and processed in the cloud.

B. Homomorphic Encryption
Craig Gentry [13] introduced the first working Fully

Homomorphic Encryption (FHE) scheme in his 2009 PhD
dissertation by taking a Somewhat Homomorphic Encryption
(SHE) scheme and “squashing” the decryption circuit to reduce
the noise in a process called “bootstrapping”. However, this
process was impractical due to the required computation time.
A more practical approach explored within the FHE research
community has been the Learning With Errors (LWE) problem
and its variants, particularly the Ring Learning With Errors
(RLWE) problem. Below, we describe these two approaches.

1) Gentry’s FHE Implementation with Ideal Lattices: A
Point Lattice, or Lattice L, is the set of all integer linear
combinations of a set of linearly independent vectors B ⊆ Rm.
For constants ci ∈ Z and bi ∈ Rm,

L =

n∑
i=1

cibi.

Gentry’s FHE scheme encrypts a plaintext by placing it in
the fundamental region of a lattice with “noise” generated by
several classic, hard lattice problems. After a number of addi-
tions and multiplications, the ciphertext noise risks becoming
so great that the ciphertext is moved outside of the fundamental
region. Therefore, Gentry “squashes” the decryption circuit to
give bootstrapability. An encryption scheme is bootstrappable
if it can homomorphically evaluate its own decryption circuit.
The process of bootstrapping involves providing the secret key
that has been re-encrypted with a new key. In order to keep the

noise at a manageable level, the bootstrapping process is done
before the noise reaches the threshold where decryption is no
longer possible. Because of this limitation, bootstrapping may
be every other operation. In later implementations of Gentry’s
FHE scheme, the performance of the bootstrapping process has
been optimized.

2) FHE Based on Ring Learning With Errors: To describe
RLWE, let n = 2k and choose a prime modulus q such that
q ≡ 1 mod 2n. Let the ring Rq = Zq[x]/〈xn + 1〉, represent
the set of all the polynomials over the finite field Zq for which
xn ≡ −1. Given samples of the form (a,b = a × s + e) ∈
Rq × Rq where s ∈ Rq is a fixed secret vector, an element
a ∈ Rq is chosen uniformly, and e is chosen randomly from
an error distribution in Rq . Given this definition of the RLWE
problem, finding s is infeasible.

Using the RLWE problem described above, a message
m ∈ Rq can be encrypted by using the b element above as
a one-time pad encryption scheme [17]. The ciphertext can
be represented by c = b +m, where c ∈ Rq . FHE schemes
based on the infeasible RLWE Problem have been shown to be
cryptographically secure given an appropriate security level.

One major effort in FHE using this approach is Microsoft’s
Simple Encrypted Arithmetic Library (SEAL), which utilizes
the BFV FHE scheme based on RLWE [18]. The BFV scheme
allows for modular arithmetic to be performed on encrypted
integers. The SEAL library also implements the CKKS FHE
scheme, which supports approximate arithmetic over complex
and real numbers [19]. Another major FHE library which
implements these schemes is the PALISADE library [20].

III. FRAMEWORK

In this section, we describe the architecture of the proposed
framework, how HE schemes and data processing algorithms
are integrated into the architecture, and a mechanism for data
sharing.

A. Architecture
The DFSCC framework is designed using a hybrid client-

server/distributed model, where clients send requests to the
server, and the server sends the client’s requests to the
distributed system for processing. The high-level design of
the framework is presented in Figure 1. The architecture is
composed of two main components: Trusted Client and Un-
trusted Cloud Environment. We adopt the honest-but-curious
adversarial model. We assume that the client-side is trusted
while the cloud environment is untrusted. Therefore, all the
private keys for decrypting the data remain with clients, and
only public keys are sent to the cloud.

The Trusted Client comprises three main sub components,
Client Manager, HE Manager, and Configurations Manager.
The Client Manager coordinates the activities of the client and
manages the interactions with the server. The HE Manager
provides support for HE operations including generation and
storage of public and private keys, encryption and decryption
of data, and keys revocation. The Configurations Manager
keeps track of the cloud resources for the clients, which change
dynamically as the system is being used. Note that system
developers will need to extend the framework to build concrete
systems for specific application domains. In addition to the
above core components, system developers need to implement
a user interface for end-users to interact with the system.
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The Untrusted Cloud Environment is composed of an
Untrusted Server and an Untrusted Distributed System. All
the data sets sent by the clients to the Untrusted Cloud
Environment will remain encrypted at all times. The sub-
components of the Untrusted Server include a Service Engine
for coordinating all the activities related to distributing data
and operations into the Untrusted Distributed System; an HE
Manager for managing HE libraries stored in the HE Libraries
storage; an Analytics Manager for managing the analytic
algorithms persisted in the Libraries storage; a Sharing Man-
ager for sharing encrypted data between the clients; and a
Configurations storage for storing various cloud configura-
tions and metadata. The Service Engine communicates with
the Untrusted Distributed System to coordinate its activities,
including sending workloads and partitioning the nodes within
the cluster.

The Untrusted Distributed System provides the infrastruc-
ture for distributing analytics algorithms. The inputs to the
Untrusted Distributed System include the set of data to be
processed and the software program to be executed on the
nodes of the distributed system that will process the data. At
the core of the distributed system is a Distribution Manager,
which provides the mechanisms for generating the clusters of
distributed nodes. The nodes are generated by the Distribution
Manager on demand based on the configurations provided by
developers. In addition, the Untrusted Distributed System pro-
vides an interface to enable interaction with other distributed
systems.

Figure 1. Distributed Framework Architecture

B. HE Scheme Integration
At the core of DFSCC are the mechanisms for incorporat-

ing HE schemes with distributed data processing algorithms.
DFSCC also provides a key management infrastructure to
enable sharing of data processed by the distributed system.
Additionally, by abstracting out the core functionality that is
commonly found in HE schemes, DFSCC is designed to facili-
tate the incorporation of different HE libraries. These common
operations include key generation, encryption, decryption, and
parameter selection. These operations are abstracted out into
an interface that can then be used to integrate a given HE
library.

C. Data Processing Integration
Machine learning algorithms are being used in the cloud

to analyze data stored in the cloud and to enhance the cloud’s
capabilities. DFSCC provides an extensible interface to enable

developers to extend or customize DFSCC to add new machine
learning and data mining algorithms into the framework.
Considering the complexity of using existing HE libraries, the
first machine learning algorithm we considered for the DFSCC
framework is the linear Support Vector Machine (SVM). In the
future, we plan on adding more machine learning algorithms
into the framework.

1) Support Vector Machines: SVMs are supervised learn-
ing models that can be used to analyze data based on clas-
sification and regression analysis. The SVM serves as a non-
probabilistic binary linear classifier.

Consider a set S of sample data elements, and two subsets
SA and SB of S, where SA ∪ SB = S, and each element of
S (S1 ∈ S) is annotated as belonging to SA or SB . The SVM
training algorithm generates a mathematical model that can be
used to categorize new elements of S as belonging to SA or
SB .

First, we are given a labeled training dataset of n points of
the form (~x1, y1), . . . , (~xn, yn). This training dataset contains
both the inputs and the desired outputs. Given the training
dataset, we then compute the SVM model to be used for
classification. This model then separates the elements of S
into two classes, SA and SB , based on the classifier that was
generated from the training data. The internal operations of
the linear SVM include the dot product of vectors, addition,
and subtraction. To demonstrate the utility of the DFSCC
framework, we implemented an SVM classifier on top of our
distributed framework using the PALISADE library.

D. Key Management Infrastructure
We use a key management system based on Public Key

Infrastructure (PKI) to provide clients with mechanisms to
generate, store, distribute, and revoke public/private keys in
the distributed system. Overall, the key management system is
based on the simple approach proposed in [15], which doesn’t
require a central authority for managing the keys. The approach
is to exchange private keys using an email infrastructure, where
each client is equipped with a built-in email server.

The protocol for exchanging public keys is as follows.
1) Exchanging Public Keys: The first time two clients, ci

and cj , interact in the distributed system, they exchange their
public keys as follows. The client ci sends a message to cj
containing the tuple (Idci , pkci) and the client cj replies with
a message containing the tuple (Idcj , pkcj ).

2) Data Partitioning: To facilitate data sharing, each client
needs to partition their data based on sharing policies. Each
partition will be encrypted using a different public/secret key
pair. For instance, let’s assume the user data d is divided
into a set of partitions {d1, d2, . . . , dn}. Then, for each di,
a public/secret key pair, (pki, ski) will be generated to encrypt
di. This will give the client a flexible approach for sharing
their data in the cloud at a fine-grained level.

3) Sharing Data: When a sender wants to share a
piece of data di with a receiver in the distributed sys-
tem, the sender needs to provide the receiver with the
secret key ski corresponding to pki used to encrypt the
data di in order to decrypt it. To protect the secret key,
the sender encrypts it using the receiver’s sharing public
key. The sender replies with the following message contain-
ing the tuple (Idreceiver, Enc(sksender, pkreceiver)), where
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Enc(sksender, pkreceiver) means that the sksender is en-
crypted using the pkreceiver. This will guarantee that only the
intended receiver can decrypt the message containing the secret
key. Note that, in this approach of data sharing, we assume that
the distributed system includes an access control enforcement
mechanism to give access to data based on sharing policies
defined by the users. The description of the access control
mechanism is beyond the scope of this work.

IV. DFSCC OPERATIONAL FLOWS

The architecture of the DFSCC framework comprises a
number of components that interact to support the function-
alities of the framework from the perspective of both devel-
opers and end-users. It abstracts out the complexity related
to building a web-based client-server application, building a
cloud-based distributed system, and connecting the two. In
the following sections, we describe the operational flows of
the framework, focusing particularly on how developers can
extend the core components of the framework and instantiate
it to build concrete systems, and then discuss how end-users
can use those concrete systems.

A. Extending the Framework
For developers extending the framework, there are two

main features: adding a new HE library, and adding a new
data processing algorithm based on machine learning or data
mining techniques. At the design level, the framework employs
a modular design to isolate the HE libraries and data processing
algorithms. At the implementation level, the framework uses
containers to enable each HE library and each data processing
algorithm to be self-contained. To add an HE library, the
developer needs to deploy the HE library in a container and
expose an API to enable the HE manager to make use of
it. Similarly, a new data processing algorithm needs to be
implemented and made available to the analytics manager,
which will distribute it to the nodes at runtime. In addition
to the SVM implementation, other data processing algorithms
will be included in the framework to serve as a guideline
for developers to incorporate their own algorithms into the
framework.

B. Instantiating the Framework to Build A Concrete System
The framework provides building blocks that can be used

to build concrete distributed systems where analytic tools
can be run in the encrypted domain. The application domain
will determine the specific analytic tools to be applied using
one of the available HE-enabled machine learning or data
mining algorithms. For instance, in the application we built to
evaluate the framework, SVM was determined to be suitable
to implement a tool to analyze radio data to optimize the link
quality between Software Defined Radios (SDRs). Analyzing
radio link quality requires classifying the data into two classes,
high quality and low quality. During the analysis, each data
point falls in one of those two classes. The application domain
will also dictate the type of data that needs to be encoded
appropriately to ensure compatibility with the data format
of the underlying HE library. Recall that the current HE
libraries support only low level operations, such as addition
or multiplication of numbers. It is the task of the developer to
figure out how the specific data types of the application domain
can be transformed in such a way that the basic operations of
HE can be applied on the data.

C. Using the Concrete System
Once the system is completed, then it can be made available

to end users. There are two main workflows of the system for
the end user: 1) analyzing data using an analytic tool, and 2)
sharing data with other users. At a high-level, the following
operational workflow depicts the process for analyzing data in
the distributed system.

• The User opens the Client web-based GUI.
• From the Client GUI, the user uploads the raw data

to the Client local storage.
• The User selects the analytic tool to be used to process

the raw data.
• The User requests the data to be encrypted.
• The Client Engine selects the appropriate HE library,

and uses it to encrypt the data.
• The Client Engine sends the encrypted data along with

the user parameters to the Untrusted Server.
• The Untrusted Server selects the number of nodes to

use in the distributed system.
• The Untrusted Server partitions the data according to

the parameters selected by the user and pushes it to
the nodes.

• The Untrusted Server notifies the User after the data
has been distributed.

• The User requests data to be processed and forwarded
to the Untrusted Server.

• The Untrusted Server delegates the workload to the
Distribution Manager.

• The Distribution Manager initiates the data processing
throughout the Untrusted Distributed System.

• After the execution is completed, the Untrusted Server
gathers the results from the Distribution Manager, and
sends them to the User.

• The Client Engine decrypts the results and displays
them on the GUI.

The following operational workflow summarizes the pro-
cess for sharing data in the distributed system. The Sharing
Manager on the Untrusted Server is responsible for sharing
encrypted data and encrypted secret keys between parties
sharing data with each other. If the recipient doesn’t already
have the secret key to decrypt the data, then the Sharing
Manager will request the secret key from the sender, and the
sender will encrypt the secret key using the recipient’s sharing
public key and send it to the Sharing Manager, which serves
as the proxy between sender and receiver. We assume that
the user possesses a public/secret key pair to be used by the
underlying sharing protocol. We assume that each party has the
sharing public key of the receiver. We also assume the data to
be shared is stored with the Distribution Manager component.

• From the Client GUI, the sender selects the set of data
to be shared, the recipients and their sharing public
keys.

• The User sends the request to share the data to the
Untrusted Server.

• The Sharing Manager on the Untrusted Server passes
a message to the recipient containing a reference to
the stored encrypted data.
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• The Sharing Manager notifies the recipients about the
availability of the data.

• The Recipients retrieve the shared data and use their
secret keys to decrypt the data.

V. IMPLEMENTATION

We implemented the overall DFSCC framework and the
Software Defined Radio link quality analysis application to
evaluate the framework. We leveraged a number of open-
source projects for the implementation including the Django
web framework, PALISADE HE library [20], Apache Hadoop,
Apache Spark, and Xen hypervisor.

A. Framework

The implementation is broken down into three main subsys-
tems: client, server, and distributed system. We use the Django
web framework to develop a web-based system to connect
the client and server subsystems and to provide web service
capability to DFSCC.

As mentioned previously, we selected the PALISADE HE
library as the first library to be integrated with the DFSCC
framework. PALISADE is implemented using C++ and pro-
vides a simple interface to access its basic functionality. The
integration of this HE library into our framework required
building a C++ wrapper to interact with the Django web
server written in Python as well as the Spark interfaces used
for the distribution. We used Apache Spark as the basis to
implement the distributed system. Spark is highly modularized,
which simplifies its integration with other systems. Spark is
an ideal distribution framework for DFSCC, as it enables the
distribution of data as well as programs for execution on the
cloud nodes. REST APIs allow developers to extend DFSCC
to build concrete applications, such as adding new HE libraries
and data processing algorithms.

We used the Xen hypervisor to deploy a local instance of a
cloud infrastructure as a service (IaaS). This local cloud serves
as the testbed to generate virtual machines for the distributed
system. We used this local cloud instance to deploy and test
our distributed framework.

B. Framework Use Case: SDR Link Quality Analysis

For the test application, we implemented two Graphical
User Interfaces (GUI), one for the administrator, and another
for the user. Through the admin GUI, among other functional-
ities, the admin can create nodes (VMs) and list the resources
available on the distributed system. Likewise, through the user
GUI, users can upload data, encrypt and decrypt data, and send
encrypted data to the cloud for processing. Once the data has
been uploaded, there is a library of standard machine learning
algorithms that the user can select to run on the uploaded
data. Once selected, the distributed machine learning algorithm
with the HE implementation will be run on the distributed
system that will then return the answer in encrypted form to
be decrypted when needed. We used this process to analyze
the quality of Software Defined Radio signals to determine
the best way to tune the radios. This was done using a simple
SVM on the data to classify good versus bad link quality of the
radios. Note that, in this paper, we focus only on analyzing the
performance and overhead of the underlying HE operations.

VI. EXPERIMENTS

As part of the experimental setup, we deployed two Soft-
ware Defined Radios, a sender and a receiver, and established a
connection between the two. Then, we initiated a video stream
from the sender to the receiver and extracted the data packets
in the stream using the network packet capture feature of Snort.
The most relevant features in this dataset are the bit error ratio,
signal level, noise level, distortion level, and signal-plus-noise-
plus-distortion to noise-plus-distortion ratio. Due to the limited
number of features in this dataset, we generated synthetic radio
data to analyze the performance of the system with a larger
number of features. In the synthetic dataset, the number of
features ranges from 8 to 256. We also varied the number of
nodes in the distributed system from 4 to 64.

Based on the above setup, we performed a number of
experiments to analyze the performance of the DFSCC frame-
work in running the SVM based analytic tool against the
encrypted dataset. Specifically, we looked at the overhead
incurred by the framework due to the expensive HE operations.
During the experiment, the data was grouped into varying
numbers of features as follows: 8, 16, 32, 64, 128, 256. The
distributed system was configured with varying numbers of
nodes as follows: 4, 8, 16, 32, 64. Note that both of these
scales are logarithmic as represented by the y-axis in each of
the figures below. Then, we ran the analytic tool with each
feature size on each node configuration.

A. Features Comparison

In this experiment, we ran all the feature sizes on 1-node,
8-node, and 16-node configurations, and recorded the running
time of the computations. In both, Figure 2 and Figure 3, each
of the points represents a single run of the SVM algorithm for
a feature size specified on the y-axis. The x-axis represents the
running time of the algorithm, where the blue circle represents
a computation distributed across 8 or 16 nodes, and the red
triangle represents running on a single node.

As can be seen in Figure 2, with low numbers of features,
there isn’t a significant difference between the two setups.
However, as the number of features gets larger, the speed
improvement becomes clear. Note that the outlier seen in each
of the runs was an initialization of the distributed system that
was exacerbated in the distributed setting but can also be seen
in the single node setting. This outlier is only on the first run
of the algorithm so will be less significant over many runs of
the algorithm.

B. Nodes Comparison

In this experiment, we look at the comparison of running
the tool with 64 and 256 features while varying the number
of nodes as described earlier. We can see in Figure 4 and
Figure 5 that by increasing the number of nodes there is a
performance improvement. Given this, we can determine the
optimal number of nodes needed for a dataset, for a given
workload on the system. There is still a significant performance
improvement resulting from distribution across multiple nodes,
but care should be taken to balance the workload evenly
throughout the distributed system in order to minimize the
amount of downtime waiting for dependent computations to
complete before the results of the overall computation can be
delivered.
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Figure 2. Overhead for 8 Nodes Setup

Figure 3. Overhead for 16 Nodes Setup

VII. RELATED WORK

Using HE to enable machine learning algorithms, including
deep learning, to process data securely has gained attention in
the research community in recent years. Many of the proposed
approaches focus on using a given HE scheme to implement a
specific machine learning algorithm. In [21], the authors show
that it is possible to use a SHE scheme to implement a linear
SVM to classify images for facial recognition. They extended
Gentry’s SHE scheme to work with low-degree polynomial
functions, which are not limited by Hamming distance or linear
projection. In [22], the authors went further by proposing an
approach for implementing a non-linear SVM for classifying
images in general using a SHE scheme. CryptoNets [23]
uses the Microsoft SEAL HE library to implement deep
learning algorithms. HE parallelization is limited to SIMD
operations provided by the HE scheme. Faster CryptoNets
[24] improves the performance of CryptoNets by leveraging
the sparse representations throughout the neural network to
optimize the HE operations and improve their performance.
MSCryptoNet [25], based on multi-scheme FHE, protects the
evaluation of the classifier, where the inputs can be encrypted

Figure 4. Overhead of 64 Features Comparison

Figure 5. Overhead of 256 Features Comparison

with different encryption schemes and different keys. Unlike
the above approaches, we are proposing a general framework
for secure machine learning in the cloud. Furthermore, we are
using distributed processing to improve the performance of
machine learning computations and HE based computations.

HE schemes have also been considered as a means for
securing statistical computations. In [26], the authors demon-
strate the feasibility of using HE in approximating conventional
statistical regression methods. This approach takes advantage
of the fact that estimation and prediction can both be performed
in the encrypted domain; bootstrapping can be avoided even for
moderately large problems; and scales linearly with the number
of predictors. In [27], HE is used to develop a secure system
that protects both the training and prediction data in logistic
regression. Despite the non-linearity of both the training and
prediction in logistic regression, this paper showed that it is
feasible to use HE since only the addition operation is needed,
which significantly improves performance compared to FHE.
Our approach differs in that it provides a framework to enable
developers to use a variety of analytic tools which can be based
on statistical analysis or other analytic techniques.

Privacy-preserving data splitting is another approach pro-
posed to preserve data privacy in the cloud. In this approach,
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sensitive data is split in such a way that any partition by itself is
not sensitive, and is stored separately. However, the techniques
proposed are not very secure as they either don’t support
encryption or they support only limited operations to take
place in the encrypted domain [28], [29]. Furthermore, these
techniques are focusing more on preserving privacy of the data
at rest rather than in processing. Other proposed techniques
for securing machine learning algorithms are based on MPC
[30]. Fundamentally, MPC requires interactive communica-
tions among the different nodes to perform the computations,
whereas our approach using HE allows computations to be
performed independently by the nodes.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we propose DFSCC, a distributed framework
for secure computing in the cloud, to enable the development
of secure distributed systems. A secure distributed system
developed using this framework allows for analytic tools to be
implemented using HE and distributed throughout the nodes of
the distributed system. Systems developed using the framework
provide a high level of data security for the analytic tools since
data will remain encrypted during transit to and from the cloud,
and during storage and processing in the cloud. In addition,
the framework provides a simple but flexible technique for
sharing encrypted data among users. This approach of using
HE to provide data security during data processing addresses
the shortcomings of standard cryptographic schemes, and
addresses some of the vulnerabilities of outsourcing data to the
cloud. This will enable organizations of all types and sizes to
take advantage of large pools of computing resources available
in the cloud without giving up the privacy of their data.

The challenge with the existing HE schemes resides in the
computation and storage overheads they incur. We addressed
the computation overhead by distributing the HE computations
across multiple nodes to reduce the computation time. For
future work, we plan on combining the high level distribution
of HE libraries and the low level parallelization of the HE
operations themselves proposed in the literature. For instance,
one proposed technique is to use GPGPUs to speed up the
underlying operations of the libraries [31]. Combining these
two approaches has the potential to significantly speed up the
HE operations executed within the DFSCC framework.
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Abstract—Convolutional Neural Networks (CNNs) have gained

high popularity as a tool for computer vision tasks and for

that reason are used in various applications. There are many

different concepts, like single shot detectors, that have been

published for detecting objects in images or video streams. How-

ever, CNNs suffer from disadvantages regarding the deployment

on embedded platforms such as re-configurable hardware like

Field Programmable Gate Arrays (FPGAs). Due to the high

computational intensity, memory requirements and arithmetic

conditions, a variety of strategies for running CNNs on FPGAs

have been developed. The following methods showcase our

best practice approaches for a TinyYOLOv3 detector network

on a XILINX Artix-7 FPGA using techniques like fusion of

batch normalization, filter pruning and post training network

quantization.

Keywords—convolutional neural network; image processing; re-
configurable hardware; batchnorm fusing; pruning; quantization;

I. Iඇඍඋඈൽඎർඍංඈඇ

This section introduces the historic background of Single

Shot Detectors (SSDs) and the challenges of implementing

CNNs on reconfigurable hardware. Afterwards, the general

“life” of neural networks is explained and expanded with the

adaptation stage.

A. Single shot detector network

After the success of Convolutional Neural Networks

(CNNs) for image classification, object detection stepped into

the focus of research. A first brute force approach used sliding

windows throughout the image with a classification network.

This strategy limits itself to the granularity of the window size

and window strides.

With Region-based Convolutional Neural Networks (RC-

NNs) a more sophisticated tool for object detection was

presented. The RCNN itself contains two CNNs, which are

solving the tasks of detecting objects of interest and classifying

the found objects [1].

The first SSD was published by Joseph Redmon et al. with

the iconic name You Only Look Once (YOLO) [2] [3]. The

first version was supplemented by two updates: YOLO9000,

which is also known as YOLOv2 [4] and the most recently

YOLOv3 [5]. Additionally to the YOLO versions smaller

versions, named TinyYOLOvX, are provided. The main focus

for the following elaborations is put on the TinyYOLOv3

architecture, which optimises the trade off between detection

performance and computational effort.

B. Challenges on re-configurable hardware

Implementing CNN on re-configurable hardware introduces

several constraints, that affect the architecture of the used

networks as well as the underlying arithmetic operations,

memory access and scheduling of operations.

Using state of the art Field Programmable Gate Arrays

(FPGAs), e.g., XILINX Artix-7, only fixed-point arithmetic

can be implemented in an efficient way, so quantization of the

network model will be necessary. Because of that, choosing

quantization factors and a proper format for intermediate

results to keep the deviation regarding the fixed-point model

as low as possible is a key consideration to adapt a model for

hardware inference.

The most challenging constraint is the limited number of

logic elements to implement the building blocks of the CNN.

Dissecting the parts of the neural network in candidates for

hardware and software implementation is a key consideration

to be made in the system architecture. Since FPGAs typically

have little on-chip memory an efficient way to access memory

has to be part of the architecture design as well. Also, the

typical lower clock frequency in re-configurable hardware

adds another trade-off.

This leads to the conclusion that a general purpose acceler-

ator is hard to design. Every use case and neural network

should be analysed according to needed performance and

target platform.

C. Adaptation Stage

The “life” of any neural network can be categorized into

two stages: training and inference stage. At the training stage

the neural network gets trained for its later task using labelled

data, which gets divided into training and test sets. A variety
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of optimization techniques exists for the training stage. For

example, one common target of optimizing the training stage

aims on reducing the amount of needed iterations to reach the

global minimum of the loss function. Several machine learning

libraries implement optimizers for speeding up training, like

Root Mean Square Propagation (RMSprop) [6] or Adaptive

Moment Estimation (ADAM) [7].

The inference stage is the application of the neural network,

after it is properly trained. Adaptations to the network might

be needed, depending on the hardware platform on which the

inference stage takes place. The entirety of the adaptation work

flow is summarized as the adaptation stage.

In section II and III, two optional but very useful adaptation

steps are introduced. In Section IV, the mandatory adaptation

of switching the arithmetic backbone of the network from

floating point to fix point operations is presented. The benefits

of these techniques are summarized in section V.

II. Bൺඍർඁඇඈඋආ Fඎඌංඇ඀

In this section, the concept of batch normalization and the

general layout of a convolution layer are briefly explained.

Thereafter, formulae and results of eliminating the batch

normalization layer are given.

A. Background of Batch Normalization

Batch normalization [8], which is often times abbreviated

with batchnorm, is a sub layer used to reduce internal covariate

shifts. These shifts are defined as changes in the distribution of

the network’s activation, which are caused by changes in the

parameters of the network during training stage. Diminishing

the covariate shift enables higher learning rates, reduces the

risk of getting stuck in poor local minima and prevents

vanishing or exploding gradients. Another advantageous side

effect of batch normalization is the increased generalization

ability of the network [8]. Many modern networks are using

batchnorm sub layers, e.g., YOLOv3 [5], MobileNet [9] and

ResNet [10].

The batch normalization sub layer is located between the

convolutional layer and the activation sub layer which is

illustrated for layer i in Figure 1.

Layer i

conv
layer

batchnorm
sub layer

activation
sub layer

pooling
sub layer

Layer i-1

Layer i+1

Feature
Maps

Activation
Maps

Z[i] A[i]Z[i]
bn

A[i-1]

A[i]

Fig. 1. Example of a general convolutional layer (abbreviated with conv) with
its subsequent batchnorm, activation and pooling sub layer and their output
descriptions.

This sub layer contains a set of up to four parameters:

1) Mini-Batch Mean:

The mini-batch mean µ[i] is measured regarding the

mean of the feature maps of the current mini-batch

B[i] =
{
z
[i]
1 , ..., z

[i]
m

}
at each batchnorm sub layer i in

the network. This metric gets updated for each mini-

batch and epoch during the training stage:

µ[i] ← 1

m
·

m∑
j=0

B[i] (1)

2) Mini-Batch Variance:

Similar to mini-batch mean with respect to the variance

of the current mini-batch:

σ2[i] ← 1

m
·

m∑
j=0

(B[i] − µ[i])2 (2)

3) Scale:

Trained scaling term γ[i], which is an optional and

trainable component of the batchnorm sub layer.

4) Shift:

Trained shifting term β[i], which is an optional and

trainable component of the batchnorm sub layer as well.

Commonly used instead of bias parameters b in the

convolutional layer.

The batchnorm parameters are one dimensional vectors, which

are applied to each feature map from the previous convolu-

tional layer separately. The amount of elements is determined

by the amount of filters used in the conv layer. The forward

propagation step for the batchnorm sub layer is given in (3):

Z
[i]
bn = BN(Z [i]) = γ[i] · Z [i] − µ[i]√

σ2[i] + ε︸ ︷︷ ︸
normalization

+β[i] (3)

where ε is a small scalar value added to the variance to provide
numerical stability (e.g., keras default: ε = 0.001 [11]).

B. Fusion of Batchnorm Parameters into Convolutional Pa-

rameters

In order to get rid of the computational effort of the

batch normalization sub layer, it is recommended to fuse

the batchnorm parameters into the convolutional parameters

before entering the inference stage. To derive the formulae for

batchnorm fusing, the kernel convolution, which is performed

filter-wise in the convolutional layer is introduced for layer i:

Z [i] = Conv
(
A[i−1];W [i], b[i]

)
= A[i−1] ∗W [i] + b[i] (4)

where A[i−1] denotes the three dimensional activation

map from the previous layer of matrix shape (w, h, c) -

(width,height,color channels).W [i] is the filter matrix of shape

(fw, fh, c) and b[i] represents the optional bias vector is shape
(c, 1). For easier reading, the layer indices ()[i] are skipped

in the following arguments with hinting A[i−1] as Aprev . It

can be shown, that the convolution operation Conv(A;W, b)
holds the following property:

k · Conv (Aprev;W, b) + h = Conv (Aprev; k ·W,k · b+ h)
(5)
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for k, h = const. and k, h ∈ Rc. With (3),(4) and (5) the

formulae for batchnorm fusing are derived as follows:

Replacing Z [i] from (3) with (4):

Zbn = γ · Conv (Aprev;W, b)− µ√
σ2 + ε

+ β (6)

Reordering to get the equation above to a similar form as

shown in (5):

Zbn =
γ√

σ2 + ε︸ ︷︷ ︸
k

·Conv (Aprev;W, b) + β − γ · µ√
σ2 + ε︸ ︷︷ ︸
h

(7)

which can be written as:

Zbn = Conv
(
Aprev;

γ√
σ2+ε

·W, γ√
σ2+ε

· b+ β − γ·µ√
σ2+ε

)
=

(8)

Conv

(
Aprev;

γ√
σ2 + ε

·W,
γ√

σ2 + ε
· (b− µ) + β

)
With (8) the formulae for the fused parameters Wbn, bbn are

derived as:

Wbn =
γ√

σ2 + ε
·W (9)

bbn =
γ√

σ2 + ε
· (b− µ) + β (10)

Zbn = Conv (Aprev;Wbn, bbn) (11)

For convolution layers trained without biases (10) is reduced

to:

bbn = β − γ · µ√
σ2 + ε

(12)

C. Benefits of Batchnorm fusing

The emphasis for estimating the benefits of batchnorm

fusing is shown with respect to the reduction of Floating

Point Operations (FLOPS). In Figure 2, the amount of needed

FLOPS for the first layers of a TinyYOLOv3 network without

batchnorm fusing for an input image size of 416 × 416 × 3
(width, height, color channels) is shown. This network requires

approximately 5.5 GFLOPS for processing one image from the

input layer to the output layers, excluding the processing steps

in the YOLO back-end. After fusing the batchnorm parameters

into the convolutional parameters, the FLOPS count is reduced

by 23.8 MFLOPS.

This decrease sounds low with a reduction factor of only

0.4%. But more important is the avoidance of batchnorm sub

layers as a whole, because each sub layer requires additional

logic elements, complexity in the control loop and power.

Another benefit is the preparation for pruning, which is

performed on the fused weight matrices.

III. Fංඅඍൾඋ Pඋඎඇංඇ඀

The general concept of pruning and the proposed routine

are presented. The results of pruning are displayed using

parameter count and FLOPS as optimization target.

conv_1
bn_1
conv_2
bn_2
conv_3
bn_3
conv_4
bn_4
conv_5
bn_5
conv_6
bn_6
conv_7
bn_7
conv_8
bn_8
conv_11
bn_11
conv_9
conv_12
bn_9
bn_12
conv_10
conv_13

105

106

107

108

109

≈  5.5
 GFLOPS

≈  23.8
 MFLOPS

TinyYOLOv3
FLOPS vs layers

all FLOPS cumulative
batchnorm FLOPS cumulative
FLOPS per layer

Fig. 2. Required FLOPS (y-axis, logarithmic) for all convolutional layer with
their batchnorm sub layer (x-axis) for the TinyYOLOv3 architecture.

A. Pruning Background

In contrast to batch normalization being introduced in 2015,

research on pruning of neural networks already started at the

end of 1980s [12] and the beginning of 1990s [13]. The

goal of pruning is reducing the network size by removing

redundant connections while maintaining the performance of

the network. M.C. Mozer and P. Smolensky pictorially call

this technique as “trimming the fat from a network” [13]. In

order to determine redundant connections several metrics are

proposed in literature [14]. In the following, the emphasis is

put on CNNs and particularly on pruning whole filters after

batchnorm fusing.

B. Pruning Metrics

In this section, two metrics for determining filter candidates

suitable for pruning are introduced. These metrics help finding

filters fn of the weight matrix W , which have no or low

impact for the forward propagation. The total amount of filters

stored in the weight matrix W is denoted with nf . A trivial

example for a prunable filter is one which coefficients are all

zero (fn = 0).

1) The Fඋඈൻൾඇංඎඌ Norm for filter fn is defined as the

following scalar value:

||fn||F =

√∑
w,h,c

(fn[w, h, c])
2

(13)

This definition gets expanded for the whole weight

matrix by stacking the norms of the all filters fn to

one vector:

||W ||F =
[
||f0||F , ..., ||fn||F , ..., ||fnf ||F

]T
(14)
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2) The filter sparsity is a metric for determining the

sparsity of a filter. It is defined as the percentage of

values close to zero of a filter fn:

Spε(fn) = 1− C(|fn| < ε)

C(fn)
(15)

where C(fn) denotes the cardinality of the filter fn (16)

and C(|fn| < ε) the conditional cardinality of fn (17).

C(fn) =
∑
w,h,c

1 (16)

C(|fn| < ε) =
∑
w,h,c

{
1, |f [w, h, c]| < ε
0, |f [w, h, c]| ≥ ε

(17)

Similarly to (14) this equation is expanded to:

Spε(W ) = [Spε(f0), ..., Spε(fn), ..., Spε(fnf )]
T

(18)

C. Pruning Routine

The previously mentioned metrics are used in the proposed

pruning routine, which is based on the following inputs:

• The maximum deviation of Mean Average Precision

(MAP): ∆MAP .

• A representative pruning data set to continuously calcu-

late the mean average precision.

• An optional Starting threshold Tstart, which is 0 by

default.

• A value by which the threshold gets incremented δT :
E.g., δT = 0.01.

The pruning routine determines the chosen metric for every

filter in the CNN, as well as the initial MAP of the network

on the pruning data set beforehand. Afterwards every filter,

which is below the threshold T , is removed and the MAP

is calculated again. As long as deviation is lower than the

maximum deviation ∆MAP , the threshold is incremented by

δT . This procedure is repeated until ∆MAP is reached.

After the pruning routine is finished, the possibility of

additional training in order to slightly fine tune the remaining

filters to reach the initial MAP is possible. It is advisable to

perform the fine tuning with a low learning rate and early

stopping to avoid over fitting of the network to the pruning

data set.

D. Pruning Result

The following example is based on a TinyYOLOv3 network,

which is trained on the TU Darmstadt Pedestrian Dataset [15].

The original model, fused model, and the pruned example

models as well as additional information are provided in a

separate GitHub repository [16].

The maximum deviation of MAP is set to ∆mAP = 1% and

the threshold increment δT = 0.02. In Figure 3, the results of
the pruning routine are shown using Fඋඈൻൾඇංඎඌ Norm ||W ||F
and filter sparsity Spε=0.003(fn) as the pruning metric. The

results cover the total parameter and filter count of the CNN.

It is notable that the parameter count decrease is higher than

the decrease in filters. The reason is, that the higher the amount

fused

frob

spars

0

2

4

6

8

10
6

reference

27.7%
23.1%

#parameters

fused

frob

spars

0.0

0.5

1.0

1.5

2.0

2.5

3.0

10
3

reference

18.4%15.9%

#filters

Fig. 3. Pruning result showing for the TinyYOLOv3 network example
comparing fused model (fused) and pruned model with Fඋඈൻൾඇංඎඌ Norm
(fro) and Filter Sparsity (spars) as metric. Top of bar: reduction percentage or
reference to it. Left: total parameter count. Right: filter count of the network.

of filters in a layer i the more likely is to encounter prunable
filters. The amount of parameters stored in such layers are

way larger, because the previous layers i − 1 typically have

higher filter counts as well. This behaviour is visualized for

TinyYOLOv3 in Figure 4 by plotting the percentage of stored

parameters per layer to the overall TinyYOLOv3 parameter

count.

conv1

conv2

conv3

conv4

conv5

conv6

conv7

conv8

conv11

conv9

conv12

conv10

conv13

0

20

40

60

80

100

%

parameter count in percent of overall parameters
per layer
cumulative

Fig. 4. Percentage of parameters for each layer. Per layer and cumulative.

With the reduction of the parameter count of approximately

23.1% for Fඋඈൻൾඇංඎඌ and 27.7% for sparsity pruning a higher

reduction of FLOPS can be observed compared to batchnorm

fusing from Subsection II-C. The comparison of FLOPS re-

duction percentages between original model (with batchnorm

sub layers), fused model and pruned models is visualized in

Figure 5. The reduction of FLOPS is 13.3% for Fඋඈൻൾඇංඎඌ

and 15.7% for sparsity pruning compared to the original model

with batchnorm sub layers.

Conclusively, it has to be stated that a very high pruning

result (e.g., > 80% of parameters pruned) needs more investi-

gation. The CNN might either be oversized or not properly

trained. In both cases, the filter weights are still close to

the initialization. This leads to low values for the introduced

metrics, which result in a huge amount of prunable filters.
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Fig. 5. FLOPS comparison (y-axis) for the TinyYOLOv3 network example.
Reduction percentages (top of bar) using the “unfused” original model (orig)
as reference.

IV. Qඎൺඇඍංඓൺඍංඈඇ

In this section, a method of changing the arithmetic back-

bone from floating point to integer arithmetic is given and

evaluated with investigating on the deviation between floating

point CNN and integer CNN. In conclusion, other methods

are mentioned and briefly explained.

A. Background

Training for CNNs is traditionally performed using 32 bit

floating point arithmetic. The main reason is, that calculating

the gradient during CNN training requires high value resolu-

tion for which integer or fixed-point systems are insufficient.

However, using floating point arithmetic on re-configurable

hardware such as FPGAs for CNN inference comes with

plenty of disadvantages: higher computation effort, more

memory storage and increase of bus widths and counts. These

disadvantages can be solved by using a quantized twin of the

CNN with a minimal or no drop-off in inference accuracy.

B. Quantization Approach

A straight forward approach based on scaling the floating

point values is proposed. This is realized by determining a

positive whole-numbered scaling factor S, e.g., S = 256. It is
advisable to select this factor from the set of powers of two

S = 2P where P ∈ N, because integer division by a power

of two becomes a right shift by the power of two P :

X

S
=

X

2P
= Rshift(X,P ) P ∈ N (19)

This is especially useful since the integer product Z =
MULS(X1, X2) of two mapped operands Xi = xi ·S requires

a division by the scaling factor S to obtain Z = S ·x1 ·x2+e =
S · z + e where e denotes the quantization error:

MulS(X,Y )︸ ︷︷ ︸
=:Z

=
X · Y
S

S=2P
== Rshift(X ·Y, P ) = S ·x · y︸︷︷︸

=:z

+e

(20)

Using shift operations instead of divisions spares hardware

resources and reduces the combinatorial path, allowing a

higher clock frequency of the hardware. With this background,

the quantization approach can be introduced:

• parameter and input quantization:

Every parameter value V (floating point, usually 32 bit)

of the CNN is quantized by multiplying with the scaling

factor S and rounding to integer values. For this, the

integer format int16 is used.

Vquant = int16(round(V ∗ S)) (21)

The input A[0] is quantized similarly for every pixel value

V ∈ A[0].

• quantized convolution:

The forward propagation of the convolution layer, which

is split up into the filter convolution Conv and the bias

addition Add, is adjusted by appending a right shift

operator Rshift after the convolution step as illustrated

in Figure 6. The convolution itself is performed using

Quantized Convolution Layer i

A[i-1] Conv Rshift Add
int16

W[i]

          int16

P

          uint8

b[i]

            int16

int32 int16 int16
A[i]

in
t32

int32

in
t1

6

Fig. 6. Quantized Convolution Layer i without pooling and activation sub
layer.

int32 range with expansion of the previous activation

A[i−1] and the filter parameters W [i] to int32:

A[i−1] ← int32(A[i−1])

W [i] ← int32(W [i])

A[i] ← Conv(A[i−1],W [i])

After the right shift by P the format is reduced to int16
and the bias b[i] is added:

A[i] ← Rshift(A[i], P )

A[i] ← int16(A[i])

A[i] ← Add(A[i], b[i])

• quantized activation function:

An approved activation function for CNNs is the Leaky

Rectified Linear Unit (ReLUα) as defined in (22) and

shown in Figure 7.

a = ReLUα(z) =

{
z, z > 0
α · z, z ≤ 0

(22)

The value of the subscripted α is denoting the negative

slope. Common values for α are 0.01, 0.2 and 0.3 (default
values of Caffe2, Tensorflow and Keras). For α = 0 the

Rectified Linear Unit (ReLU) without any “leakage” is

obtained.
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Fig. 7. ReLUα for various α values.

ReLUα is a suitable activation function for targeting

embedded systems, since its computational effort com-

pared to other activation functions like hyperbolic tangent

tanh or sigmoid σ is low. In order to make it even more

suitable, the negative slope α is chosen from the set of

negative powers of two: α = 2−Pα where Pα ∈ N: E.g.,
α = 2−4 = 0.0625.
Analogously to the convolution quantization the multi-

plication by α is rewritten using the right shift operator

Rshift and the relationship from (19):

α · z = 2−Pα · z =
z

2Pα
= Rshift(z, Pα) (23)

This simplifies (22) for integer arithmetic as follows:

a = ReLUα(z) =

{
z, z > 0
Rshift(z, Pα), z ≤ 0

(24)

• pooling:

No adaptations are needed for transferring max pooling

to integer arithmetic. For average pooling, further right

shift simplifications can be made.

C. Quantization Deviation

The deviation between the trained floating point model and

its quantized integer twin is estimated by the outputs of each

convolution layer and the following sub layers (activation,

pooling). The deviation is calculated using the Mean Squared

Error (MSE) as metric:

MSE(A
[i]
float, A

[i]
int) =

1

N

∑
v∈A

[i]
float

w∈A
[i]
int

(
v − w

S

)2

(25)

with N denoting the number of elements (cardinality) of the

compared arrays:

N = C
(
A

[i]
float

)
= C

(
A

[i]
int

)
(26)

with S being the scaling factor used for quantization.

Figure 8 shows the layer-wise calculated MSE between

floating point model and integer model using a scaling factor

S = 28 = 256. The used network is the pruned version of the

input
conv_1
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M
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mean squared error propagation

Fig. 8. MSE (y-axis, logarithmic) per layer (x-axis) for TinyYOLOv3 using
a scaling factor of S = 256 on a randomly chosen image from the test set
of TU Darmstadt Pedestrian Dataset [15].

pedestrian detector network introduced in Subsection III-D.

A slow increase of the MSE is observable regarding the

outputs of each TinyYOLOv3 layer. This increase plateaus

around the fifth layer and stays below a MSE of 0.001. The
ReLUα activation function helps dealing with deviation from

the convolution operation by dimming out negative deviation

due to the lower negative slope. But most significantly is that

the final convolution layers conv_10 and conv_13 display low
MSEs. This results in a neglectable difference at the detected

classes scores score of ∆score = 0.0019 and a deviation of

maximum 2 pixel for the found Bounding Box (bbox).

Similar behaviors with low or neglectable deviations are

observed for other TinyYOLOv3 networks, which are trained

for different detection tasks, as well as other architectures

such as Visual Geometry Group (VGG) classification networks

[17].

D. Advanced Approaches

In the following, other promising strategies and more ad-

vanced approaches are briefly described:

One approach explicitly tackles the size of the network

compressing them by factors up to 30 using weight sharing

via k-means clustering method and code books with Hඎൿൿආൺඇ

encoding [18].

Another goal is to reduce the internal bit widths. In order

to achieve that, a distribution based quantization scheme is

developed quantizing each filter accordingly to the weight

distribution. With that, lower bit widths like 4 bit weights and
8 bit activations are possible [19].

Structural adaptations in architecture designs are proposed

for example with MobileNet [9]. MobileNet introduces a

new layer type: the depth-wise convolution layer. One of its

advantages compared to the “classic” convolution layer is the

lower amount of FLOPS required for inference. In MobileNet

the ReLU function is extended with a threshold parameter θ
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for preventing overflows and allowing lower bit widths. The

default value used in MobileNet for θ is 6. The so called

ReLU-6 function is directly supported in tensorflow [20].

Another very promising idea is based on replacing multipli-

cations with XNOR operations, which is speeding up inference

heavily [21]. The so called XNOR-Net is created for image

classification using binary activation and adapted gradient

descent methods for training. However, its main disadvantage

is the lack of framework support for the commonly used

machine learning frameworks.

In order to extend the existing design, appropriate concepts

of the presented advanced approaches will be considered.

V. Cඈඇർඅඎඌංඈඇ

The work flow of the adaptation stage with the following

methods is shown:

• Fusion of batch normalization sub layers (Section II):

Formulae and benefits for eliminating the batchnorm sub

layers by fusing the batchnorm parameters into the weight

and bias parameters of the preceding convolutional layer

are presented.

• Pruning of convolutional filters (Section III):

A pruning routine with two different pruning metrics is

elaborated. The advantages and reduction potentials are

exemplary stated.

• Creation of a quantized twin using integer arithmetic

(Section IV):

A straight forward approach with utilisation of shift

operation to speed up inference is given. More advanced

strategies are mentioned and will be investigated in future

works.

Overall, the goal of running a TinyYOLOv3 CNN architecture

on an Artix-7 FPGA is accomplished. In order to speed up

inference on the FPGA, more optimizations will be developed

and supplemented with fitting improvements from other strate-

gies as presented in Subsection IV-D.

Aർ඄ඇඈඐඅൾൽ඀ආൾඇඍ

The investigation of the described adaptations for CNNs

on re-configurable hardware are developed at AVI Systems

at Freital Germany as well as the chair of VLSI-Design,

Diagnostic and Architecture of the Institute of Computer

Engineering at Technische Universität Dresden.
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