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AIVR 2025

Forward

The Second International Conference on Artificial Intelligence and Immersive Virtual Reality (AIVR 2025),
held on April 6 – 10, 2025, initiated a series of events addressing the interaction between Artificial
Intelligence and Virtual Reality.

Industry, agriculture, finance, health, society, education and almost all domains, including human-
systems interactions (interfaces, requests, trust, ethics, etc.) are subject of major evolution with the
infusion with AI-based mechanisms into Virtual environments.

Virtual environments are deemed to shape the future society. Extended virtual world will be seamlessly
integrated with the physical world creating digital twins. The convergence of computing,
communication, and networking for supporting complex applications (huge data, complex processing
algorithms) will benefit from the Artificial Intelligence (AI) progress, especially on Deep learning,
Machine learning, and Data Analytics.

This event attracted excellent contributions and active participation from all over the world. We were
very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the AIVR 2025 technical program
committee, as well as the numerous reviewers. The creation of a high quality conference program would
not have been possible without their involvement. We also kindly thank all the authors that dedicated
much of their time and effort to contribute to AIVR 2025. We truly believe that, thanks to all these
efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the AIVR 2025 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope AIVR 2025 was a successful international forum for the exchange of ideas and results between
academia and industry and to promote further progress in the area of AI and VR. We also hope that
Valencia provided a pleasant environment during the conference and everyone saved some time to
enjoy this beautiful city.

AIVR 2025 Steering Committee

Muneo Kitajima, Nagaoka University of Technology (Emeritus), Japan
Manuel Caro, Universidad de Cordoba, Colombia
Carolina Cruz-Neira, University of Central Florida, USA
Aurelie Mailloux, Reims Hospital and University of Reims, France
Jerome Dinet, University of Lorraine, France
Zahra Moussavi, University of Manitoba, Canada

                             2 / 79



AIVR 2025

Committee

AIVR 2025 Steering Committee

Muneo Kitajima, Nagaoka University of Technology (Emeritus), Japan
Manuel Caro, Universidad de Cordoba, Colombia
Carolina Cruz-Neira, University of Central Florida, USA
Aurelie Mailloux, Reims Hospital and University of Reims, France
Jerome Dinet, University of Lorraine, France
Zahra Moussavi, University of Manitoba, Canada

AIVR 2025 Technical Program Committee

Suayb S. Arslan, Boğaziçi University, Turkey
Mahajan Sagar Bhaskar, Prince Sultan University (PSU), Saudi Arabia
Concettina Buccella, University of L'Aquila, Italy
Manuel Caro, Universidad de Cordoba, Colombia
Pasquale Cascarano, University of Bologna, Italy
Jean-Rémy Chardonnet, Institut Arts et Métiers de Chalon-sur-Saône | French-German Institute for
Industry of the Future (ENSAM/KIT), France
Courtney D. Cogburn, Columbia University, USA
Carolina Cruz-Neira, University of Central Florida, USA
A. Augusto de Sousa, Universidade do Porto, Portugal
Jerome Dinet, University of Lorraine, France
Sai Anvesh Durvasula, Parabole.ai, USA
Christos Gatzidis, Bournemouth University, UK
Paulo Gil, NOVA School of Science and Technology, Lisbon, Portugal
Yan Hu, Blekinge Institute of Technology (BTH), Sweden
Florentine Hüttl, University Medical Center of the Johannes Gutenberg-University Mainz, Germany
Magdalena Igras-Cybulska, Interactive crafts sp. z o.o., Poland
Yirui Jiang, Cranfield University, UK
Muneo Kitajima, Nagaoka University of Technology, Japan
Nadia Magnenat-Thalmann, University of Geneva/MIRALab, Switzerland
Aurelie Mailloux, University of Reims (URCA) / Reims Hospital / 2LPN, France
Vicky McArthur, Carleton University, Canada
Sonu Mehta, Microsoft Research, India
Zahra Moussavi, University of Manitoba, Canada
Wolfgang Mueller, University of Education Weingarten, Germany
Moloud Nasiri, Converse University, USA
Michael Nkereuwem, Federal University Dutse, Nigeria
Stefania Palmieri, Politecnico di Milano, Italy
Stamatis Papadakis, University of Crete, Greece

                             3 / 79



George Papagiannakis, University of Crete, Greece
Vatesh Pasrija, Meta - Seattle, USA
Krzysztof Pietroszek, American University, Washington, USA
Ladislav Polák, Brno University of Technology, Czech Republic
Simant Prakoonwit, Bournemouth University, UK
Yiming Qiu, University of Michigan, USA
Lorenzo Stacchio, University of Bologna, Italy
Frank Steinicke, University of Hamburg, Germany
Ibrahim A. Tahmid, Virginia Tech, USA
Davide Tebaldi, University of Modena and Reggio Emilia, Italy
Yanbo Wang, Aalborg University, Denmark
Zixuan Wang, UC San Diego, USA

                             4 / 79



Copyright Information

For your reference, this is the text governing the copyright release for material published by IARIA.

The copyright release is a transfer of publication rights, which allows IARIA and its partners to drive the

dissemination of the published material. This allows IARIA to give articles increased visibility via

distribution, inclusion in libraries, and arrangements for submission to indexes.

I, the undersigned, declare that the article is original, and that I represent the authors of this article in

the copyright release matters. If this work has been done as work-for-hire, I have obtained all necessary

clearances to execute a copyright release. I hereby irrevocably transfer exclusive copyright for this

material to IARIA. I give IARIA permission or reproduce the work in any media format such as, but not

limited to, print, digital, or electronic. I give IARIA permission to distribute the materials without

restriction to any institutions or individuals. I give IARIA permission to submit the work for inclusion in

article repositories as IARIA sees fit.

I, the undersigned, declare that to the best of my knowledge, the article is does not contain libelous or

otherwise unlawful contents or invading the right of privacy or infringing on a proprietary right.

Following the copyright release, any circulated version of the article must bear the copyright notice and

any header and footer information that IARIA applies to the published article.

IARIA grants royalty-free permission to the authors to disseminate the work, under the above

provisions, for any academic, commercial, or industrial use. IARIA grants royalty-free permission to any

individuals or institutions to make the article available electronically, online, or in print.

IARIA acknowledges that rights to any algorithm, process, procedure, apparatus, or articles of

manufacture remain with the authors and their employers.

I, the undersigned, understand that IARIA will not be liable, in contract, tort (including, without

limitation, negligence), pre-contract or other representations (other than fraudulent

misrepresentations) or otherwise in connection with the publication of my work.

Exception to the above is made for work-for-hire performed while employed by the government. In that

case, copyright to the material remains with the said government. The rightful owners (authors and

government entity) grant unlimited and unrestricted permission to IARIA, IARIA's contractors, and

IARIA's partners to further distribute the work.

                             5 / 79



Table of Contents

Designing a Naturalistic and Interactive VR Museum Environment With a Realistic Avatar as a Guide for
Cognitive Treatment of the Elderly
Amir Bani Saeed and Zahra Moussavi

1

Non-Immersive Virtual Reality as a Safer Alternative for Cognitive Training in Older Adults: Investigating the
Effect of Age on Cybersickness
Rashmita Chatterjee and Zahra Moussavi

3

Acceptability of an AI-Powered Wearable Ring Sensor for Upper Body Mobility in Individuals with Cognitive
Impairment: A Pilot Stud
Holly Shannon, Asma Seraj Pour Shooshtarib, Logan Young, Makara Rolle, Jennifer O'Neil, Jose Carlos
Tatmatsu-Rocha, Dahlia Kairy, Olga Theou, Zahra Moussavi, Ke Peng, and Mirella Veras

5

Extended Reality (XR) vs. Virtual Reality (VR) for Artificial Intelligence (AI)-Driven Balance Improvement in
Older Adults
Mirella Veras, Asma Seraj Pour Shooshtarib, Zahra Moussavi, and Ke Peng

8

Employing Optical Brain Imaging for Real-Time Assessment of Brain Functions During Immersive Virtual
Reality: Harnessing Potential for Neurorehabilitation
Asma Seraj Pour Shooshtari, Mirella Veras, Ali Kassab, Daniel Alejandro Galindo Lazo, Frederic Lesage, Dang
Khoa Nguyen, Zahra Moussavi, and Ke Peng

11

Towards Personalized Mobility Assessment and Rehabilitation: A User Centered Designed VR/XR-Based
Solution for Older Adults
Yann Morere, Jerome Dinet, Fabien Clanche, Thierry Bastogne, Matthieu Casteran, Lucas Detto, Matthieu
Burtin, Frederic Bousefsaf, and Kaoutar El Ghabi

15

Enhancing the Utilization of Artificial Intelligence and Social Robots in Specialized Units for Children with
Autism
Marie Rychalski, Armand Manukyan, and Jerome Dinet

25

Ergonomic Challenges and Benefits of Enhanced Cultural Application with Augmented Reality for People with
Autistic Spectrum Disorder
Armand Manukyan, Antoine Pollet, Stephanie Claudel, Jerome Dinet, and Laurent Dupont

31

The Effects of Virtualization on Connectedness, Presence, and Immersion: A Mixed-Methods Comparison of
Real, Mixed, and Virtual Environments
Niklas Groffner

38

Intergenerational Codesign of Immersive Technology for a Heritage Site and Underwater VR Experience
Marius Nicolae Varga, Oksana Hagen, Rory Baxter, Alejandro Veliz Reyes, Ray B. Jones, Amir Aly, Dena
Bazazian, and Swen Gaudl

48

                               1 / 2                             6 / 79



Addressing the Symbol Grounding Problem in VR
Muneo Kitajima, Makoto Toyota, and Katsuko T. Nakahira

56

Beyond the Walls: Comparison of Three Extended Reality Technologies Giving Care Home Residents Access to
Tourism and Cultural Content for Health and Wellbeing
Hannah Bradwell, Katherine Edwards, Leonie Cooper, Rory Baxter, Arunangsu Chatterjee, Ray Jones, and
Catherine Hennessy

63

Enhancing School Visits to Museums through Gamified VR: A Complementary Approach to Learning and Social
Engagement
Cleiton Ferreira, Paula Latorre, and Francisco Antonio Nieto-Escamez

70

Powered by TCPDF (www.tcpdf.org)

                               2 / 2                             7 / 79



Designing a Naturalistic and Interactive VR Museum Environment With a 

Realistic Avatar as a Guide for Cognitive Treatment of the Elderly 

 

Amir Bani Saeed 
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Abstract—This project introduces a virtual reality (VR) 

museum designed to help individuals with cognitive 

impairments and memory-related challenges. A realistic 

avatar, created using Character Creator and animated with 

iClone's AccuLip tool, acts as a guide to engage users in 

interactive museum tours and memory exercises. The 

environment, which is modeled in Blender and integrated into 

Unity, offers an immersive experience. Users navigate the 

environment with the Oculus Rift, receive explanations about 

exhibits, and participate in recall challenges that strengthen 

cognitive function. A performance tracking system records 

user interactions, response accuracy, and time spent on tasks, 

providing insights into cognitive progress. By combining VR 

with interactive storytelling, this approach aims to improve 

cognitive function and reduce loneliness in the elderly. Future 

clinical trials will assess its effectiveness as a therapeutic tool. 

Keywords— Virtual Reality; Avatar; Cognitive impairment; 

Museum; loneliness. 

I.  INTRODUCTION 

The utilization of avatars in virtual reality (VR) has 
emerged as a tool for addressing mental disorders, offering a 
unique opportunity to enhance therapeutic interventions. 
Previous research indicated that the usage of avatars 
contributed to mood change [1], self-compassion [2], and 
reduction in the severity of depression [3]. Despite the above 
advances, we still need a new generation of VR-based 
therapeutic methods that are automated and realistic. Recent 
advances in deep learning and computer vision have enabled 
VR systems to interactively react to humans, enhancing their 
realism and engagement. In this project, we focus on the 
development of a realistic avatar in a virtual museum to 
represent an individual as a guide and interact with patients. 
The ultimate application of this study is to utilize the 
naturalistic avatar of a person and a virtual museum for 
cognitive treatments of individuals with memory and 
cognitive impairments as well as depression due to 
loneliness. 

 
 
 
 
 
 

 
 

 

Figure 1.  An avatar based on an individual’s picture in the VR museum. 

II. METHOD 

The avatar creation process starts with capturing a high-

quality headshot, which is transformed into a realistic 3D 

face using Character Creator software [4]. Rigging 

techniques are applied to facilitate natural movements, and 

facial expressions are synchronized with audio using 

iClone's AccuLip tool [5]. These animations are then 

integrated into Unity using Animation State Machines, 

avatar masks, and root motion, ensuring smooth transitions 

between gestures and expressions while maintaining lifelike 

behavior. This allows the avatar to guide users seamlessly 

through the museum, offering engaging and interactive 

experience. 

The 3D museum environment is crafted using high-

resolution reference images, which are imported into 

Blender for modeling, texturing, and lighting. The final 

product is a realistic museum with detailed exhibits and 

artifacts, ready for user interaction. 

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-266-1
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The game development process focuses on creating 

scenarios that engage users in exploring various exhibits, 

enhancing memory recall and cognitive skills. For example, 

in one scenario, the user enters a room filled with paintings, 

and the avatar provides detailed explanations of each piece, 

including information about the artist, era, and significance. 

Afterward, the user is guided to a room with sculptures, 

where the avatar offers similar insights. Once both rooms 

are explored, the avatar challenges the user to recall specific 

details, such as identifying which room a particular painting 

was in or answering questions about the painting itself. 

Throughout each scenario, the avatar offers step-by-step 

instructions and hints to ensure that users remain engaged 

and can effectively engage with the content. 

The Oculus Rift is used to deliver immersive VR 

experience, allowing users to fully engage with the 

environment and exhibits. This VR integration enhances the 

effectiveness of cognitive training, enabling users to interact 

naturally with the exhibits and the avatar, therefore 

improving engagement and memory recall. To navigate in 

the virtual environment, users will utilize the Oculus Rift 

controllers, which provide intuitive control and interaction, 

ensuring a seamless and interactive experience. 

The user's performance is carefully tracked and 

recorded at each step of the process, with checkpoints to log 

movements, time spent at each exhibit, and interactions. 

Detailed logs also capture the user's responses to avatar 

questions, accuracy in recalling information, the time taken 

to complete tasks, and how often hints are requested. This 

data helps assessing cognitive function and engagement. A 

scoring system will be implemented, with points awarded 

based on factors such as accuracy, successful task 

completion, time efficiency, recall ability without hints, and 

overall engagement with the exhibits. Penalties will be 

applied for errors, excessive time, or over-reliance on hints. 

A cumulative score reflects the user's overall performance, 

providing a measure of cognitive progress. 

III. CONCLUSIONS 

This project is currently under development, with 
ongoing work in both museum environment design and game 
development to ensure an engaging and interactive 
experience. It serves as the building block for a larger 
program aimed at utilizing VR to enhance cognitive 
impairment among the elderly. The next phase, which is 
itself a major project, will involve testing the game on people 
with cognitive impairments and analyzing the data in the 
future. This design is expected to be used in clinical trials to 
explore its potential for addressing cognitive impairments as 
well as depression due to isolation in the aging population. 
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Abstract— Virtual reality (VR) has emerged as a promising 

tool for cognitive training in older adults, yet cybersickness 

remains a significant barrier to its widespread adoption. This 

study investigates the effects of age and sex on cybersickness in 

immersive and non-immersive VR environments using data 

from 629 participants collected over 14 years. Participants 

played spatial navigation games in either an immersive (head-

mounted display) or non-immersive (laptop screen) setting, 

and cybersickness occurrence was recorded. Logistic 

regression analysis revealed that in immersive VR, older age 

was associated with an increased likelihood of experiencing 

cybersickness, and females were significantly more susceptible 

than males. In contrast, neither age nor sex significantly 

influenced cybersickness occurrence in non-immersive VR, 

where overall cybersickness prevalence was substantially lower 

(6.9% vs. 24.0% in immersive VR). These findings highlight 

the potential of non-immersive VR as a safer and more 

accessible alternative for cognitive training in aging 

populations, mitigating the challenges posed by cybersickness 

in immersive VR environments.  

Keywords- virtual reality; cybersickness; age. 

I. INTRODUCTION 

Virtual reality (VR) has gained increasing attention as a 
tool for cognitive training in older adults due to its ability to 
provide engaging, interactive experiences that may enhance 
cognitive function [1–3]. However, cybersickness—a 
condition that presents with symptoms such as nausea, 
dizziness, eye fatigue, and disorientation [4]—remains a 
significant barrier to the widespread adoption of VR-based 
interventions. Cybersickness arises due to sensory 
mismatches between visual, vestibular, and proprioceptive 
inputs [5], leading to discomfort that can limit user 
engagement and reduce the feasibility of VR applications, 
particularly among older individuals. 

Age has been found to influence cybersickness 
susceptibility [6], particularly in immersive VR 
environments, where users experience a greater sense of 
presence and motion perception. However, the directionality 
of the age effect remains controversial. Some studies suggest 
that older adults experience significantly less cybersickness 
than younger adults [7–9], while others report the opposite, 
with older individuals being more vulnerable [10, 11]. Most 
existing studies have been limited by small sample sizes, 

making it difficult to draw definitive conclusions. 
Additionally, while the impact of age on cybersickness has 
been explored in immersive VR environments, there is a lack 
of research on non-immersive VR systems, such as those 
using conventional screens (e.g., laptops or desktop 
monitors), which are widely available and often more 
accessible for older adults. Understanding how cybersickness 
manifests in non-immersive VR settings is critical, especially 
since these systems could serve as a safer and more practical 
alternative for cognitive training in aging populations. To 
address this gap, we conducted a large-scale analysis using 
data collected over 14 years from 629 participants, 
evaluating the effect of age and sex on cybersickness in both 
immersive and non-immersive VR environments. 

II. METHOD 

Participants played one of three VR-based spatial 
navigation games: VRNHouse, Virtual Hallway, or Barn 
Ruins. These games involved maze-like route-finding tasks 
designed for spatial navigation studies and had been tested 
and validated in previous research. Participants played either 
immersive games using a head-mounted display (HMD) or 
non-immersive games on a laptop screen using a gaming 
controller. Their age, sex, and cybersickness occurrence 
(binary: present/absent) were recorded. As shown in Table I, 
the immersive VR group consisted of 179 participants (mean 
age: 55.84 ± 19.65 years, 70 males), while the non-
immersive VR group included 450 participants (mean age: 
56.56 ± 17.85 years, 159 males). Given that cybersickness is 
influenced by the level of immersion, we conducted separate 
logistic regression analyses for the immersive and non-
immersive datasets to examine the effects of age and sex on 
the likelihood of experiencing cybersickness. Logistic 
regression was used as the outcome measure- cybersickness 
occurrence- was binary. 

III. RESULTS 

The logistic regression analysis for the immersive group 
(n = 179) showed that both age and sex significantly 
influenced cybersickness occurrence. Among the 179 
participants, 43 (24.0%) reported experiencing 
cybersickness, while 136 (76.0%) did not, as outlined in 
Table I. Sex had a significant effect (OR = 0.17, 95% CI 
[0.06, 0.41], p < 0.001), indicating that males were 
significantly less likely to experience cybersickness than 

3Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-266-1
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females. Additionally, for every 10-year increase in age, the 
odds of experiencing cybersickness increased by 1.28 times 
(OR = 1.28, 95% CI [1.04, 1.61], p = 0.024).  

Conversely, in the non-immersive VR group (n = 450), 
only 31 participants (6.9%) reported cybersickness, while 
419 (93.1%) did not. Logistic regression revealed that neither 
age nor sex had a significant effect on cybersickness 
susceptibility in non-immersive VR. 

TABLE I.  DESCRIPTIVE STATISTICS FOR FACTORS IMPACTING 

CYBERSICKNESS SUSCEPTIBILITY IN VERBAL IMMERSIVE AND NON-
IMMERSIVE DATA (MEANS ± SD) 

 Verbal-immersive full 

dataset 

Verbal-nonimmersive 

subset 

N 179 450 

CS (present/ absent) 43/136 31/419 

Age 55.84 ± 19.65 56.56 ± 17.85 

Sex (Male/Female) 70/109 159/291 

IV. CONCLUSION 

Our findings suggest that older adults face a higher risk 
of cybersickness in immersive VR environments, congruent 
with the results in the studies [10, 11]. This increased risk 
could limit their ability to comfortably engage with 
immersive VR-based cognitive training programs. Our study 
did not find this increased risk of cybersickness in older 
adults while using non-immersive VR, making it a safer and 
more viable alternative for prolonged cognitive training 
sessions. 

These findings have important implications for the design 
of VR-based cognitive training programs for older adults. 
While immersive VR is engaging and realistic, older adults 
are more likely to experience cybersickness while using 
immersive technology. This may make it harder for them to 
use VR headsets for long periods, reducing their ability to 
stick with VR-based cognitive training programs. In contrast, 
non-immersive VR had a significantly lower incidence of 
cybersickness (6.9%), reinforcing its potential as a more 
comfortable and accessible alternative for older users. 

By prioritizing non-immersive VR solutions, cognitive 
training programs can maximize engagement and 
accessibility while minimizing the discomfort associated 
with cybersickness, ultimately improving the overall 
effectiveness of VR-based cognitive rehabilitation for older 
adults. 

V. STUDY LIMITATIONS AND FUTURE WORK 

This study is limited by the specific VR games used, the 

lack of a control group, and the exclusion of factors such as 

prior VR experience, motion sickness susceptibility, and 

personality traits. Future research should investigate a wider 

range of VR applications, examine individual differences in 

cybersickness susceptibility, and explore adaptive strategies 

to reduce discomfort in immersive VR. Additionally, long-

term studies are needed to evaluate the effectiveness, 

engagement, and feasibility of non-immersive VR for 

cognitive training in older adults, particularly in real-world 

and clinical settings. 
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Abstract—Dementia affects cognitive function and daily 
functioning, with an increasing global prevalence. This pilot 
study assesses the feasibility, usability, and acceptance of a 
wearable ring powered by Artificial Intelligence (AI) to 
monitor upper body movements in individuals with dementia. 
After wearing the device for one full day, all participants 
adhered to the device. Quantitative results revealed moderate 
usability and acceptance. Qualitative themes included high 
comfort, low perceived significance, and minimal impact on 
daily activities. This study demonstrates the feasibility of an 
AI-powered wearable device in dementia care. Future large-
scale studies should incorporate individuals with different 
levels of cognitive disability to assess the adaptability of 
wearable technology to their needs.  

Keywords--Wearable Devices; Artificial Intelligence; 
Dementia; Feasibility; Aging; Movement Monitoring.

I. INTRODUCTION

Dementia impacts memory, cognition, behavior, and 
daily tasks, affecting 36.5 million people globally [1][2]. 
People with dementia and cognitive disabilities have 
historically been excluded from research, especially in 
gerontology, reflecting broader ableism that marginalizes 
those with dementia [3]. Over the past decade, there has 
been a growing shift toward addressing these biases, 
emphasizing the importance of inclusive health technology 
research to ensure equitable access, use, and benefits from 
technological advancements [4][5]. This shift is crucial in 

advancing technologies like wearable devices, which can 
enhance dementia care [6]. Kinematic technologies—such 
as accelerometers, Global Positioning System (GPS) 
trackers, and motion detection tools—offer cost-effective, 
minimally invasive ways to assess disease burden and 
deliver personalized care [6]. Wearable devices provide 
continuous physiological monitoring in real-world settings, 
offering insights beyond traditional in-clinic assessments. 
These technologies support rehabilitation, measure mobility, 
and improve daily functioning in aging populations [7]. 
However, the current use of wearable devices in dementia 
patients is primarily utilized for measurement of the sleep 
wake cycle [5]. Artificial intelligence (AI) enhances 
dementia management through AI-powered wearables and 
telepresence systems, providing cognitive support, and 
social engagement [8]. These innovations reduce the 
caregiver burden, improve patient well-being, and enable 
real-time, personalized health monitoring [8][9]. Expanding 
on these advancements, AI-integrated wearable devices, 
such as a ring sensor for shoulder movement monitoring, 
present a promising tool for supporting individuals with 
dementia [9]. This study aims to assess the feasibility, 
usability, and acceptance of a wearable ring powered with 
AI designed to track upper body movements in individuals 
with dementia. The rest of the paper is structured as follows. 
In Section II, we present the methods pertaining to 
quantitative and qualitative data collection. In Section III, 
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we outline feasibility, acceptability and usability results of 
the pilot study. Finally, Section IV addresses the 
conclusions and future work directions.  

II. METHODS

This pilot study employed a mixed methods design to 
assess the feasibility, acceptability, and usability of 
wearable sensor technology for older adults with dementia. 
Quantitative methods were used to evaluate feasibility and 
usability, followed by a qualitative phase using a focus 
group to explore participant experiences. Participants were 
recruited from a long-term care home using convenience 
sampling. Eligibility criteria required participants to be aged 
65 or older, residing in the facility, and capable of providing 
informed consent. Exclusion criteria included significant 
mobility restrictions or medical conditions affecting sensor 
use, such as severe arthritis, hand tremors, or Raynaud’s 
disease. The intervention involved participants wearing a 
ring-based wearable sensor to continuously monitor upper-
body movements. Participants wore the device for one day, 
from 8:30 AM to 3:30 PM (Figure 1). A trained staff 
member ensured proper device usage and data integrity. The 
XO TECHNOLOGY© ring, linked to the XO HEALTH© 
app on Android and iOS tablets, collected and analyzed 
movement data using AI algorithms [10].  

Figure 1. Wearable ring devices by XO technology.

Metrics included shoulder flexion, extension, abduction, 
adduction, and rotational movements. The AI-driven 
platform identified anomalies and provided insights to 
support early detection of movement limitations. 
Quantitative data collection assessed feasibility through 
adherence tracking and usability via the Technology 
Acceptance Questionnaire (TAQ) and User Acceptance 
Questionnaire (UAQ) [11][12]. One week post-intervention, 
a structured focus group was conducted to explore 
participant perceptions of comfort, ease of use, and impact 
on daily activities. 

III. RESULTS

     The final sample included five participants with 
moderate dementia (Table 1). Cognitive status scores on the 
Mini-Mental State Examination ranged from 5 to 30, with a 
mean score of 20.90 (SD ±8.84). The feasibility of the 
device was demonstrated, as all residents used it correctly, 
and no residents requested to remove the ring. However, an 

issue arose when the ring sensor size was too large for one 
participant. Questionnaire results indicate moderate 
usability and acceptance, with mean scores of 52.20 (SD 
±38.40) on the TAQ and 87.80 (SD ±66.20) on the UAQ. 
Qualitative analysis identified three key themes: High Ring 
Comfortability, with participants finding the ring 
comfortable due to its design; Low Ring Significance, as 
many felt the ring had little noticeable impact or benefit; 
and Low Ring Impact, as it did not interfere with daily 
activities like exercising or showering. The wearable ring is 
designed to monitor upper body movement in individuals 
with dementia, providing data on their physical activity, 
mobility patterns, and potential early frailty indicators. 

TABLE 1: CHARACTERISTICS OF STUDY PARTICIPANTS 

Category Dementia 
(n=5) 

Gender 

Female 4 (80.0%) 

Male 1 (20.0%) 

Duration (in seconds) 1703.00 ± 348.00

Ethnicity 

White 5 (100.0%) 

Other 0 (0.0%) 

Highest Level of Education 

High School or Equivalent 4 (80.0%) 

Other 1 (20.0%) 

Engaged in Recreational Activities Involving 
Shoulder Exercises Today? 

No 0 (0.0%) 

Yes 5 (100.0%) 

Expressed Shoulder Pain Today? 

No 4 (80.0%) 

Yes 1 (20.0%) 

Expressed Discomfort with the Device? 

No 4 (80.0%) 

Yes 1 (20.0%) 

Age (Mean ± SD) 78.60 ± 81.60 

Movement monitoring can help assess motor function, 
detect changes that may signal increased fall risk, and 
support personalized interventions. Establishing the 
acceptability of this technology is a crucial step toward its 
integration into dementia care, ensuring its feasibility for 
real-world application. This study is not without limitation. 
Exclusionary criteria were made to ensure accuracy and 
reliability of data collection; however, this may not fully 
represent the experience of individuals with more advanced 
physical impairments. This limits the generalizability of the 
results to a broader population of people with dementia. 
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IV. CONCLUSION AND FUTURE WORK

This study shows the feasibility and potential of AI-
powered wearable ring technology for individuals with 
dementia. Participants wore the device consistently, with 
minimal discomfort, demonstrating its acceptability and 
practicality. The design features prioritize ease of use, 
adaptability, and low intrusiveness, which enhanced its 
usability. Future large-scale studies should include 
individuals with varying levels of cognitive disability to 
evaluate how wearable technology can be adapted to meet 
their needs. This would expand the generalizability of 
findings and better address the diverse experiences of 
people living with dementia. Finally, future research should 
explore the use of the ring device in other conditions outside 
of dementia to further examine generalizability of the ring 
device.  
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Abstract—Balance impairment in older adults significantly in-
creases fall risk, leading to decreased mobility, higher healthcare
expenditures, and reduced quality of life. The emergence of reha-
bilitation technologies such as Virtual Reality (VR) and Extended
Reality (XR), enhanced with Artificial Intelligence (AI), offers
promising interventions to mitigate these risks. VR provides
immersive, controlled environments suitable for structured reha-
bilitation programs, whereas XR integrates real-world scenarios,
facilitating functional mobility training applicable in home and
community settings. Despite their potential, evidence comparing
the effectiveness, adaptability, and clinical applicability of AI-
enhanced VR and XR interventions for balance rehabilitation
remains limited. This rapid systematic review protocol outlines
a structured approach to evaluating existing literature through
comprehensive database searches, clearly defined inclusion crite-
ria, and systematic narrative synthesis informed by the Metaverse
Equitable Rehabilitation Therapy (MERTH) framework. The
findings of this research will not only clarify the comparative
advantages, barriers, and limitations of VR and XR technologies
but also identify evidence-based best practices and propose
recommendations to guide future clinical practice and technology
development in balance rehabilitation for older adults. This
research is crucial in shaping the future of rehabilitation for older
adults and is of significant interest to the healthcare community.

Keywords- Balance; Artificial Intelligence; Virtual Reality; Ex-
tended Reality; Aging; Fall Prevention; Older Adults; Review.

I. INTRODUCTION

Balance impairments among older adults present signif-
icant risks, including increased incidence of falls, reduced
mobility, and a greater probability of hospitalization due to
injuries [1]. As the global population ages, the potential of
innovative technologies to enhance balance rehabilitation and
mitigate fall risks among older adults is becoming increasingly
clear [1]. Virtual Reality (VR) and Extended Reality (XR)
are effective technologies that provide immersive, interactive,
and engaging environments for tailored balance rehabilitation
programs [2][3][4]. VR utilizes fully immersive, computer-
generated environments to isolate users from real-world dis-
tractions, enabling structured and precisely controlled reha-
bilitation experiences. In contrast, XR technology combines
real-world settings with virtual augmentations, providing a
hybrid environment that supports functional and context-driven
rehabilitation exercises relevant to daily activities [2]. The

integration of Artificial Intelligence (AI) further enhances
these technologies, enabling personalized exercise programs,
real-time movement analysis, adaptive feedback, and dynamic
adjustment of exercises tailored to individual performance and
needs [5]. Despite their potential, VR and XR’s comparative
effectiveness, adaptability, and clinical applicability within AI-
enhanced balance rehabilitation interventions have not been
sufficiently studied. This abstract summarizes a proposal to
conduct a rapid, systematic review of recent literature to eval-
uate and compare the effectiveness, adaptability, and clinical
utility of VR and XR technologies integrated with AI for
balance rehabilitation among older adults. The goal is to
identify the optimal technology for improving balance and
reducing fall risk across different environments. The structure
of the paper is as follows: Section II details the methodology
used to perform this rapid review, including search strategy,
inclusion and exclusion criteria, data extraction processes,
and quality assessment considerations. Section III outlines the
planned synthesis and presentation of results, including the
comparison criteria of effectiveness, adaptability, and clinical
applicability. Section IV discusses how the findings from this
review can inform the design and implementation of future AI-
enhanced VR and XR rehabilitation programs. Finally, Section
V presents the conclusion, summarizing key understandings,
identifying existing gaps in the current literature, and propos-
ing future research to improve technology-enhanced balance
rehabilitation interventions for older adults.

II. METHODS

This rapid systematic review will utilize the Population,
Intervention, Comparison, and Outcomes (PICO) framework
[6] to define the study’s scope, clearly identifying the pop-
ulation, intervention, comparison, and outcomes of interest.
Specifically, the population includes older adults (≥ 65 years)
experiencing balance impairment or increased fall risk. Com-
pared with traditional or non-AI-assisted rehabilitation meth-
ods, the interventions under consideration are AI-enhanced
Virtual Reality (VR) and Extended Reality (XR) rehabili-
tation technologies. The outcomes assessed include balance
improvement, fall risk reduction, personalized adaptation, pa-
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tient engagement and compliance, clinical feasibility, cost-
effectiveness, and sustained functional gains.

To guide a comprehensive analysis, the review will apply
the Metaverse Equitable Rehabilitation Therapy (MERTH)
framework [7], which consists of five domains: Equity, Health
Services Integration, Technological Adaptation, Global Gover-
nance, and Humanization, each domain is further divided into
relevant subdomains (Figure 1). The MERTH framework will
ensure that the systematic review addresses critical issues of
accessibility, inclusivity, diversity, fairness, cultural relevance,
adaptability, clinical feasibility, patient engagement, and the
broader ethical considerations of implementing VR and XR
rehabilitation interventions in clinical practice.

A systematic literature search will be conducted in several
databases, such as PubMed, Scopus, and IEEE Xplore, focus-
ing on peer-reviewed studies published within the past five
years. The search will specifically target studies evaluating
AI-driven VR or XR balance rehabilitation interventions com-
pared to traditional rehabilitation programs or those without
AI enhancements. Data extraction will focus on intervention
characteristics (exercise programs, real-time movement anal-
ysis, adaptive feedback, and dynamic adjustments tailored
to individual performance and needs), study design, patient
demographics, and outcomes (Table I).

Figure 1: Metaverse Equitable Rehabilitation Therapy (MERTH)
framework.

A. Screening and Data Extraction

Two independent reviewers will conduct study screen-
ing, full-text review, data extraction, and quality assessment,
guided by the predefined categories of the MERTH framework
and the PICO structure. In discrepancies, consensus will be
sought through reviewer discussion, with the involvement of
a third reviewer when necessary. Data extracted will include
key study characteristics such as AI tools used, intervention
type (VR or XR), study population, research design, measured
outcomes, and primary results. A standardized extraction tem-
plate will document additional data on study settings, sample
characteristics, and methodological rigor. Equity, ethics, safety,
confidentiality, and privacy considerations associated with AI-
driven rehabilitation interventions will also be evaluated sys-

tematically. Extracted data will be managed and coded using
the Covidence Software [8], facilitating comprehensive and
accurate analysis.

TABLE I: POTENTIAL OUTCOMES IN VR AND XR AI-DRIVEN
BALANCE REHABILITATION.

B. Assessment of the Risk of Bias (RoB)

Two reviewers will independently assess the Risk of Bias
(RoB) of the included systematic reviews and primary studies.
Discrepancies between reviewers will be resolved through
discussion. For the systematic reviews, the AMSTAR-2 Check-
list [9] will be applied, evaluating critical methodological
domains, including eligibility criteria, comprehensiveness of
literature searches, data extraction, quality of study appraisal,
and clarity of findings synthesis. Each domain will be catego-
rized as having low, unclear, or high RoB. For primary studies,
randomized controlled trials (RCTs) will be assessed using the
Cochrane Risk of Bias 2 (RoB 2) tool [10], and observational
or non-randomized studies will be evaluated using the Risk of
Bias in Non-randomized Studies of Interventions (ROBINS-I)
tool [11].

III. RESULTS

Findings from this rapid review will be narratively synthe-
sized following the five domains of the MERTH framework,
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encompassing equity, integration of health services, tech-
nological adaptation, global governance, and humanization.
Results will systematically evaluate AI-enhanced VR and XR
rehabilitation interventions’ effectiveness, adaptability, clinical
applicability, and equity considerations. Subgroup analyses
will explore variations according to population characteristics
(e.g. age, gender, socioeconomic status), intervention types
(exercise programs, assessment tools, gamification strategies),
and equity dimensions (accessibility, inclusivity, cultural rel-
evance). The review will highlight strengths, limitations, im-
plementation barriers, and equity issues aligned with MERTH
domains, ensuring a comprehensive assessment. The reporting
will follow the PRISMA-AI [12] guidelines to maintain rigor,
transparency, and clarity.

IV. DISCUSSION

The methodology of this rapid systematic review presents
potential challenges that can affect the feasibility, data reliabil-
ity, and overall strength of the findings. One limitation is the
availability and quality of existing literature, as AI-enhanced
VR and XR applications for balance rehabilitation remain an
emerging field with limited high-quality randomized controlled
trials. Many studies may have small sample sizes, inconsistent
methodologies, or lack rigorous comparative analysis between
VR, XR, and traditional rehabilitation approaches. Standardiz-
ing outcome measures remains challenging since researchers
use varied clinical tools, motion analysis systems, and patient-
reported outcomes to assess balance improvement and fall
risk reduction, complicating data synthesis across studies. Risk
of bias assessment can highlight inconsistencies, particularly
in non-randomized studies, where uncontrolled factors such
as participant adherence, therapist involvement, or environ-
mental settings may influence intervention effects. Relying
on databases such as PubMed, Scopus, and IEEE Xplore
can also introduce publication bias by underrepresenting stud-
ies with negative or neutral findings. Feasibility concerns
affect AI-driven VR and XR interventions’ broader clinical
and real-world applicability. These technologies perform well
in controlled environments, but cost, accessibility, clinician
training, and patient adoption create barriers to real-world
implementation. The team applies its expertise in knowledge
synthesis to rigorously mitigate these challenges.

V. CONCLUSION AND FUTURE WORK

This rapid review protocol summarizes a methodology to
systematically evaluate the integration of AI with Virtual
Reality and Extended Reality technologies in balance rehabil-
itation interventions for older adults. The synthesis of current
evidence will clarify these technologies’ comparative effec-
tiveness, adaptability, feasibility, and clinical applicability.
Furthermore, the review will identify the strengths, limitations,

and implementation barriers of VR and XR interventions,
explicitly addressing equity considerations guided by the
MERTH framework. The findings from this analysis will help
guide future research, inform clinical practice, and support
the development of equitable, accessible, and evidence-based
rehabilitation interventions to reduce fall risks and enhance
functional mobility among older adults.
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Abstract—This ongoing study introduces a cutting-edge inte-
gration of immersive Virtual Reality (iVR) and functional Near-
Infrared Spectroscopy (fNIRS) to facilitate real-time monitoring
of brain activity during iVR-based tasks. By combining a High
Tech Computer Corporation (HTC) Vive Pro VR headset with
a multichannel fNIRS system, the platform provides a portable,
non-invasive solution for investigating motor and cognitive con-
trol functions under immersive conditions. The study focuses
on tasks that mimic real-world rehabilitation exercises, such as
hand-grasping movements, designed to engage both motor and
executive brain regions. Preliminary results from two healthy
participants demonstrate robust hemodynamic responses in the
Bilateral Motor Cortices (M1) and Dorso-Lateral Pre-Frontal
Cortices (DLPFC) during iVR tasks, revealing increased neural
activation compared to similar tasks performed in real-world and
screen-based environments. Enhanced functional connectivity
between the M1 and DLPFC was also observed, suggesting
improved coordination of motor and cognitive processes. These
findings highlight the potential of the iVR-fNIRS platform to
capture unique patterns of brain engagement and functional
activation during immersive virtual tasks. This novel approach
addresses a critical gap in neurorehabilitation research by en-
abling continuous, real-time assessment of brain activity during
therapy. The platform’s portability and resilience to motion make
it well-suited for clinical applications, including personalized
rehabilitation programs for patients with neurological conditions.
Future work will extend the study to larger populations and
incorporate additional cognitive tasks to validate the platform’s
versatility and reliability. This research paves the way for inno-
vative neuroscience tools and therapeutic interventions driven by
Artificial Intelligence (AI), enhancing our ability to monitor and
optimize brain function in immersive virtual environments.

Keywords-Immersive Virtual Reality (iVR); Functional Near-
Infrared Spectroscopy (fNIRS); Neurorehabilitation; Hemody-
namic Response.

I. INTRODUCTION

Immersive Virtual Reality (iVR) has been increasingly
recognized as a promising tool in neuroscience research and

therapeutic interventions for neurological disorders [1]. By
integrating various visual, auditory, and haptic stimuli, iVR
creates an engaging and interactive virtual environment that
simulates real-world interactions. This offers an unprecedented
opportunity for cognitive and physical function training for
many neurological applications, including neurorehabilitation,
which aims to promote neuroplasticity through active training.
However, current iVR-based methods are constrained by the
lack of an effective method to monitor brain activity during
iVR. Most studies rely on a pre- vs. post-training paradigm,
where the effectiveness of the therapy is assessed after the
completion of one or several therapy sessions by comparing
the post-intervention brain functions to the baseline.

To address this limitation, our ongoing research explores
the feasibility of combining iVR with a flexible, non-invasive
optical brain imaging method to monitor the brain responses
to iVR-based tasks in real-time. Specifically, we will uti-
lize functional Near-Infrared Spectroscopy (fNIRS), which
employs near-infrared light to measure the cortical hemody-
namic/oxygenation activities. Sharing a similar neurological
basis as functional Magnetic Resonance Imaging (fMRI),
fNIRS provides unique advantages in its portability, relatively
higher resilience to motion, and cost-effectiveness, making it
particularly suitable for iVR applications [2].

In Section 2, we present the methods used to develop an in-
tegrated iVR-fNIRS platform, detailing the experimental setup
and the procedures for monitoring brain activity during hand-
grasping tasks in different environments. Section 3 outlines the
results of our preliminary analysis, including signal quality,
brain activation patterns, and functional connectivity during
different experimental conditions. In Section 4, we discuss
the implications of our findings, highlighting the potential
of iVR-based neurorehabilitation and the need for further
investigation. Finally, Section 5 concludes the paper by sum-
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marizing the research and proposing future work, including the
integration of haptic feedback into the iVR-fNIRS platform for
enhanced therapeutic outcomes.

II. METHODS

We developed an integrated iVR-fNIRS platform capable
of reliably measuring brain oxygenation changes during iVR
(Figure 1). The platform combines an HTC Vive Pro VR
headset (HTC Corp., New Taipei, Taiwan) with a multichan-
nel fNIRS system (Rogue Research Inc., Montreal, Canada),
allowing us to monitor brain activity during immersive virtual
tasks. To test the platform, we designed an iVR-based training
task centered on hand grasping, a commonly used activity
in upper extremity rehabilitation due to its role in improving
motor and executive control functions [3].

Figure 1: Test setup with commercial VR headset and multichannel
fNIRS for real-time assessment of brain condition during VR.

We plan to recruit 30 healthy volunteers to participate in
this study. For each participant, three data acquisition sessions
will be conducted, with the same tasks presented (1) in the
real-world environment, (2) in a non-immersive environment
(computer screen), and (3) in the fully immersive VR environ-
ment (Figure 2). The order of sessions will be randomized to
ensure the accuracy and reliability of the test. The same task
will be performed 8 times within one session, while fNIRS
will be used to continuously measure the brain responses to
the hand-grasping task from the Bilateral Motor Cortices (M1)
and the Dorso-Lateral Pre-Frontal Cortices (DLPFC).

Figure 2: Hand grasping task in three environments: A real-world
environment, a non-immersive VR environment, and an Immersive
VR environment.

Participants will be invited to sit comfortably in a chair.
(1) In the real-world environment session, a clipboard will
be installed in front of them, displaying green or red cross

indicators to signal the start or stop of tasks, respectively. The
data acquisition session will last approximately six minutes,
and involves 8 tasks of motor execution, where participants
lift their right forearm and open and close their right hand
according to the green or red indicator to mimic a baseball-
catching motion. (2) In the computer screen environment,
they will sit on a chair while a virtual baseball player avatar
is displayed on a screen in front of them. The same data
acquisition session will take place, where they will execute the
ball-catching actions in response to the avatar’s virtual baseball
throws. (3) In the fully immersive VR environment (Figure
3), a VR headset will be installed on the participant’s head
together with the fNIRS light emitters and detectors, which
will simulate a VR baseball field and a virtual player throwing
a baseball at them (Figure 3). The same motor execution tasks
will be performed, where they will open and close their right
hand to complete the ball-catching actions in response to the
virtual baseball being thrown at them. The VR game was
developed using the Unity engine (Unity Technologies, San
Francisco, United States).

Figure 3: Hand grasping task in immersive VR environments: the
single-player mode (interactive) and the multi-player mode (observa-
tory).

A total of 10 fNIRS light emitters and 24 light detectors
will be used in this study, forming 36 normal channels of
3cm to sample signals from the M1 and the DLPFC of
both hemispheres (Figure 4). Six short-distance detectors will
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also be placed at approximately 1cm from the nearest light
emitter to provide an estimation of the extracerebral signal
components, such as the interferences from heart rate or blood
pressure changes. fNIRS data will be sampled at 25Hz. In
Figure 4, red and blue dots indicate light emitters and light
detectors, respectively. Black dots represent the short-distance
detectors. Yellow lines show the location of the formed fNIRS
channels.

fNIRS data will be processed using the open-source Matlab
toolbox Homer2 [4]. Briefly, the optical intensity time course
will be converted to optical density changes. Band-pass fil-
tering will be performed to limit the frequency range from
0.01Hz to 0.5Hz, removing components that are unlikely to
have a neurological basis. The filtered optical density changes
will be transformed into oxy-hemoglobin (HbO) and de-oxy
hemoglobin (HbR) concentration changes using the modified
Beer-Lambert law. The Hemodynamic Response Function
(HRF) to the hand-grasping task in different environments will
be estimated through the use of a general linear model, which
will include short-distance fNIRS measurements to remove the
physiological interferences.

Figure 4: Depiction of the fNIRS channel setup used in this study.

We will also use beta-series correlation methods [5] to
examine differences in the functional connectivity within and
between the M1 and DLPFC to evaluate the impact of iVR
on brain network functions [6].

III. RESULTS

To date, we have collected and analyzed data from two
healthy volunteers (one female). Preliminary results showed
no significant signal interference between the two devices and
high signal-to-noise ratios (~32 ± 13 dB) in fNIRS recordings
during the iVR sessions. These results suggest that the fNIRS
system provided reliable and accurate data under immersive
VR conditions. In all the environments, fNIRS revealed HbO
increases and HbR decreases in the bilateral M1 and DLPFC
cortices during hand-grasping tasks (Figure 5).

Comparing iVR-based tasks with the real-world and the
screen-based tasks, we observed higher levels of HbO increase

and lower HbR response, indicating greater neural activation
during iVR compared to both the real-world environment
and the computer screen-based non-immersive environment
(Table 1). These findings highlight potentially enhanced neural
engagement and functional activation that occur during immer-
sive virtual tasks.

Figure 5: The HRFs of HbO and HbR concentration changes to
motor tasks. Top: Left DLPFC; Bottom: Left M1. Overall, fNIRS
revealed the highest levels of brain activities during iVR.

TABLE I: QUANTITATIVE COMPARISON BETWEEN HBO
AND HBR LEVEL IN DIFFERENT ENVIRONMENTS. HBO AND
HBR LEVELS WERE MEASURED IN BOTH DLPFC AND MO-
TOR CORTEX.
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In addition to the HRF analyses, we estimated the func-
tional connectivity between each pair of fNIRS channels, and
observed more co-functioning brain areas and stronger remote
network connections, especially between M1 and DLPFC,
which are both key regions in the executive control network,
during tasks executed in the fully immersive VR environment
(Figure 6).

Figure 6: Connectivity analysis showed more connected brain areas
during iVR task than the other environments, p<0.05, false discovery
rate-corrected.

These results imply greater engagement of motor and cog-
nitive control functions during iVR-based tasks.

IV. DISCUSSION

The integration of iVR and fNIRS presents exciting op-
portunities for advancing neuroscience research and clinical
applications. In this study, we developed an iVR-fNIRS plat-
form that ensures optimized hardware compatibility and real-
time data transmission. Preliminary findings demonstrate the
potential of this combined platform in investigating motor and
cognitive control functions during iVR-based tasks.

It is important to note that none of the experimental
conditions (real-world, non-immersive VR, or immersive VR)
incorporated tactile sensory feedback, such as interacting with
a real ball. This decision aligns with the primary aim of our
research: to design a neurorehabilitation approach that is ac-
cessible for diverse environments, beyond traditional hospital
or rehabilitation center settings. Despite the absence of haptic
feedback, our results suggest that iVR-based neurorehabilita-
tion can potentially enhance brain activity and connectivity—a
critical goal in neurorehabilitation aimed at fostering more
effective and efficient brain stimulation.

Furthermore, the findings indicate that the iVR environment
may offer a greater rehabilitative effect compared to real-world
or non-immersive VR settings. This underscores the potential
value of iVR as a platform for neurorehabilitation and warrants
further investigation into its applications. Looking ahead, we
plan to incorporate haptic feedback into the platform and
examine its influence on the outcomes of our experiments.
By doing so, we aim to explore whether the addition of

tactile sensory input further enhances the rehabilitative effects
observed in the iVR environment.

V. CONCLUSION AND FUTURE WORK

Combining iVR and fNIRS provides an effective method
to evaluate brain activity and function in a fully-immersive
virtual environment. In this ongoing study, our preliminary
data showed higher levels of brain activation and connections
during iVR-based tasks compared with real-world environ-
ment, or computer screen-based non-immersive environment.
With the integration of AI into the iVR-fNIRS platform, we
offer significant potential to enhance the personalization and
effectiveness of rehabilitation programs. AI-driven algorithms
can be used to analyze large datasets of brain activity in
real-time, leading to identifying patterns in neural responses
that may not be immediately apparent to human researchers.
For instance, machine learning models could be trained on
brain activity data collected during iVR-based tasks, enabling
the platform to adaptively modify the difficulty and nature
of rehabilitation exercises based on individual performance
and neural engagement. Furthermore, AI could facilitate the
creation of personalized rehabilitation protocols by predicting
optimal tasks or interventions tailored to each participant’s
cognitive and motor abilities, thus improving rehabilitation
outcomes. By integrating these AI-driven models, the platform
could offer dynamic and adaptive therapeutic programs that
evolve with the patient’s progress, making neurorehabilitation
more efficient and targeted. As data collection continues, this
research has the potential to lay the groundwork for innovative
tools in neuroscience and neurorehabilitation, including facil-
itating immediate evaluation of iVR-based training efficacy
and enabling the development of advanced, AI-driven person-
alized rehabilitation programs for both physical and cognitive
recovery.
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Abstract—This paper presents our project addressing mobility
loss in older individuals, funded by the MAIF Foundation for
research. Background: During the aging process, the prevalence of
falls can be mitigated by maintaining mobility as much as possible.
Mobility, regardless of age, is a key factor in leading an active and
independent life. Aging, by limiting certain abilities, gradually
leads to a reduction in mobility. Method: In this societal context
of generalized population aging, our consortium of researchers
and companies aims to develop three interconnected actions to:
Accurately evaluate the cognitive-motor performance of older
individuals; Stimulate the development of physical and mental
skills through motivational exercises; Monitor older individuals in
their homes to intervene as early as possible in their care pathways.
Our methodology leverages the expertise of the consortium to
develop innovative methods serving patients, caregivers, and health
professionals to preserve motor, cognitive, and attentional skills,
contributing to slowing down senescence. Our working hypothesis
is to act early by evaluating and attempting to slow mobility loss.
Results: User-centered design is at the core of our project. In this
paper, we focus on a design phase of a serious game aimed at
determining the most relevant avatars and virtual environments
(game atmosphere) for our older patient audience. A total of 35
participants were recruited and divided into 7 focus groups of 5
people. To best determine the type of avatar and environment
that would suit our target population, we define two independent
variables: the avatar and the theme of the environment. They are
represented by visual examples, which in our case are presented
in five different modalities. At the end of the interviews and
after processing the collected data, the analysis of the dependant
variables is made showing a categorization according to the
participants’ preferences.

Keywords-Virtual and augmented reality; mobility of the older;
evaluation; remobilisation; movement activity assesment; focus
group.

I. INTRODUCTION

Today, individuals over 60 years old represent a quarter
of the population and could account for one-third by 2050.
Although life expectancy after age 50 in France is the highest
in the EU, the number of healthy years lived remains lower
than in several other countries [1]. This suggests a projected
increase in the number of dependent older individuals, rising
from 1.2 million in 2012 to 2.3 million by 2060 [2]. Preventing
falls and the loss of autonomy is, therefore, a critical challenge
for the coming decade.

Indeed, falls are the leading cause of accidents among
individuals over 65 years old. In France, approximately one-
quarter of people aged 65 to 85 report experiencing a fall each
year, and the frequency of such incidents increases with age
[3]. Falls result from a multifactorial interplay of risk factors,
including mobility, age, comorbidities, gender, and educational
level [4][5]. Their consequences can be severe for affected
older individuals, leading to fractures, hospitalizations, loss of
autonomy, and even institutionalization. To mitigate this risk,
nearly one-fifth of individuals aged 55 to 85 report limiting
their movements due to a fear of falling [6].

To address this significant public health issue, various
therapeutic approaches have been developed. Multifactorial
interventions can reduce the risk of falls by approximately 30%
[7].

During the aging process, the prevalence of falls can be
mitigated by encouraging mobility in older adults as much as
possible. Mobility, regardless of age, is a critical factor for
maintaining an active and autonomous life. However, aging,
through the gradual limitation of certain capabilities, tends to
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lead to a progressive decline in mobility.
In regard to the definition of mobility, as formulated by the

World Health Organization (WHO) in 2001, the International
Classification of Functioning and Disability (ICF) is concep-
tualized as a universal framework focused on the description
of how people live with a health condition [8][9][10]. Three
levels of human functioning are classified: 1) body functions
and structures as physiological and psychological functions,
as well as body impairments, and anatomical deficiencies; 2)
limitations in performing tasks or actions; and 3) participation
restrictions in daily-life. In [9], functional mobility is defined
as the manner in which people are able to move around
in the environment in order to participate in the activities
of daily living and, move from place to place. Movements
include standing, bending, walking and climbing. Functional
mobility provides opportunities for a person to engage in
physical activities at home, school and in the community
thereby contributing to health related quality of life. In our
research context, an activity can be defined as the execution
of a task or action by an individual, such as walking and the
stability required for functional mobility. This phenomenon,
influenced by both individual and social factors, results in
significant variability among individuals. Consequently, it is
not feasible to define a standard level of mobility based solely
on a specific age.

Recent studies have highlighted a significant reduction of
over 50% in the "life radius" for individuals over 75 years
of age. According to these studies, difficulties with walking
account for only 2% of mobility challenges, despite walking
constituting 40% of the primary mode of movement within
this age group [11].

Given the variability in individual situations and the in-
evitable trend of reduced mobility capacities with aging, it
appears crucial to propose a coordinated and personalized
approach. Such an approach would involve evaluating mobility,
engaging individuals in playful re-mobilization activities, and
validating the outcomes through longitudinal monitoring.

In section II, we will describe the final goal of our project,
the section III will present the scientific context and the tools
used to implement our solutions. The section IV presents a
preliminary study concerning the design phase of a serious
game aimed at determining the most relevant avatars and virtual
environments (game atmosphere) for our older patient audience
through focus groups. Finally the section V concludes the
communication.

II. ASSESSMENT OF MOBILITY

In this broader societal context of an aging population,
extended life expectancy, and the aim of maintaining health,
mobility in older adults has emerged as a significant concern.
According to [12], outdoor mobility is a prerequisite for
"aging well," impacting both physical and mental well-being by
fostering social exchanges, activities, interactions, and social
cohesion [13].

Currently, assessment tools are often limited to evalu-
ation scales like AGGIR, ADL, IADL, WHOQOL-BREF,

and EuroQol-5-Dimension. From a technical perspective, the
literature features numerous studies on gait analysis in older
adults using sensors [14], biomechanical studies employing
multi-sensor data fusion [15], and the use of IMU sensors for
gait analysis [16]. For instance, Anikwe et al. [17] demonstrates
the critical role of mobile health monitoring systems in human
health, while Torku et al. [18] present a user-centered approach
employing wearable sensors to collect physiological signals
and location data. Virtual Reality (VR) and Augmented Reality
(AR) have also been explored in studies on older adults’ quality
of life, though their applications in healthcare contexts remain
limited [19]. This study [20] focuses on the effect of immersion
in a virtual scenario on mobility during the aging process. Older
people exhibited a more reduced locomotor performance in a
virtual environment than young adults, thereby their functional
mobility score decreased more to complete the task, reflecting
the adoption of a more secure locomotion strategy often related
to the fear of falling, with an increase in time and number of
steps to support balance.

VR and AR have also been explored in studies on older
adults’ quality of life, though their applications in healthcare
contexts remain limited.

In [21], the authors explored the impact of the XR application
focusing on exergames for rehabilitation. The paper presented
the design rationale and development of an XR application.
The evaluation of the system by ten senior users offered
encouraging results. These highlighted that the combinatory
approach of physical and virtual activities within an immersive
and photorealistic VR environment offers an enticing and
motivating approach to elder users to improve their physical
well-being.

Despite these advances, few studies adopt a comprehensive
approach to evaluating the mobility of aging individuals by
considering their care journey, healthcare practitioners, and
caregivers. Even rarer are those that integrate re-mobilization
solutions, minimally invasive monitoring, and an assessment
of the impact on quality of life.

Our working hypothesis is to take early action to assess
and attempt to slow the decline in mobility. This concept is
illustrated in Figure 1.

Figure 1. Expected societal impact.

Preserving motor, cognitive, and attentional abilities helps
slow the aging process (senescence) [3]. To better evaluate
mobility and offer tools for re-mobilization, our project
proposes a technological solution for practitioners based on
virtual and augmented reality. This solution is designed to
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collect and identify various mobility indicators, automate ex-
perimental protocols and data collection, ensure reproducibility
of experimental conditions, and immerse patients in realistic
environments and everyday life scenarios [22].

III. MATERIALS AND METHODS

The following section presents the project’s objectives as
well as its innovative aspects. The tools and methods used are
also introduced.

A. Project Objectives

The development of a stimulating digital tool, based on a
gamified approach to physical exercise, aims to enable patients
with limited mobility to maintain an appropriate level of
physical activity for their upper and lower limbs. It is important
to emphasize that rehabilitation in a healthcare center is not
accessible to everyone; therefore, the tool should complement
and/or extend current care programs.

However, motivational exercises performed independently by
patients or older individuals require supervision and a method
to assess their impact on the intensity of daily physical activities
over a longer period to detect mobility changes. For example,
Inertial Measurement Unit (IMU) sensors are increasingly being
used to characterize human postures and movements [23][24].

By gathering this information, the identification of new
mobility biomarkers should enable automated analysis of
individual behavioral strategy evolution. This high-level infor-
mation, shared among healthcare professionals, patients, and
their companions, will enable the implementation of efficient
actions throughout the care journey. The proposed solution
should facilitate the implementation of coordinated actions.
Figure 2 outlines the key objectives of our project.

Figure 2. Objectives of the project.

Our technological contribution involves integrating virtual
reality immersion technologies with eye-tracking, physiological
signal, and movement measurement technologies. This enables
us to quantify the cognitive-motor performance of older
individuals during health examinations.

By identifying the underlying factors of mobility loss early
on and offering a tailored remobilization path, we aim to
improve the patient’s mobility and reduce the risk of falls.

B. Innovative Aspects

Current tools for detecting fall risk often lack precision in
prevention efforts. For instance, in [25] the authors reviewed
25 studies involving 2,314 subjects and found that a Timed Up
and Go (TUG) test with a threshold of 13.5 seconds identified
only 32% of individuals at risk of falling and yielded a negative
result in 73% of subjects with no fall risk. Fall risk arises from
numerous factors linked to the interaction between the patient
and their environment. Attention, cognitive, or motor deficits,
combined with environmental disturbances or distractions, can
disrupt the motor control of a patient, potentially creating risky
situations, as illustrated in Figure 3 [22].

To better address the multifactorial nature of fall risk, some
test protocols assess motor abilities in scenarios that also
involve manual or cognitive tasks [26]. It has been observed
that incorporating a manual or cognitive task enhances the
discriminative power of the TUG test.

Figure 3. Motor control loop and its disturbances.

Environmental challenges faced by patients must be con-
sidered in fall risk assessments. For instance, tripping over
obstacles is a major cause of falls [27]. Navigation around and
over obstacles varies between younger and older individuals
[28]. The height of the foot during obstacle crossing has been
shown to predict fall risk [29]. Unlike the TUG test, these
tests are challenging to implement in clinical settings as they
often require specialized measurement equipment and post-
processing of kinematic data.

To enhance diagnostic accuracy, we propose an experimental
protocol informed by clinical practices and existing research
protocols. This solution leverages VR and AR technologies
combined with motion tracking sensors, eye-tracking devices,
and physiological signal monitors to provide a comprehensive
evaluation of a patient’s condition during testing.

The experimental data acquired in a realistic environment
will allow the assessment of motor, cognitive, and attentional
capacities, as well as the emotional state of the patient. An
integrated analysis of these data will define mobility indicators
aimed at enhancing diagnostic accuracy. Participants will be
immersed in a VR scenario, creating standardized audiovisual
stimuli to measure motor responses to various perturbations.
Motor responses will be captured using VR/AR system sensors,
quantifying reaction times and adaptation strategies.
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Unlike traditional methods, which rely on basic decision
rules, our evaluation will initially use scientifically validated
statistical techniques. Once a substantial dataset is collected, we
will employ artificial intelligence (AI) techniques to construct
predictive models of fall risk. This approach will enable
healthcare personnel, even non-specialists, to perform fall risk
diagnostics.

Our project aims to replace simplistic decision-making
methods with advanced algorithms, providing a detailed and
nuanced diagnostic prediction. This enhancement will help
identify the optimal care pathways for patients. A critical step
in this process involves defining interpretable biomarkers of
fall risk that are easily understood by medical professionals.
These biomarkers will serve as the foundation for creating
precise and actionable prognostic tools.

C. Tools

To address these challenges, numerous clinical tests have
been developed to assess patients’ motor skills. We propose a
tool leveraging virtual and augmented reality that implements
tests inspired by existing literature, allowing for the evaluation
of patients’ motor, cognitive, and attentional capacities in an
immersive, realistic environment.

For this project, we aim to develop three interconnected
actions (see Figure 4):

• Precisely assess the cognitive-motor performance of older
individuals;

• Stimulate the development of physical and mental skills
through motivational exercises;

• Monitor older individuals at home to intervene as early as
possible in their care pathway.

Figure 4. Methodology to slow down mobility loss.

Our methodology relies on the combined expertise of the
project consortium to develop innovative methods that benefit
patients, caregivers, and healthcare professionals.

User-centered design is at the core of our project. All
methods and tools are selected in collaboration with the final
users of our applications. To this end, we have involved two
specialized partners in the project: OHS Lorraine (Office
d’Hygiène Sociale de Lorraine http://ohs-solutions.fr/), and

ONPA (Office Nancéien des Personnes Âgées https://onpa.net/).
Both of which focus on enhancing the autonomy of individuals
affected by aging.

A preliminary study [30] allowed us to identify acceptable
and practical equipment for the target population based on
the project’s objectives. This study resulted in the design of a
solution consisting of three specific development axes:
• Axis 1: Detailed Patient Assessment in VR/AR . This appli-

cation focuses on conducting detailed mobility assessments
using VR/AR. It incorporates various mobility tests, notably
the Timed Up and Go (TUG) test, performed in an immersive
virtual environment to simulate conditions closely resembling
the patient’s daily reality (see Figure 5). In addition to motion
tracking for mobility characterization and gaze monitoring,
specific physiological signals of the patient (e.g., AED, ECG)
will be acquired through a non-invasive wireless system to
enrich the evaluation. For instance, the detection of stress
caused by fear of falling will be included. This test can be
repeated as often as necessary, such as after a physiotherapy
regimen or when home monitoring signals a significant
decline in mobility.

Figure 5. Mobility assessment in Virtual environment (Axis 1)

• Axis 2: Patient Remobilization through VR and AR Ex-
ergames. This immersive re-training application in VR/AR
enables healthcare practitioners to design a personalized
"virtual prescription" comprising a list of exercises tailored
for the patient to perform using the application (see Figure
6). At the end of each session, the practitioner will receive
a detailed summary of the patient’s activities, allowing com-
parison with previous sessions. This feedback loop ensures
continuous monitoring and adaptation of the rehabilitation
plan based on the patient’s progress.

• Axis 3: Patient Mobility Monitoring in Autonomy. This
application interfaces with an inertial measurement unit
(IMU) carried by the patient during their daily activities
at home (see Figure 7). The system continuously tracks
the patient’s mobility, capturing detailed data on their
movement patterns and behavioral strategies within their
living environment. By analyzing these patterns, healthcare
providers can monitor changes in mobility, identify early
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Figure 6. Graphic Universe of VR/AR Remobilization Exercises (Axis 2).

signs of functional decline, and intervene promptly with
appropriate therapeutic strategies. The goal of this axis is to
complement clinical assessments with real-world, day-to-day
mobility data, offering a comprehensive understanding of
the patient’s condition and enabling personalized care plans.

Figure 7. Home mobility monitoring (Axis 3).

D. Materials and Software

Depending on the different axes of the project, various
materials will be used, ranging from the most complex
acquisition systems (Axis 1) to the simplest and lightest ones
for monitoring (Axis 3), and a gamified virtual/augmented
reality remobilization system for Axis 2.

For Axis 1, the following materials have been selected (cf.
Figure 8):

• HTC XR Elite headset, as it features a passthrough system
allowing it to be used in both VR and AR. It also includes
eye-tracking through an optional module. Its API enables
natural hand interaction without the need for joysticks.

• In addition, HTC Ultimate trackers and Wrist trackers will
be used due to their high accuracy [31][32] for tracking the
trunk and limb positions during user activities.

• Physiological signals from the person will be recorded using
a TEA Captiv [33] system with wireless, minimally invasive
sensors.

• The entire evaluation application is developed using Unity for
the real-time serious gaming part and Blender for modeling.
The various HTC and TEA APIs are interfaced in C# with
Unity.

Figure 8. Axe 1 devices: HTC XR Elite and TEA wireless sensors.

For Axis 2, our partner Mist Studio [34] has selected the
Meta Quest 3 VR/AR headset (cf. Figure 9). This state-of-the-
art headset offers excellent technical specifications and is easy
to use. A first gamified exercise is currently under development,
and the results section will address the choice of avatars and
the theme of the serious game environments by analyzing the
opinions and attitudes of older people a priori through a study
conducted using focus groups.

Figure 9. Axe 2 devices : Meta QUest 3 and dedicated applications.

Axis 3 focuses on the longitudinal monitoring of users’
mobility. To achieve this, our partner Cybernano [35] conducted
a study to select an Inertial Measurement Unit (IMU) sensor
that meets user requirements identified in the study [30], as
well as technical requirements such as weight, sensor storage
capacity, battery life, and Bluetooth data download speed to
the smartphone. After conducting an experimental study to
compare several products on the market, the MetaMorionR
sensor from MBIENTLAB was chosen. At 11 grams, it satisfies
all the required criteria.

This sensor is integrated into a complete information transfer
ecosystem. A Proof of Concept (POC) has been developed
using the architecture shown in Figure 10. To implement this
part of the project, a mobile application (named KINIZI), a web
application (also named KINIZI), and a library (named libkinizi-
playground), which serves as the foundation for applications
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using sensors to collect data, have been developed. The next
step is to conduct real-world testing.

Security requirements related to data storage were considered
during the architecture design. However, the device will be
classified as "Wellness" rather than "Medical Device" to avoid
costly certifications for the startup Cybernano.

Figure 10. Axe 3 devices : MetaMotionR IMU and data acquisition
architecture.

The final part of this communication focuses on the user-
centered study that helps determine the most relevant avatars
and environments for our older patient audience in the context
of Axis 2: exergames for remobilization.

In this phase of the project, we aim to gather insights
from older adults to identify avatars and virtual environments
that resonate with them. This will ensure that the exergame
is not only motivating but also relatable and enjoyable. To
achieve this, a study using focus groups was conducted to
better understand the preferences, opinions, and attitudes of
older adults regarding the design of avatars and environments
in exergames. This feedback will be essential to create a
more engaging and personalized experience for users, which is
crucial for ensuring long-term participation and effectiveness
in physical rehabilitation.

This approach is rooted in the broader trend of "user-centered
design," which prioritizes the needs, abilities, and preferences
of the end-user—in this case, older adults—in order to create
a more effective and user-friendly tool. The goal is to make
the exercise more accessible and motivating for users, helping
them stay engaged with their rehabilitation while providing
measurable benefits for their mobility and overall health.

IV. USER ORIENTED AVATARS AND ENVIRONMENTS DESIGN

This preliminary study focuses on the application of vir-
tual/augmented reality remobilization in Axis 2. It consists in
the design phase of a serious game aimed at determining
the most relevant avatars and virtual environments (game
atmosphere) for our older patient audience.

The representation of humans in virtual reality as avatars
is a complex task because it is influenced by several factors
such as the "Proteus effect" [36][37][38][39] and the Uncanny
Valley [40].

The "Proteus effect" means that the avatar is not just a
simple costume but a "full and complete self-representation"

that enables two processes [41]: deindividuation, which is
the alteration of self-awareness and the ability to critically
assess one’s actions, and rationalization, which means that
individuals influence their own attitudes and behaviors in the
virtual environment in line with the identity cues conveyed
by the avatar. The Uncanny Valley, on the other hand, is
the discomfort felt when avatars or robots appear "too close"
to human but not quite human-like enough [42]. However,
according to a more recent study [43], this phenomenon seems
to be less pronounced among older people.

To define the avatars and environments for the exergame,
a study was conducted through interviews with the target
population using focus groups.

A. Participants

A total of 35 participants were recruited and divided into 7
focus groups of 5 people. The average age was 73.2 years with
a standard deviation of 5.7 years. The youngest participant
was 68.3 years old, and the oldest was 82.1 years old. The
study included a majority of women (29 out of 35 participants,
or 82.8%). The educational levels were distributed as follows:
pre-Baccalaureate (82.8%), Baccalaureate (8.5%), and post-
Baccalaureate (8.7%).

B. Protocol

The protocol for a focus group interview session is described
in Figure 11.

Figure 11. Focus group protocol

C. Method

To best determine the type of avatar and environment that
would suit our target population, we define two independent
variables (IVs), which are the factors manipulated during the
study: the avatar (IV1) and the theme of the environment (IV2).

These independent variables are represented by visual
examples, which in our case are presented in five different
modalities (cf. Figure 12).

We then define the dependent variables (DVs) that will serve
as our measures: a preference score from 0 to 10 (DV1), and
the frequencies and occurrences of the adjectives and nouns
produced during the interview (DV2).
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Figure 12. Independent variables : Avatars and environment

The overall analysis plan (AP) is given by the following
relationship.:

AP = S35 × IV 15 × IV 25

We also formulate several control variables to avoid biasing
the experience:
1) Counterbalancing of items for each task (to avoid an order

effect);
2) Counterbalancing of the two tasks (to avoid an order effect);
3) The same avatars and environments are presented;
4) "Limited" experience with digital environments (online

games, smartphone games);
5) No severe cognitive impairments;
6) The same facilitator for all focus groups;
7) Avatars and environments are presented according to a

number (to avoid vocabulary effects);
8) Use of the same video projector (1800 lumens);
9) Same projection size (75-inch screen);
10) Same distance between participants and the screen;
11) No known or proven speech disorders;
12) Correct vision declared (correction for 80% of partici-

pants);
13) Data collection during the month of July 2024.

D. Results

At the end of the interviews and after processing the collected
data, the analysis of the VD1 variable (preference score, see
Figure 13) clearly shows a strong preference for three avatars
(3, 2, and 4), with a notable disappointment for avatars 5 and 1.
There is also a significant difference between the two categories
(4 vs 5, p < .001). However, it is worth noting that there are
individual differences, likely due to the Proteus effect.

Figure 13. Results : preference score for avatars

Similarly, we analyze the variable IV2 related to environ-
ments (see Figure 14). A clear preference is observed for
environments 5, 2, and 1 in terms of average scores. Opinions
are more reserved for the last two environments, 4 and 3. As
with variable IV1, a significant difference is observed between

the two categories 1 and 4 (p < .001). On this variable, fewer
inter-individual differences are noted, with many significant
positive correlations (see table I).

Some additional remarks can be issued from the Table 1:

• There is a negative and significant correlation between
opinions for avatars 1 and 5, the first one being very robot-
like while the second being more "fun";

• There are positive and significant correlations between opin-
ions about environments 1, 4 and 5. These three environments
represent a beach in a very pleasant way;

• In the same way, there are positive and significant correlations
between environments 3 and 4, and between environments
4 and 5 which represent "simple" and funny physical
environments extracted from video-games;

Figure 14. Results : preference score environments

Figures 15 and 16 display the results for the variable DV2:
frequencies and occurrences of adjectives and nouns produced
during the interviews for the independent variables Avatar and
Environment.

These figures offer a detailed breakdown of how participants
described the different avatars and environments, providing
insight into their preferences and the associations they made
with each option. By examining the frequency of terms, we
gain a deeper understanding of the emotional and cognitive
responses of the older participants toward various virtual
representations and settings.

Figure 15. Results : frequencies and occurrences of adjectives and nouns for
avatars

Adjectives with positive (green), negative (red) and neutral
meanings can be classified.

The adjectives can be categorized as positive (in green),
negative (in red), and neutral. This classification helps to further
understand the participants’ emotional and cognitive responses
toward the avatars and environments they encountered during
the interviews. Positive adjectives reflect favorable perceptions,
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TABLE I. GENERAL CORRELATION MATRIX

Avat.1 Avat.2 Avat.3 Avat.4 Avat.5 Env.1 Env.2 Env.3 Env.4 Env.5
Avat.1 Pearson’s r – × × × × × × × × ×

p-value – × × × × × × × × ×
Avat.2 Pearson’s r 0.203 – × × × × × × × ×

p-value 0.243 – × × × × × × × ×
Avat.3 Pearson’s r 0.132 0.260 – × × × × × × ×

p-value 0.451 0.132 – × × × × × × ×
Avat.4 Pearson’s r 0.007 0.408 ⋆ 0.105 – × × × × × ×

p-value 0.967 0.015 0.548 – × × × × × ×
Avat.5 Pearson’s r -0.526 ⋆⋆ 0.194 -0.176 0.209 – × × × × ×

p-value 0.001 0.263 0.312 0.229 – × × × × ×
Env.1 Pearson’s r 0.002 -0.309 0.011 -0.283 -0.064 – × × × ×

p-value 0.992 0.070 0.950 0.099 0.715 – × × × ×
Env.2 Pearson’s r -0.004 -0.211 -0.105 -0.105 -0.033 0.925⋆⋆⋆ – × × ×

p-value 0.983 0.224 0.547 0.550 0.846 <0.001 – × × ×
Env.3 Pearson’s r -0.082 0.140 -0.039 0.031 0.025 0.040 -0.029 – × ×

p-value 0.642 0.423 0.822 0.860 0.888 0.818 0.867 – × ×
Env.4 Pearson’s r -0.070 -0.153 0.133 -0.339⋆ -0.051 0.577⋆⋆⋆ 0.334⋆ 0.694⋆⋆⋆ – ×

p-value 0.691 0.380 0.447 0.047 0.773 <0.001 0.05 <0.001 – ×
Env.5 Pearson’s r -0.52 -0.241 -0.035 -0.213 -0.038 0.945⋆⋆⋆ 0⋆⋆⋆.936 0.103 0.539⋆⋆⋆ –

p-value 0.768 0.164 0.840 0.220 0.828 <0.001 <0.001 0.555 <0.001 –
Note : ⋆p < 0.05, ⋆⋆p < 0.01, ⋆⋆⋆p < 0.001

such as describing avatars as "friendly" or environments as
"relaxing." Negative adjectives, on the other hand, indicate
discomfort or dissatisfaction, like "unclear" or "strange."
Neutral adjectives might indicate ambivalence or a lack of
strong opinion, such as "ordinary" or "simple."

This categorization provides valuable insight into the par-
ticipants’ preferences and the overall emotional impact of
the virtual elements used in the study. By analyzing these
frequencies and occurrences, researchers can refine the avatars
and environments to better suit the needs and expectations of
older users.

As Figure 15 shows, participants produced more positive
adjectives for two avatars (avatars 3 and 4, perceived as "cute",
"funny", "happy", "amusing"). In the same way, as Figure 16
shows, participants produced more positive words for three
environments (environments 1, 2 and 5, perceived as "calm",
"funny", colorful", "paradisaical", "exotic").

Figure 16. Results : frequencies and occurrences of adjectives and nouns for
environments

These opinions and attitudes a priori allowed to highlight
clear preferences for certain avatars and for certain environ-
ments (see Figure 13). Thanks to this study, we can conclude

about the possible choices in terms of avatars and environments
in line with our target population. The preferred combinations,
i.e., the best combination according to the participants, are
summarized in Figure 17.

Figure 17. Possible choices for avatars and environments

E. Discussion

Although the results were significant, a number of limitations
emerged. The first concerns the static nature of the avatars
and environments proposed. Participants would have liked to
see avatars in action and made comments such as: "It doesn’t
move", "What can it do?", "It’s weird, everything is frozen...".

As the precise context of use was not presented, the
participants also asked the following questions : "But what is
it for?", "Is it for playing games?

As in our previous study [30] the impact of personal
experience is very important and can modify the study : "With
my grandson, I sometimes play this thing", "I’ve already seen
it on TV", "It looks like my granddaughter".

There was no objective assessment of our participants’
sensitivity to colour and contrast, which led to comments such
as: "I can’t see anything at all", "What’s that in the background,
water or mountains?

We did not escape the uncontrolled group effects (majority
influence, minority influence, leadership, etc.) which interfered
with our study. This is reflected in phrases such as : "Well, if
others think that, then...", "Would you use that later? Well, I’ll
be damned".
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V. CONCLUSION

This paper gives an overview of our project to address the
loss of mobility in the older. Using 3 axes of action: assessment,
remobilization and follow-up, we aim to slow down the loss
of mobility and thus ultimately increase quality of life. To
achieve this, we will be developing technological tools based on
virtual and augmented reality, as well as longitudinal mobility
monitoring using sensors worn by the patient. The general
principles of these 3 development axes were described. The
second part of the presentation focused on the development
method used, which constantly puts the end-user at the heart
of the development process, making him or her an active
participant in the choices made. Thanks to a focus group
method, we were able to determine the most relevant avatars
and virtual environments (game atmosphere) for our older
patient audience. These highlights will be incorporated into
new virtual and augmented reality scenarios to assess and
improve the mobility of the older. Ultimately, this solution
could help in the care of the older by providing healthcare
professionals with a precise and effective tool for assessing
and monitoring changes in mobility. The next stages of the
research involve extending the tests to a larger sample and
developing more advanced rehabilitation functions, in order to
confirm the results obtained and assess the long-term impact
of this approach on the quality of life of the older.
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Abstract—In France, approximately 700,000 individuals are
affected by Autism Spectrum Disorders (ASD), including 100,000
children. ASD is primarily characterized by challenges in so-
cial interaction and communication, as well as restricted and
repetitive behaviors. Recent technological advances, particularly
in robotics, offer new opportunities to enhance social skills
interventions for children with autism. Programs such as Treat-
ment and Education of Autistic and related Communication
Handicapped Children (TEACCH) and Early Intensive Behavior
Intervention (EIBI) have proven effective in promoting com-
munication, adaptive behaviors, and inclusion in mainstream
settings. This ongoing study examines how educational teams
perceive and integrate social robots into specialized classrooms
for children with ASD. Three robots (NAO, Leka, and Buddy)
were introduced in two specialized teaching units, with a focus on
teacher and health professional acceptance and perceived utility.
Data were collected through focus group discussions, Karasek’s
Job Strain Model questionnaire (decision latitude, psychological
demands, and social support), the Self-Efficacy Scale (SES),
and The Human–Robot Interaction Evaluation Scale (HRIES).
The results indicate that higher decision latitude is positively
associated with teachers’ sense of self-efficacy. Perceptions of the
robots varied significantly: Leka received the highest ratings for
sociability and the lowest for disturbance, while NAO and Buddy
elicited higher disturbance scores. Focus group discussions re-
vealed several constraints—organizational, communicational, and
institutional—that influence the successful adoption of robots.
While participants acknowledged the potential of robotic tools
to boost motivation and increase student engagement, they also
expressed concerns regarding time investment, over-reliance on
technology, and reduced human interaction. In conclusion, the
findings emphasize the importance of careful planning and the
creation of supportive work environments for the integration of
social robots. Future research should focus on refining robot
design, developing comprehensive staff training, and exploring
larger-scale implementations to maximize learning outcomes for
children with ASD.

Keywords-autism; robots; artificial; intelligence; interactions;
ergonomics.

I. INTRODUCTION

This section will introduce the subject of ASD and care to
follow by the benefits of social robots for autistic people.

A. Autism and Care

In France, approximately 700,000 individuals are affected
by Autism Spectrum Disorders (ASD), including 100,000
children. As outlined in the Diagnostic and Statistical Manual
of Mental Disorders (DSM-5) and International Classifica-
tion of Diseases (ICD-11), deficits in social interaction and
communication are core characteristics of autism. People with
autism are a highly heterogeneous group, making it difficult to
pinpoint specific defining symptoms. The rapid advancements
in technology, particularly in robotics, present significant op-
portunities for innovation in the treatment of individuals with
ASD. Recent developments have enabled robots to perform a
variety of human-like functions, offering potential to enhance
social skills in individuals with ASD. Autistic children often
struggle with social interactions and cooperation. They may
appear uncooperative because they haven’t yet learned the
appropriate behaviors for different social situations, or they
may have difficulty managing strong emotions, such as anger,
frustration, or anxiety.

Recommendations for providing quality support to children
with autism emphasize a multidisciplinary and intensive ap-
proach. Recent advances have enabled robots to perform a
variety of human-like functions, offering valuable assistance in
improving the social skills of individuals with ASD [1] [2] [3].
The process of teaching young learners with ASD is complex
and multidimensional, involving numerous cognitive decisions
made by educators before, during, and after instruction. This
ongoing work examines educator cognition across the broader
field of education, with a specific focus on the use of robots in
special education settings. To date, research has primarily ex-
amined cognitive processes involved in planning, instruction,
and reflection separately, often in controlled environments. It is
recommended that future research adopt mixed methodologies,
such as case studies, to explore educators’ thoughts and actions
holistically and within natural teaching environments. This
would allow researchers to connect actual behaviors with the
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cognitive processes that underlie them.
ASD is characterized by two key criteria: first, a persistent

deficit in social communication and interaction across multiple
contexts, and second, restricted and repetitive patterns of
behavior, interests, and activities. Children with ASD face
challenges in adapting to their environment, including emo-
tional, cognitive, and behavioral difficulties that can impact
school learning. They may also struggle to respond to sensory
stimuli in their environment [4].

B. Education and Interventions in Autism

The Treatment and Education of Autistic and related Com-
munication Handicapped Children (TEACCH) approach is an
educational program designed to support children with ASD
and communication difficulties [5]. This method focuses on
promoting self-determination and autonomy through the use
of structuring strategies. It is applied across various contexts
(such as school, work, and family) to improve skills like social
behavior, communication, and learning, while also promoting
inclusion in everyday settings. TEACCH employs time and
space structuring, visual cues, task repetition, and individual-
ized, structured interventions.

Some authors emphasize that TEACCH is a suitable pro-
gram for the development of children with autism. [6] indicates
that children with ASD who participate in Early Intensive
Behavior Intervention (EIBI) generally outperform those re-
ceiving other treatments or standard care in terms of IQ and
adaptive behavior measures. Sensory processing disorders in
individuals with autism are characterized by altered percep-
tions of sensory stimuli. These changes can lead to hypo-
or hypersensitivity across various sensory channels. Examples
of sensory-specific behaviors include seeking light or reflec-
tions, avoiding noise or touch, displaying rigidity, or resisting
change. Such behaviors can trigger reactive responses, posing
challenges in educational and pedagogical support. To address
these issues, a significant reorganization of activities is often
required, ensuring both variation and adaptation to individual
sensory profiles. Although systematically evaluating sensory
differences is essential, creating and arranging activities and
spaces that meet these needs remains a considerable challenge
for professionals. Conventional interventions often rely on nu-
merous supports and materials, which can limit the efficiency
of activities and hinder the child’s ability to complete tasks.

C. Benefits of Social Robots for Autism

Robots are increasingly being integrated into human en-
vironments. From simple industrial tasks to administrative
guidance, they are gradually being deployed across various
sectors to assist humans. Their design is becoming more
complex, evolving towards humanoid forms. In the field of
support, robotic agents are being developed to interact and
adapt to intricate mechanisms, such as imitation and emotional
expression. These advancements present new opportunities
for educational and pedagogical support for children with
autism. One key advantage is the predictability of technology,
which is simpler and reduces unnecessary sensory information

compared to human interaction. Technology is deterministic
and predictable. While it doesn’t express emotions in the same
way humans do, it can mimic them and produce controlled
responses during interactions with children, boosting their
confidence and self-esteem. Furthermore, repeated interactions
provide an ideal environment for trial and error, which is
invaluable for learning. Robotic agents can stimulate behaviors
such as imitation, joint attention, communication initiation,
and social interaction in children with autism.

Several studies have demonstrated that participants with
ASD often perform better in Robotic Conditions (RC) than
in Human Conditions (HC). [7] suggests that children with
ASD, as well as typically developing (TD) children, tend to
focus more on the administrator in Robotic Conditions than
in Human Conditions. [8] found that autistic children use the
same brain resources when interacting with artificial agents as
TD children do when interacting with human agents. These
findings point to several positive implications for using robots
with children with ASD. As a result, there is a growing body of
research aimed at exploring whether artificial agents represent
a promising new approach for improving deficits in children
with autism. Research on social robots has increased in recent
years, with numerous studies highlighting the positive interest
and benefits these robots can bring to the learning process
for autistic children, as well as their potential for regulating
cognitive difficulties and reducing stereotypical behaviors.

D. Acceptability of the New Generation of Social Robots by
Educational and Pedagogical Professionals

Buddy© is an “emotional” robot whose greatest merit is
its ability to improve the quality of life of users of all ages.
It can be used by children, adults and the elderly alike. In
particular, it can be used to create social links through its
various devices, to offer educational activities in a playful way,
and to look after the elderly. Equipped with various sensors
and cameras, Buddy© features high-performance voice and
visual recognition, making it easy to use and interact with.
Buddy© also comes with a range of applications to make
learning fun. For example, the Buddy Emoi application lets
you work in different ways on emotions with Buddy© as a
student or as a teacher. Buddy© also includes an application,
BuddyLab, for programming and customizing compositions,
sequences of actions or emotions. This is a very interesting
option for the rest of our study. Indeed, it will be possible to
program Buddy© to give instructions, and express one emotion
visually and another audibly.

The integration of robots into the classroom is a subject
that raises numerous questions. It has the potential to disrupt
certain teaching practices and require additional effort on the
part of teachers. The acceptability and adoption of educational
robots are influenced not only by their perceived usefulness but
also by teachers’ ability to integrate these new technologies
into their teaching practices. In fact, the form of the robot in-
fluences its acceptability, categorizing the object and affecting
the intention to interact [9][10]. Furthermore, incorporating a
playful dimension into the user experience has been identified
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as a beneficial factor for enhancing acceptability, whereas an
overly affective design can compromise the object’s credibility.
For example, the Nao robot, despite its affective design, suffers
from a lack of credibility, which can represent a challenge for
retailers looking to project an innovative brand image.

David et al. [11] [12] highlight the impact of mental
anthropomorphism on the acceptability of robots. In fact,
attribution of mental states to a social robot has been shown to
generate feelings of anxiety and strangeness, which can lead
to a decline in acceptability. Conversely, the experience of a
sense of control has been shown to encourage the attribution
of mental states and the establishment of a connection with
robots, thereby reducing reactance. The existing research in
this area demonstrates that individuals who experience a sense
of control are more inclined to attribute mental states to robots
and to feel a greater sense of connection and similarity with
machines. However, a perceived absence of control fosters a
sense of distance between humans and robots, thus diminishing
acceptability.

Spatola et al. [13] proposed a multicomponent evaluation of
anthropomorphism in their article. This innovative approach
focuses on four key aspects: sociability, agency, animacy, and
disturbance. These dimensions significantly influence percep-
tions and attitudes toward robots, highlighting the importance
of considering them in the development and implementation
of educational robots. The attribution of human characteristics
to robots—such as "sociability," "agency," "animacy," and
"disturbance"—can enhance their acceptability by fostering
familiarity and reducing perceived threats.

E. Objectives and Research Question

The main objective of this study is to investigate the impacts
of the integration of different robotic tools into specialized
teaching units (nursery and elementary), in natural settings,
for children diagnosed with autism spectrum disorders. The
work is being carried out in collaboration with educational
and teaching professionals who work with these children. Our
main research question is: What are the conditions required for
the integration of artificial intelligence and social robots to be
accepted by education and health professionals in specialized
units for autistic children?

This paper is structured as follows. In Section 2, we de-
scribe the methodology, detailing the participant demograph-
ics, hypotheses examined, and materials employed in data
collection. Section 3 presents the main results obtained from
quantitative measures and qualitative discussions within focus
groups. Section 4 discusses the implications of these findings,
particularly focusing on psychosocial factors influencing the
acceptance of robots, perceptions of robot anthropomorphism,
and insights gathered from educators. Finally, in Section 5,
we summarize the conclusions drawn from this study and
outline directions for future research aimed at enhancing the
integration and effectiveness of artificial intelligence and social
robots in specialized autism education settings.

II. METHOD

Three different robots have been integrated and compared
to determine which is best suited to the context of specialized
classes, while respecting the usual working conditions of pro-
fessionals and children. The focus group method is employed
for each group, with each session lasting for a duration of
one hour. The objective of this method is to facilitate a
discussion concerning the participants’ feelings of self-efficacy
in the workplace, their stress levels, and their perceptions of
digital technology, with a particular emphasis on robots. The
discussion is initiated in a general context and subsequently
continues through the utilisation of anonymised individual
questionnaires, which are completed on an individual basis.

A. Participants

The present study sample comprised eight female (2 teach-
ers and 6 educators), all over 18 and of French nationality.
They are from the educational and teachings professionals
from two specialised teaching units (nursery and elementary)
of the Association Jean-Baptiste Thiéry, located in the East of
France.

B. Hypotheses

In our study conducted in natural settings, we examined
three hypotheses.

1) Decision Latitude–Workload Hypothesis: Professionals
who experience higher decision-making latitude will be more
inclined to adopt AI-driven social robots, even when these
tools introduce additional tasks or complexities. Greater au-
tonomy in planning and execution is hypothesized to buffer
the perceived workload increase.

2) Self-Efficacy–Workload Hypothesis: Professionals with
a strong sense of self-efficacy are expected to display more
positive attitudes toward integrating AI-equipped social robots,
as they perceive themselves capable of managing the extra
workload and adapting new procedures in ASD interventions.

3) AI Functionality–Workload Trade-off Hypothesis: If the
perceived benefits of the robot’s AI capabilities (e.g., improved
engagement, more targeted interventions) outweigh the added
workload, professionals will exhibit higher acceptance and
integration of social robots in specialized education settings.

C. Material

In the context of the focus group, a microphone is employed
for the purpose of recording the conversation. The audio
recording is anonymized and confidentialized, ensuring that
only the participants have access to it. For this reason, the
groups will be anonymized and named Group 1 and Group
2. The SWOT method (strengths, weaknesses, opportunities
and threats) is utilized during the discussion of the difficulties
encountered in the workplace. Furthermore, a table is com-
piled, detailing both the expectations and fears concerning the
integration and utilization of robotic tools.

The Karasek test [14] is utilized to evaluate the stress levels
experienced by the professionals, while their sense of self-
efficacy is measured using the Self-Efficacy Scale (SES) [15]
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[16]. To assess the degree of anthropomorphism of the various
robots employed in conjunction with the educational teams,
Spatola’s HRIES scale [13] is employed. The statistics were
made with Jamovi and R softwares.[17][18].

Figure 1. The three robots used in our study: NAO (a), Leka
(b) and Buddy (c)

The robots NAO, Buddy, and Leka each offer comple-
mentary features, addressing specific goals in interaction,
education, and mediation for children, particularly those with
neurodevelopmental disorders. NAO, developed by SoftBank
Robotics, is a sophisticated humanoid robot equipped with
multiple sensors (tactile, sonar, inertial), HD cameras, mul-
tilingual voice recognition, and grasping capabilities, making
it particularly suitable for teaching STEM subjects, provid-
ing assistance, or supporting educational activities. It can
be programmed using interfaces like ZoraBot or AskNAO
Tablet, which allow for highly customizable activities without
requiring advanced technical skills. Buddy, created by Blue
Frog Robotics, is a mobile, teleoperated robot on wheels, de-
signed for intuitive interaction through a touchscreen, speech
synthesis, and various sensors (infrared, touch, QR code). It
serves as an emotional and educational companion, capable
of displaying multimedia content and following programmed
action sequences. Leka, on the other hand, stands out with its
spherical, child-safe design and playful sensory features (LED
lights, vibrations, sounds, movement) aimed at stimulating
cognitive, emotional, and social development. Its intuitive
software platform allows for easy adaptation to the individual
needs of children, particularly in therapeutic contexts. Thus,
NAO is positioned as a versatile, programmable tool for
complex applications, Buddy as an interactive multimedia
companion, and Leka as a sensory and educational device
designed for mediation and stimulation of children with special
needs. The professionals observe a demonstration of the robots
in the classroom after the focus group. The discussion groups
are convened in the respective classrooms of each group. Each
participant is seated on a chair facing a table, with a distance of
one meter maintained between each pair of participants. This
configuration ensures sufficient visual privacy and facilitates
effective interaction. Jamovi and R were used to analyse the
results.

III. MAIN RESULTS

Group 2 has a high degree of decision latitude, with an
average of 80.5. Group 1 has lower decision latitude, with an
average of 63.5. Both groups show moderate to high levels of
psychological demand, with a combined mean of 22.75. Social
support was rated as moderate to good, with an overall mean
of 22.5.

TABLE I. DESCRIPTIVE STATISTICS OF ANTHROPO-
MORPHISM FACTORS FOR THE ROBOTS NAO, LEKA
AND BUDDY USING THE HRIES SCALE [13].

Robots Factors Mean Median S-D Minimum Maximum

NAO

Sociability 2.46 2.46 1.817 1.180 3.75
Animacy 2.41 2.41 1.549 1.310 3.50
Agency 2.00 2.00 1.506 0.930 3.06

Disturbance 3.12 3.12 0.707 2.620 3.62

Leka

Sociability 3.09 3.09 2.701 1.180 5.00
Animacy 1.78 1.78 1.103 1.000 2.56
Agency 2.00 2.00 1.414 1.000 3.00

Disturbance 2.37 2.37 1.061 1.620 3.12

Buddy

Sociability 2.34 2.34 1.541 1.250 3.43
Animacy 1.78 1.78 1.018 1.060 2.50
Agency 1.81 1.81 1.237 0.930 2.68

Disturbance 3.03 3.03 1.103 2.250 3.81

Pearson’s correlation test revealed a moderate positive cor-
relation between decision latitude and SES (r = 0.78, p =
0.01). The Pearson correlation test revealed a moderate non-
significant correlation between social support and the robots’
perceived sociability (r = 0.49, p > 0.05).

The Leka robot is perceived as very sociable with an average
score of 3.09 and moderately disturbing with a score of 2.37.
The NAO robot is considered very animated with a score
of 2.41 but also very disturbing with a score of 3.12. The
Buddy robot was considered very disturbing with a score of
3.03 and animated with a score of 1.78. The NAO and Buddy
robots recorded the highest disturbance scores, 3.12 and 3.03
respectively.

Professionals in Group 2, with more decision-making lat-
itude and better social support, perceived the robots more
favourably, but reported higher levels of disturbance, espe-
cially for Buddy (3.81).

The focus groups identified the groups’ vulnerabilities, in-
cluding deficiencies in organisation, memory and rigour. Con-
straints revealed included transparency, professional cohesion
and communication. External opportunities include interaction
with diverse teachers, varied learning methods, training and
supervision. External threats include lack of time, limited
human resources, institutional constraints and bureaucracy.

The groups’ expectations and fears centred on better un-
derstanding of the students, increased motivation, adoption of
innovative tools, loss of time, dependence on technology and
reduced social relations.

IV. DISCUSSION

Data collected in natural settings allow to demonstrate
several interesting findings.
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A. Psychosocial Analysis

1) Psychosocial dimension (Karasek and SES question-
naires): The results of the decision latitude scores demonstrate
a considerably elevated level of autonomy for group 2 (mean:
80.5) in comparison with group 1 (63.5). This heightened au-
tonomy has the potential to result in enhanced job satisfaction
and a more favorable perception of their abilities. Indeed, a
moderate positive correlation (r = 0.786, p = 0.010) between
decision latitude and SES demonstrates that professionals with
greater autonomy in their work tend to have a more positive
perception of their personal effectiveness.

With respect to the psychological demand dimension, both
groups exhibit moderate to high levels, with a pooled average
of 22.75. However, this pressure appears to be manageable for
the majority of participants. The stress associated with high
demands could increase the perception of disturbance gener-
ated by the robots, particularly NAO and Buddy, which record
the highest disturbance scores (3.125 and 3.031, respectively).

The social support received is considered to be moderate
to good (pooled mean: 22.5). This factor is closely linked
to the positive perception of the robots, with a moderate
non-significant correlation (r = 0.493, p > 0.05) between
social support and the perceived sociability of the robots.
Furthermore, it is observed that professionals benefiting from a
favorable collegial environment appear more inclined to accept
robots.

2) Perceptions of Robots (HRIES): The robots evaluated
(Buddy, NAO, and Leka) demonstrate significant variation
in terms of sociability, animation, and disruption. Leka is
distinguished by its notably high sociability (mean: 3.094) and
moderate disturbance (2.375), which leads to its emergence as
the most popular robot. Conversely, NAO is regarded as the
most animated (2.406) but also the most disruptive (3.125),
which may impede its acceptance. Buddy, with balanced but
lower scores, is perceived as neutral.

An intergroup comparison reveals that professionals in
one of the two groups, who have greater decision-making
latitude and better social support, perceive the robots more
favorably. Conversely, these professionals report higher levels
of disturbance, particularly in the case of Buddy (3.813).

3) Focus Group: A comprehensive analysis of the spe-
cialised units has revealed several pivotal aspects. The analysis
has exposed inherent vulnerabilities within specific groups,
manifesting as deficiencies in organisation, memory, and
rigour. Conversely, other groups encounter constraints in terms
of transparency, professional cohesion, and communication.
An examination of external opportunities reveals that the
groups benefit from interaction with a diverse range of teach-
ers, varied learning methods, training, and supervision. The
sharing of experiences and professional development stand out
as significant assets. Conversely, these groups are confronted
with external threats, including but not limited to: paucity of
time, limitations in human resources, institutional constraints,
unfamiliarity with management, timetabling constraints and
bureaucracy. The expectations and fears of these groups centre

on three key areas: improved understanding of pupils, height-
ened motivation and the adoption of innovative tools. However,
these groups also express concerns regarding potential losses,
including a loss of time, a dependence on technology and
a diminution of social relations. This analysis underlines the
multifaceted challenges and opportunities confronting special
education groups, underscoring the necessity for a balanced
approach to optimize benefits while mitigating risks.

V. CONCLUSION AND FUTURE WORK

This study aims to explore the professional acceptance
of AI-equipped social robots in specialized classrooms for
children with autism, focusing on the interaction between
decision latitude, self-efficacy, and the balance between per-
ceived benefits and workload. The findings suggest that greater
decision latitude helps offset the additional tasks associated
with robot integration, while high self-efficacy promotes a
more positive response to technology-induced challenges. Cru-
cially, successful adoption depends on whether the educational
advantages provided by the robots outweigh the time and
resource investments required. Lessons learned from this study
underscore the importance of organizational readiness, clear
communication, and comprehensive initial training sessions.
Failed attempts highlighted challenges such as robot-induced
disturbances, and difficulties maintaining consistent engage-
ment across diverse classroom contexts. The limitations of this
study include a small sample size, limiting generalizability,
and the specificity of the cultural and organizational contexts
which may affect broader applicability. Technical limitations
of the robots themselves, such as restricted adaptability and
user-friendliness for non-specialist educators, also emerged
as significant barriers. In conclusion, our analysis highlights
the challenges and opportunities faced by special education
groups, emphasizing the importance of a balanced approach
to maximize benefits while mitigating risks. The integration
of robots into these environments must be carefully planned
to minimize perceived disruption and foster a collaborative,
supportive work environment, ultimately enhancing interac-
tions between children and professionals in autism therapy.
The adoption of educational robots is influenced by numerous
factors, including affective and social variables, robot design
and configuration, and anthropomorphism. Future research
should investigate these dimensions more precisely, focusing
on technical enhancements such as adaptive algorithms for
real-time behavioral analysis, machine learning-driven predic-
tive engagement models, and modular robot designs. Addi-
tionally, future efforts should include larger-scale, multi-site
studies and extensive educator training programs to improve
usability and effectiveness, thereby better aligning educational
robots with teachers’ needs and expectations while minimizing
potential resistance.
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Abstract—Autism is a neurodevelopmental trouble which af-
fects 1 child per 100 in the world. Known symptoms make
museum exhibits difficult to access. The use of Augmented Reality
(AR) (covering real environment with digital objects) by this
population is growing rapidly but remains poorly documented,
especially in the context of museum visits. AR used in this context
often involves the use of a tablet and not a headset, as in the
present experiment. 40 recruited participants will visit museums
using augmented reality devices. The benefits of such a device will
be assessed using an ergonomic evaluation grid. Psychometric
tests will also be proposed to assess the cognitive cost of the
protocol for the participants, alongside with observation and
interviews. In this way, data about acceptability of the equipment,
suitability of the software for our participants, relevance of the
course and content of the application and about the behaviour
induced by the AR device will be collected. This project aims
to assess to which extent augmented reality can be implemented
in the realization of a tour museum route by a participant with
an autism spectrum disorder. This research will shed light on
the advantages of using an augmented reality headset compared
with a tablet, which has already been widely documented. In
addition, a comparison between traditional visits and visits based
on augmented reality will truly highlight the benefits of AR
technology. Ergonomic criteria relevant for ASD participants not
yet explored in the literature will also be investigated.

Keywords-autism; augmented reality; museum; inclusive culture;
ergonomic.

I. INTRODUCTION

This first section will give an overview of the existing
litterature relative to our work about Autism Spectrum Dis-
orders, stakes of cultural inclusion and Augmented Reality
Challenges.

A. Particularities of ASD and care

France has approximately 700,000 people with Autism
Spectrum Disorders (ASD), including 100,000 children. As
described in the Fifth Edition of Diagnostic Manual of Mental
Disorders (DSM-5) and the Eleventh Edition of International
Classification of Diseases (ICD-11), social interaction and
communication deficits are key characteristics of autism. Peo-
ple with autism are a very heterogeneous group and it is

difficult to list defining symptoms. Rapid progress in tech-
nology, especially in the area of robotics, offers tremendous
possibilities for innovation in treatment for individuals with
Autism Spectrum Disorders (ASD). Advances in recent years
have enabled robots to fulfill a variety of human-like functions,
as well as to aid with the goal of improving social skills
of individuals with ASD. Autistic children typically have
difficulties with social interactions and cooperation. So, they
might be uncooperative because they have not learned the
appropriate behaviour for different social situations. Or they
might not be able to manage the strong or difficult emotions,
like anger, frustration or anxiety.

B. Stakes of cultural inclusion

Museums are places of culture and knowledge open to
all. Unfortunately, without sufficient adaptations, many people
with disabilities can find it difficult to fully enjoy these places.
This project proposes the discovery and inclusion of children,
teenagers and adults with disabilities in artistic culture, through
augmented reality. Our desire to promote inclusive culture is
fully in line with the work of the Culture-Handicap national
commission set up in 2001, which is working to adapt cultural
environments, particularly through digital tools. As a result,
the commission has highlighted the effectiveness of augmented
reality, particularly for the deaf and hard-of-hearing (Ministry
of Culture, 2021). It thus affirms the need to include people
with disabilities in the world of culture. However, access to
culture can present challenges for people with disabilities. It is
therefore necessary to adapt the activities and media on offer to
enable them to access, produce and understand cultural works.
Digital tools are becoming increasingly popular, and meet the
adaptation needs of autistic people. There are many advantages
to adapting a museum exhibition for people with disabilities. It
ensures that culture is accessible to all, including people with
disabilities. Indeed, disability is a social reality that affects
around 20% of the French population. In addition, the use of
digital tools is becoming increasingly popular, and meets the
needs of autistic people in particular.

31Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-266-1

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

AIVR 2025 : The Second International Conference on Artificial Intelligence and Immersive Virtual Reality

                            38 / 79



C. Augmented reality challenges

Augmented Reality (AR) is defined as a covering of our
real environment with digital and computer-generated objects.
They consider it to be a conceptually and historically derivative
of virtual reality where users are immersed in a virtual and
computer-generated environment [1]. Unlike Virtual Reality
(VR), where users are isolated from their familiar surroundings
and have the impression that the objects around are computer-
generated [1], AR systems are designed to give users the
impression that virtual objects are superimposed on real ones:
they perceive both the physical environment around them and
digital elements presented on top of it [1].

However, previous researchers point out a number of lim-
itations to augmented reality. Indeed, most augmented reality
applications are coded by professionals, with very little reuse
possible of previously produced code [2]. One of our aims is
to open up the development of augmented reality applications
to non-programming professionals, and to facilitate it with
efficient methods for creating and maintaining augmented
reality applications.

Focusing now on the use of AR in a museum, the Art++
project give a first example of AR integration in such an
environment. It was shown by the authors that augmented
reality-based tours in museums would enhance users’ learning
abilities [3]. Visits using augmented reality increased the time
spent concentrating on paintings [3].

To still illustrate the case of augmented reality used in
museums, authors use the “The Ara as it Was” AR tool, which
applies to Italy’s Ara Pacis Museum, to gather data on the
impact of augmented reality on the experience and satisfaction
of museum visitors [4]. The results highlight average and high
levels of satisfaction, confirming the effectiveness and innova-
tion of augmented reality in museums. Other dimensions, such
as the information provided by the museum, the enhancement
of cultural heritage, and the educational dimension seem to be
the most important criteria for users. Conversely, socialization,
entertainment and a sense of escape are perceived as less
important.

Litterature also mention the Archeoguide project [5], which
“provided users with personalized 3D information on missing
artifacts and reconstructed parts of damaged Greek temple
sites” [2], and the Lifeplus project [6], which offers an
innovative 3D reconstruction of ancient frescoes. Through
these projects, it was highlighted that users like to listen and
look, but not be active while using the guide [2]. Consequently,
the guide should offer story-like entities without requiring the
user to do too much [2]. In addition, users were happy to
have more visual information, especially the 3D elements [2],
but this raises an ethical question concerning the copyright of
works. It is therefore possible to involve artists in the design of
these 3D elements [2]. Other tips included the need for the tool
to provide real-time localization on a map and a navigation
guide [2]. The authors also mentioned that AR can be new to
inexperienced users, so a simple interface is needed.

Other limitations and precautions to the use of AR in muse-

ums have been noted in the literature. First of all, there could
be a lack of knowledge about the impact of augmented reality
used in museum visits on engagement and interactions with
art [3]: indeed, presently there is little literature data on user
interaction with art-related augmented reality applications. A
few other limitations, centered mainly on the use of a tablet as
an augmented reality medium for the authors’ Art++ project,
were mentioned: notably the tirability of holding the tablet and
the constraint of having to direct one’s gaze towards different
sources of information. It was also difficult to know where
to focus one’s attention due to too much information sources.
These difficulties can be overcome by using another type of
display device.

Finally, on the subject of precautions, [2] point out the
importance of adjusting the size of visual markers added by
augmented reality (as it is difficult to find the right size so
that these markers do not hide the works of art or take up too
much space). Care must also be taken not to alter the works of
art too much with superimposed elements. On the other hand,
the augmented reality museum guide should ideally run on
affordable, lightweight, easy-to-use and robust equipment. As
for the museum guide, it should not distract users’ attention,
so that they can observe the works of art directly as much as
possible.

D. Interests of an inclusive conception

Numerous studies [7] [8] show that the use of augmented
reality can increase motivation, attention and concentration and
other areas affected by ASD. AR enables interaction with the
real world, making it easier to discover and understand real-
life situations through digital content. Other studies highlight
the contribution of augmented reality with autistic children
in developing fine motor skills [9] and visual attention [10]
[11]. What is more, AR can be easily adapted. It thus takes
advantage of the marked attraction for visual stimuli by users
with ASD. This makes it possible to use this sensory modality
to convey relevant information for their benefit. It thus proves
to be an effective teaching aid [12].

Some authors added elements of usability applied to autism,
stating that the immersion offered by augmented reality in-
creases user engagement and motivation, which is crucial for
individuals with ASD who may have attention or sensory
deficits that impact their desire to learn [13]. It is also worth
noting the importance of habituation, as a headset habituation
program has been shown to reduce the stress caused by
wearing an augmented-reality headset.

Researchers attempted to explore the potential of new tech-
nologies, and more specifically augmented reality technologies
in museum settings for people with ASD [14]. To this end,
they developed a support based on these technologies to make
a museum visit more accessible for people with autism. The
results that emerged from the experiments linked to this visit
showed that augmented reality enabled significant benefits and
improvements in terms of autonomy and the ability to explore
the museum for people with disorders or more specifically an
autism spectrum disorder.
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As for the authors of [15], they gave some examples of
conduct and adaptations that may be necessary when using
a virtual/augmented reality headset by an ASD audience in a
museum. These include site-specific features (sufficient size,
calls to interact, 360° angle view of works, special effects
used sparingly, works easy to handle, plurality of media types,
simplicity of language), content-related elements (easy-to-read
information, high contrast, large font, system for reading
written text, pictograms, colorful illustrations), as well as items
relating to the use of the helmet (customization of brightness,
several types of support possible, several types of locomotion
mode, limiting the use of fine motor skills, customization
of the environment, avoiding triggers for side effects of the
headset).

In short, there are few references in the literature on the use
of augmented reality in cultural environments for people with
ASD. However, there are already a few clues as to how to
develop an augmented reality tool for such a population. The
rest of the paper is structured as follows. In Section II, we
present the objective of the study alongside with our main and
secondary hypotheses. Then, in Section III, we describe the
material and methods of the study : it emphasises participants,
protocol, tools and equipment used. Section IV is dedicated
to discussion and we finally conclude and discuss future work
directions in Section V.

II. HYPOTHESES

Now, objectives and main hypotheses will be introduced.

A. Objective of the study

This project will first study the degree of acceptability of
augmented reality headsets by a public of children with ASD
according to pre-established criteria. It will then focus on the
ergonomic evaluation of an augmented reality application used
by the very same population to enhance two visit itineraries of
the Musée de L’Ecole de Nancy, making them comprehensible
and adapted to the particularities of ASD children.

B. Main hypothesis

The research problem is as follows: To what extent can
augmented reality be implemented in a museum exhibition to
enhance comprehension for individuals with ASD?

C. Secondary hypotheses

• Sub-hypothesis 1: When the hardware, software and
content presentation criteria scores are high, subject will
perceive the application as being more recreational.

• Sub-hypothesis 2: When the hardware, software and
content presentation criteria scores are high, subject will
perceive the application as being more educational.

• Sub-hypothesis 3: For an ASD participant, completing
an AR course results in a higher educational nature
perception than during a conventional course.

• Sub-hypothesis 4: For a participant with ASD, an AR
tour enables them to find their way around the museum
better than during a conventional tour.

III. MATERIAL AND METHODS

Methods will be described here through participants, the
global protocol, the tools, and the equipment used.

A. Participants

Regarding the participants, it is envisaged to recruit 30
children and adolescents with autism spectrum disorder and
intellectual disabilities from the various establishments of the
J.B. Thiéry association in Maxeville, France. These partic-
ipants are aged between 8 and 16. Ten adults participants,
also with an autistic spectrum disorder and aged between 18
and 35, will be recruited from the GEM Autisme (Groupement
d’Entraide Mutuelle Autisme) in Nancy, France.

Non-inclusion criteria for the recruitment of our participants
have been implemented. We have therefore decided not to
include participants with autism comorbidities, such as the
presence of another neurodevelopmental disorder, participants
who are prone to epilepsy or who experience headaches when
wearing the augmented reality headset.

B. Protocol

The first step of the research is the development of an
augmented reality application that will be used during visits
to the Musée de l’Ecole de Nancy. This application will be
divided in two parts. One will be devoted to a themed floral
tour, while the other will focus on a tour about the fauna. Once
participants have been recruited according to the criteria set out
above, an initial test of the application will be carried out with
teachers and accompanying adults. In this way, adjustments
may be made in anticipation of the experimentation with
participants. Then, the benefits of using augmented reality
in the context of a museum visit for an ASD public will be
assessed during the experimental phase.

C. Tools

Now, the evaluation tools expected to be used in the
research will be introduced. Some of these have been found
in the literature, while others have been designed specifically
for the study.

1) Ergonomic evaluation grid: The first tool that has been
developed, which is also the focus of our experimentation,
concerns the ergonomic evaluation of the augmented reality
headset. After reviewing the literature, there was so far no
exhaustive ergonomic evaluation grid established for such a
device. In fact, only a few papers focusing on AR mentioned
some of the relevant ergonomic criteria that should be assessed
without drafting a holistic list. The grid lists the criteria already
present in the literature alongside with added elements that are
relevant to the object of study (augmented reality applied to a
museum context) and to ASD participants (Table 1).

The grid is broken down into several dimensions: criteria
relating to the hardware, the software, the behaviour of the
participants, the presentation of the content of the application
and visit as well as criteria relating to the secondary effects
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caused by wearing the headset and the cognitive cost of
completing the visit.

The hardware ergonomic criteria focus on a number of
important points relating to the headset use. For each partici-
pant, the perceived weight of the headset, temperature, tactile
acceptance, battery life, balance of the back of the helmet,
intuitive handling, adjustability, overall comfort, noise level
and ease of use will be assessed. All this information will
whether the equipment used is suitable for ASD participants
or not.

Criteria relating to the software aspect will focus on the
accessibility of the controls, hand tracking by the augmented
reality headset, the fluidity of eye tracking, the degree of
adaptation and the options offered to the user, the legibility of
the route, the content of the activities and the relevance of the
information presented. The educational and entertaining nature
of the augmented reality application will also be evaluated.
The assessment of these ergonomic criteria will bring out
relevant modifications and adjustments to implement to the
application in a user-centered approach.

The user’s behaviour during the visit will also be observed.
Notes will be taken about the user’s mood, the interactions
they initiate, their exploration of the space with their eyes
and their ability to find their way around the space. This will
bring out an overall view of the effects of the device on the
participants conduct.

About the presentation of the content, care will be taken to
ensure the simplicity of the interface and menus, the legibility
and clarity of the images and the appropriate size of the text
and images. Those pieces of information will be invaluable in
assessing the accessibility of our application.

Finally, attention will be paid to any side effects associated
with the use of the headset (such as nausea, dizziness, loss
of balance, visual fatigue, headaches, etc.). The cognitive cost
of completing the course will also be quantified using tests
that will be presented further. Due to the potential tiredness
of ASD people, it will be relevant to have an overview of
the cognitive load induced by visiting the museum with the
augmented reality device.

Most of these criteria will be assessed on the basis of
observation and interviews. However, some of them will
require the use of additional tools or the conduct of activities.
In that way, to assess the educational nature of the application,
it may be necessary to ask the participants to draw up a
narrative diagram of the activities carried out, to put in order
images in order to reconstruct the visit, to associate the images
with the museum rooms visited or to take the reverse route of
the visit and explain what has been seen. In the same way,
the cognitive cost of the tour will be observed on the basis of
psychometric tests: the comparison between the performance
of short-term memory / inhibition at the beginning and at the
end of the tour seems to be a good indicator of that cognitive
load.

2) Inhibition assessment: To assess the cognitive cost
induced by completing the augmented reality course, it is
planned to evaluate inhibition performance. With this in mind,

TABLE I. ERGONOMIC ASSESSMENT GRID.

Hardware

1. Weight 1: External battery plugged in
2: Without external battery

2. Temperature
3. Tactile acceptance
4. Battery life

5. Balance of the headset 1: With the base strap
2: With the rear support

6. Intuitive handling
7. Adjustability
8. Overall comfort

9. Noise level 1: With the fan plugged in
2: Without the fan

10. Ease of use
11. Portability

Software
12. Accessibility of controls
13. Headset hands tracking
14. Fluidity of eye tracking

15. Degree of adaptation/options proposed to the user 1: For the headset OS
2: For the application

16. Clarity of the route 1: Through the museum
2: About points of interest

17. Activities
18. Playfulness perceived by the user
19. Educational nature of the application

20. Relevance of the presented information 1: Audio information
2: Visual information

Behaviour

21. Thymia
1: Overall thymia
2: Frustration
3: Evolution of the mood

22. Interactions induced by the use of the headset
23. Exploring space with the eyes
24. Situate oneself in space

Presentation
25. Simplicity of interface and menus

26. Image legibility and sharpness 1: At arm’s length
2: At a distance of 4 meters

27. Size of text and images
Others

28. Presence of side effects during use

29. Cognitive cost of the visit 1: Short-term memory
2: Inhibition

a Stroop effect test has been extracted from the literature which
is based on a theme corresponding to one of the two thematic
courses of the application (the wildlife theme). It allows us
to rediscover the Stroop effect with boards based on animals
known to the general public [16]. Its principle is to inhibit the
quasi-automatic reading of an animal word-name in order to
name the animal presented in an associated image.

The Stroop effect is preserved despite the change in medium
type for the following reasons: The test offers a control board
where the written word corresponds to the image of the animal,
so the interference phenomenon does not occur. In addition,
the second board displays a word that does not match the
subsequent image (Figure 1). Finally, the words and images
refer to animals that are well known to everyone. As a result,
there is no risk of semantic complexity interfering with the
smooth running of the test (as well as in the classic Stroop
test with colours).

To be as faithful and close as possible to the original Stroop
effect test, it is planned to run the control condition before the
interfering condition.

Still to assess inhibition, but this time for the second course
on the theme of flora, it is envisaged to adapt the Stroop effect
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Figure 1. Stroop Effect Test based on animals [16].

that has just been presented [16] to the theme of the plants.
Based on the authors mode of presentation, the animal

theme will be transposed to a plant theme by replacing the
images and names of animals with fruits and vegetables: these
will be familiar to the general public, easily recognizable and
will not present any phonological complexity (fewer than 3
syllables) in order to preserve the purity of the test. The
Stroop effect is preserved despite the change in the type of
support because of the following reasons: The test proposes a
control condition in which the written word corresponds to the
image of the fruit or vegetable and therefore the interference
phenomenon does not occur. In addition of that, the second
condition displays a word that does not match the subsequent
image: an interference occurs when the word is read before
the plant is named (Figure 2). Finally, the words and images
referring to fruits and vegetables are well known to everyone.
As a result, there is no risk of semantic complexity interfering
with the test (as in the original Stroop effect test with colours).

In order to be faithful and as close as possible to the original
test, the control condition will be passed before the interfering
condition. Furthermore, to be close to the material of [16],
images with a similar graphic style will be used for our plates.

Figure 2. Stroop Effect Test based on plants (adapted from [16]).

3) Short-term memory: To complete the assessment of the
cognitive cost of visiting the museum, a second dimension will
be evaluated, namely short-term memory. To this end, a short-
term memory test has been extracted from the literature called
‘Animal Race’ which is perfectly suited for the wildlife trail
part of the application. Thereafter, this test has been adapted
to the theme of flora for the second plant-based route.

For the first route (wildlife route), the participant is asked
to name the order of arrival of animals in a race after the
examiner has verbally given the order of arrival. The number
of animals involved in the race varied from 2 to 7, enabling
memory span to be measured.

The animal race test has been chosen because it has the
advantage of not involving language to any great extent, and
is therefore accessible to as many people as possible. That
choice has also been made because of this test ability to isolate
working memory. There are a number of reasons for this:
first, the animals have short and simple names that do not
require overly complex phonological processing. In addition,
the animals used in the test are familiar to everyone and it is
easy to associate them with images: there will therefore be no
interference from semantic complexity during the assessment.

As for the flora trail, the animal race test has been adapted
to a plant-based version. The subject will be asked to rank
plants according to their development and highest growth.

Based on the reference article on the animal race, four
criteria emerge for choosing the plants to be ranked: Firstly, the
plants should have a short, simple name that does not require
overly complex phonological processing (to avoid any form
of phonologically induced overload). Ideally, they should be
monosyllabic. Next, the word associated with the plant should
be familiar to everyone as far as possible, and its semantic
association easy. This is to avoid any bias due to the potentially
complex meaning of the words. In addition, the plants must be
linked to pictograms that are easily recognizable and presented
in a common graphic style. Finally, 7 different plants had to
be implemented in order to cover a memory span of 7 items
as in the original test.

In addition to that, to respect the race principle, the plant
presented first by the examiner will have the highest growth
and so on in descending order. Also, each item in the plant
race will be associated with an item in the baseline test, in a
such way that the word presentation order will be identical to
the original test.

Figure 3. Pictograms used for our adaptation of the animal race test entitled
‘the plant race’.

D. Equipment

Regarding the equipment, it is planned to use Meta Quest 3
headsets of the Meta brand. To ensure a better balance between
the front and back of the headset, an additional strap will be
clipped to the device.

IV. DISCUSSION

The use of Augmented Reality (AR) in museums is an
emerging field that holds significant potential, especially for
enhancing accessibility among populations with specific needs,
such as individuals with Autism Spectrum Disorders (ASD).
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Figure 4. Meta Quest 3 picture.

Most existing studies have utilized tablet-based AR technolo-
gies, which, despite their documented advantages, present
certain ergonomic drawbacks. Tablets can induce user fatigue
due to prolonged carrying and create divided attention between
the screen and physical exhibits. In contrast, AR headsets have
the potential to mitigate these limitations, offering a more
immersive, hands-free experience that allows users to engage
directly with artworks without the distraction of constantly
shifting their gaze.

In exploring the implementation of AR headsets within
museums, particular attention must be given to the ergonomic
and ethical considerations. Ergonomic criteria, such as de-
vice weight, ease of handling, comfort, visual clarity, and
adaptability to individual user needs, are crucial to ensure
effective and comfortable usage, particularly for users with
ASD, who may exhibit heightened sensory sensitivities or
distinct interaction patterns. The evaluation grid developed
in this study specifically targets these ergonomic criteria,
providing comprehensive insights into the suitability of AR
headsets for this audience.

From a methodological perspective, the current project ad-
dresses a notable gap by systematically comparing AR-guided
museum tours using headsets with traditional museum visits.
This approach allows for rigorous evaluation of AR’s actual
impact on visitor engagement, comprehension, and overall
experience.

V. CONCLUSION AND FUTURE WORK

This Work in Progress article gives us the opportunity to
present our theoretical foundations. This was followed by a
description of our methodology and the results we hoped to
achieve. Finally, the discussion highlighted the implications
that this research could have on the scientific landscape.

New evaluation tools developed specifically for this re-
search, including ergonomic assessment grids, cognitive load
evaluations through psychometric tests, and observational
methods, provide robust mechanisms to measure not only
usability but also educational and recreational outcomes. The
evaluation of the relevance of these tools will be a part of our
future work.

Ultimately, this project will deliver valuable empirical in-
sights into the advantages and limitations of AR headset use

within museum settings for individuals with ASD, highlighting
critical ergonomic factors and the necessity of personalization.
The results will contribute significantly to inclusive cultural
practices. This will allow us to developp in the future practical
guidelines for subsequent developments in accessible AR
museum technologies.
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Abstract— Virtual environments are increasingly integrated 

into diverse domains, redefining how individuals perceive and 

interact with their surroundings. These environments hold 

significant potential to influence human experiences, 

particularly through the dimensions of presence, 

connectedness, and immersion. Understanding these concepts 

is essential for optimizing the design and application of virtual 

systems in education, healthcare, and other societal contexts. 

This research examines the impact of virtualization on the 

perception of presence, connectedness, and immersion by 

comparing real-world, mixed, and fully virtual environments 

using a mixed-methods approach. The qualitative analysis 

engaged 5 participants exploring object interactions across 

real, MR, and VR settings, while the quantitative analysis, 

involving 31 participants, assessed introductory games 

specifically in MR and VR scenarios. Results indicate that 

connectedness is strongest in real-world scenarios, diminishing 

with increased virtualization, while immersion and presence 

show no significant variance across environments. The lack of 

physical feedback and reduced sensory stimuli in VR and MR 

environments were primary contributors to these differences. 

The findings underscore the necessity of real interactions in 

education and healthcare, suggesting consumer protection 

measures for Virtual and Mixed Reality environments. 

Keywords— Extended Reality; Presence; Immersion; 

Connectedness. 

I.  INTRODUCTION 

Mixed Reality (MR) and Virtual Reality (VR) create new 
realities that deeply impact our experiences. For instance, 
VR enables immersive training simulations for medical 
personnel [1] and revolutionizes customer experiences in 
retail [2]. In the entertainment industry, VR introduces new 
forms of cinema and interactive experiences [3]. MR is used 
to create realistic educational environments that enhance 
learners' presence and engagement [4]. This raises the 
question of how these technologies influence fundamental 
aspects of our reality. 

This study examines the key concepts of presence, 
immersion, and connectedness in the context of VR and MR 
to understand how different levels of virtualization affect our 
perception and interactions. The significance of this research 
lies in gaining a deeper understanding of how these 
technologies shape human experience and behavior. The 

impact on the perception of presence, immersion, and 
connectedness is particularly important, as these factors 
significantly alter user experience in VR and MR 
applications, as this study demonstrates. 

Despite numerous studies analyzing individual aspects of 
VR and MR [5][6], comprehensive investigations comparing 
these technologies with each other and with the real world 
are lacking. This study addresses this research gap by 
comparatively examining how experienced connectedness, 
presence, and immersion differ in VR, MR, and real 
environments. 

The primary aim of this research is to systematically 
explore the impact of Extended Reality (XR) on experiential 
factors such as connectedness, presence, and immersion 
using a mixed-methods framework. This objective is 
subdivided into two specific goals: (1) The qualitative goal 
focuses on exploring participant perceptions of XR in terms 
of presence, immersion, and connectedness, aiming to 
extract deep insights into subjective experiences across 
diverse environments. Key themes and patterns discerned 
from this analysis inform the hypothesis development. This 
qualitative analysis identifies central themes and patterns that 
serve as the basis for hypothesis formation. (2) The 
quantitative goal investigates whether varying levels of 
environmental virtualization significantly affect participants' 
perceived connectedness to themselves, others, and the 
broader world. The qualitative analysis suggests that the 
perception of connectedness may be influenced by the 
degree of virtualization. These indications are tested in the 
quantitative analysis, with particular attention to the 
dimensions of connectedness. 

These objectives lead to specific research questions. The 
qualitative research questions are: How is XR perceived in 
terms of presence, immersion, and connectedness by the 
participants? What central themes and patterns can be 
identified from the subjective experiences and perceptions of 
participants in various Virtual Environments (VE)? The 
quantitative research question is: Does the degree of 
virtualization of an environment significantly influence the 
perception of experienced connectedness? These questions 
guide the qualitative and quantitative investigation to gain a 
comprehensive understanding of the impact of XR on the 
experience of connectedness, presence, and immersion. 

The study is divided into six sections to ensure a clear 
and comprehensible structure. In Section 1, the study 
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introduces the topic and outlines the objectives of the study, 
explaining the specific research questions and the 
methodology used to address them. Section 2 lays the 
theoretical foundation, focusing on the concepts of 
connectedness, presence, and immersion. Section 3 describes 
the methodological approach, explaining the use of a mixed-
methods methodology that includes both qualitative and 
quantitative approaches. It details the selection of methods, 
data collection, and analysis to ensure the research’s 
transparency and validity. Section 4 presents the study’s 
results, starting with the qualitative analysis followed by the 
quantitative analysis. It includes descriptive statistics and 
inferential statistical tests conducted to verify the hypotheses. 
Section 5 discusses the results in the context of existing 
scientific literature, explaining the implications for theory 
and practice. It critically reflects on the study’s 
methodological weaknesses, highlighting potential 
limitations. In Section 6, the study summarizes the key 
findings, emphasizes the relevance of the results for the 
development of XR technologies, and outlines future 
research directions. It demonstrates how VR and MR 
influence the sense of connectedness, presence, and 
immersion, and outlines practical applications. 

II. THEORETICAL FOUNDATIONS 

A. Definition and theoretical construct of connectedness 

This study explores the concept of connectedness based 
on the theoretical framework proposed by Watts et al. [7]. 
According to Watts et al. [7], connectedness is defined as a 
state of feeling connected to oneself, others, and the world. 
The dimension of self-connectedness is often experienced in 
therapeutic contexts and involves a deep sense of connection 
with one's senses, body, and emotions [7]. It arises through 
awareness, acceptance, and alignment of one's behavior with 
this awareness [8]. Social connectedness refers to the feeling 
of belonging and attachment to other people and 
communities [9]. Watts et al. [7] describe this as the view of 
oneself in relation to others, cognitive structures of 
interpersonal relationships, and the perception of isolation. 
Social relationships significantly contribute to physical and 
mental health and act as a protective factor against 
depression [7]. Connectedness with others is fostered 
through empathy and sharing emotional experiences [10]. 
Connectedness to the world is described as transpersonal 
experiences and a sense of connection to nature and a larger 
spiritual principle [7]. This dimension includes an expanded 
self-awareness that encompasses the individual's relationship 
with the world and the universe [7]. Phillips-Salimi et al. 
[11] also describe connectedness as a multidimensional 
concept involving emotional closeness to others, a sense of 
community and belonging, and engagement in social 
networks. Essential characteristics of these social 
relationships include intimacy, empathy, trust, and 
reciprocity [11]. 

B. Definition and theoretical construct of presence 

Slater and Wilbur [12] describe presence as a 
multifaceted concept that conveys the subjective feeling of 

actually being in a specific environment, whether real or 
virtual. This state of consciousness can be related to 
immersion and the sensation of being in a particular setting. 
Presence affects aspects of autonomous responses and 
behavior in a VE [12]. 

According to Witmer and Singer [13], the feeling of 
presence in VEs depends on various factors, including the 
quality of sensory impressions and the technology’s ability to 
mask physical reality. Presence is described as the subjective 
experience of truly being in an environment, even if the body 
is physically elsewhere. The authors believe that presence is 
a normal consciousness phenomenon requiring focused 
attention and is based on the interaction between sensory 
stimuli, environmental factors that promote engagement and 
immersion, and internal tendencies towards involvement 
[13]. The feeling of presence is often enhanced by 
immersion, which describes the technological properties that 
enable immersion in the virtual world [12]. 

Presence, as described by Slater and Wilbur [12] in their 
work A Framework for Immersive Virtual Environments 
(FIVE), is a central theoretical model in this analysis. This 
model is used as a theoretical construct to examine the 
subjective experience of presence in VEs. It provides a 
comprehensive framework for investigating the design of 
VEs. Slater and Wilbur [12] state that participants who 
experience a high level of presence should perceive the VE 
as a more engaging reality than the surrounding physical 
world. This intense feeling leads to the environment created 
by the displays being perceived as real places rather than 
mere seen images. Another important aspect of presence is 
the ability to remove the participant from everyday reality 
and place them in an alternative, self-contained world with 
its own actions and dynamics. This dimension of presence, 
which Slater and Wilbur call “plot,” allows participants to 
act and interact in the VE, further enhancing the feeling of 
presence [12]. 

Slater [14] introduced Place Illusion (PI) and Plausibility 
Illusion (Psi), distinguishing between the sensation of being 
in a virtual space and the credibility of the scenario [14]. 
Later, Slater et al. [15] emphasized that both PI and Psi are 
essential for realistic user responses in virtual environments 
[15]. 

C. Definition and theoretical construct of immersion 

Immersion is a central concept in the field of VEs. This 
thesis primarily utilizes the theoretical framework of Witmer 
and Singer to examine immersion. Witmer and Singer [13] 
define immersion as a psychological state where an 
individual perceives being surrounded by an environment, 
continuously receiving stimuli and experiences. Factors 
influencing immersion include isolation from the physical 
environment, perception of involvement in the VE, natural 
interaction and control capabilities, and the perception of 
self-movement within the VE. The use of head-mounted 
displays is crucial as they obscure the physical environment 
and create a sense of isolation. Additionally, natural 
interaction enhances immersion; when users can interact and 
control the VE naturally, their immersion is strengthened. 
The perception of self-movement, or the feeling of 
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navigating within the VE, is also a key aspect of immersion 
[13]. 

Slater [16] offers another theoretical construct for 
explaining immersion. He defines immersion as the ability of 
a VR system to simulate a realistic VE. The better the system 
mimics reality, the higher the degree of immersion. A system 
that involves the entire body in perception offers higher 
immersion than one that only allows viewing a screen. A 
system's capacity to replicate another is recognized as a 
fundamental metric for assessing immersion. A highly 
immersive system could simulate the experience of a less 
immersive one. Researchers can use these differences to 
study how the illusion of being in the virtual world and 
people’s reactions to events in the virtual world are 
influenced by the degree of immersion [16]. 

Immersion is not merely a property of the system or 
technology enabling the experience. It is a state of deep 
mental engagement where awareness of the physical 
environment is reduced or completely dissociated due to a 
shift in attention [17]. 

Nilsson et al. [18] conduct a comprehensive analysis and 
categorize existing definitions of immersion into three 
categories: as a system property, as a subjective response to 
narrative content, or as a subjective response to challenges in 
VEs. This three-dimensional taxonomy is used to discuss 
how different theories of presence relate to various 
definitions of immersion [18]. 

D. Synergy of Connectedness, Immersion, and Presence 

The study of connectedness, immersion, and presence is 
essential for a comprehensive understanding of user 
experience in various forms of reality, such as reality, MR 
and VR. These three aspects are closely interlinked and 
mutually reinforcing, enabling a profound analysis of the 
emotional and cognitive effects elicited by these different 
environments. 

To further explore the complex relationships between 
these aspects, it is helpful to examine the role of immersion 
as a central component in VEs. Smith and Mulligan [19] note 
that various manipulations of immersion, such as field of 
view, audiovisual effects, and light realism, can have 
different impacts on memory and presence. Studies indicate 
that immersion in VR environments not only affects 
presence but also other factors like interactivity and user 
satisfaction. These findings are supported by Mütterlein [20], 
who investigates the interactions between immersion, 
presence, and interactivity in a VR context. Her study shows 
that both presence and interactivity significantly contribute 
to immersion, with interactivity further enhancing presence. 
Immersion proves to be an important predictor of user 
satisfaction in VEs [20]. Additionally, Servotte et al. [1] find 
that the feeling of presence in VR correlates with individual 
tendencies towards immersion. Advanced students with a 
higher tendency towards immersion report a stronger sense 
of presence. Despite an increase in stress levels during 
immersion, the sense of presence remains high and the level 
of cybersickness low [1]. These findings highlight that not 
only the technical design of the VR environment but also 

individual user differences play a crucial role in the 
emergence of presence and immersion. 

Various factors can affect both the sense of presence and 
connectedness in VEs. McCreery et al. [21] find that 
continuous character development and socialization make 
the connectedness between the participant and their avatar so 
strong that it ultimately becomes more important for the 
sense of presence than media and environmental properties. 
A study by Young et al. [22] shows that VR can foster 
emotional connectedness through immersive experiences. By 
adopting the perspective of a protagonist in the first person 
and empathizing with their experiences through visual, 
auditory, and haptic elements, deep immersion is achieved. 
This intense immersion allows users to form a strong 
emotional bond with the protagonist, as they not only see and 
hear but also feel what the protagonist experiences [22]. 

E. Survey Instruments 

For this study, specific questionnaires are selected and 
modified to collect both qualitative and quantitative data. 
The questionnaires used include the Watts Connectedness 
Scale (WCS) [23] for assessing connectedness, the Slater-
Usoh-Steed (SUS) questionnaire [24] for measuring the 
sense of presence and the questionnaire by Tcha-Tokey et al. 
[25] for measuring immersion. 

The WCS, developed by Watts et al. [7][23], measures 
three key dimensions of connectedness: connectedness to 
oneself, to others, and to the world. The scale assesses how 
strongly a person feels connected to their own senses, body, 
and emotions, as well as emotional closeness and a sense of 
community with others. Additionally, the WCS measures the 
feeling of belonging to nature and the global context, 
including spiritual and transpersonal connections [7][23]. A 
significant advantage of the WCS is that it captures multiple 
dimensions of connectedness simultaneously, allowing for a 
nuanced analysis of social experiences. This comprehensive 
approach ensures that all relevant dimensions of social and 
personal connectedness are considered, enabling a deeper 
and more differentiated analysis of participants’ social 
experiences. The WCS is based on the theoretical 
foundations of Watts et al. [7]. The validity of the WCS 
questionnaire is confirmed through extensive testing, 
showing high correlations between the WCS scales and other 
related scales measuring psychological flexibility, well-
being, social connectedness, nature connectedness, and 
anxiety [7]. These high correlations demonstrate the 
convergent validity of the WCS, indicating that the 
questionnaire reliably captures the various dimensions of 
connectedness. 

The SUS questionnaire [24] is a recognized instrument 
for measuring the sense of presence in VEs and is used in 
various studies as a useful tool for differentiating experiences 
in real and virtual contexts. The questionnaire captures three 
key dimensions: the feeling of actually being in the VE, the 
extent to which the VE becomes the primary reality, and the 
memory of the VE as a real place. These measurements are 
closely related to the theoretical framework of the FIVE 
model by Slater and Wilbur, which is used to study presence 
[24]. 
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The questionnaire developed by Tcha-Tokey et al. [25] 
covers several key aspects of user experience, including 
presence, engagement, immersion, flow, usability, skill, 
emotion, experience consequence, judgment, and technology 
adoption [25]. However, for this study, only the section on 
immersion is selected, as it is concise and focused, precisely 
measuring the depth of participants’ immersion experiences. 
The immersion section of the Tcha-Tokey et al. [25] 
questionnaire is based on the Immersion Tendency 
Questionnaire by Witmer and Singer [13], which forms the 
theoretical basis of this study’s construct. The validation of 
the questionnaire shows reliability and sensitivity, even for 
the immersion section [25]. The specifically selected 
immersion section provides comprehensive insights into 
participants’ immersion experiences despite its brevity, 
making it suitable for this study. 

III. METHODOLOGY 

A. Mixed-Methods Approach 

For this study, selected questionnaires were used in both 
confirmatory quantitative and exploratory qualitative 
analyses. Modifications allowed for detailed qualitative 
insights into participants’ subjective experiences, enhancing 
data analysis depth. Validated questionnaires increased 
reliability and validity. Hypotheses examined the impact of 
virtualization on perceived connectedness. Qualitative 
interviews provided insights into experiences in reality, MR, 
and VR, leading to two opposing hypotheses. These were 
tested and statistically evaluated using quantitative methods. 
Pilot testing validated and optimized questions, scenarios, 
and data collection methods. To ensure the generalizability 
of results, no restrictions were placed on demographic 
variables, allowing for a diverse participant sample. Real-
world experiences serve as a benchmark for evaluating 
immersion, presence, and connectedness in virtual and mixed 
settings. 

B. Qualitative Methodology 

The qualitative methodology of this study explored how 
presence, immersion, and connectedness are experienced in 
real, MR, and VR environments. An experimental approach 
was used, ensuring maximum possible comparability across 
settings. Although the tasks do not cover the entire spectrum 
of XR applications, they were carefully selected to reflect 

 

 

Figure 1.  Plant casting task in the MR (created with Figmin XR) 

realistic use cases, enhancing ecological validity where 
possible. Each participant completed tasks in all three 
realities—utilizing real objects in the real environment, a 
combination of real and virtual elements in MR, and solely 
virtual elements in VR. In the object-finding task, 
participants located and placed tennis balls using real, mixed, 
or virtual elements depending on the environment. For the 
painting task, they engaged with either real artworks or 
virtual representations to assess emotional responses and 
presence. The plant-watering task involved using real and 
virtual watering cans to tend to real or virtual plants. 

The MR environment used the Meta Quest 3 [26], while 
the VR environment used the Oculus Rift S [27]. The 
selection of these head-mounted displays was driven by 
optimization criteria for each specific application. Although 
different headsets were used, potential biases were 
minimized by selecting devices with comparable technical 
specifications and user experience characteristics. The VR 
experiment was conducted at the University of Applied 
Sciences Würzburg-Schweinfurt, using Unity [28] to 
construct an intricate representation of the physical space, 
alongside Sketchfab [29] models. Figmin XR [30] was used 
for MR tasks. 

Strict ethical standards were maintained, with informed 
consent and anonymized data. Participants, aged 23 to 55, 
were selected based on VR and MR experience and 
technological affinity, resulting in 5 participants. 

Semi-structured interviews, averaging 22 minutes per 
scenario, were conducted and transcribed manually. The 
interview guide followed Misoch’s [31] recommendations, 
covering presence, immersion, and connectedness. Modified 
questionnaires were used, with closed questions converted 
into open-ended ones to gain more detailed insights. 
Presence questions were based on the SUS questionnaire 
[24], immersion questions on Tcha-Tokey et al. [25], and 
connectedness questions on the WCS [23].  

Thematic coding identified patterns in participants’ 
experiences across environments. Case summaries and 
descriptive analyses supported the findings. 

C. Quantitative Methodology 

The quantitative methodology aimed to systematically 
investigate perceived connectedness and the impact of 
virtualization. Based on qualitative insights, the null 
hypothesis (H₀) posited no impact of virtualization on 
connectedness, while the alternative hypothesis (H₁) 
suggested higher virtualization weakens this perception. 

The quantitative component employed an experimental 
design, randomly assigning participants to MR or VR 
conditions to minimize order effects and facilitate causal 
inference. To ensure a comprehensive dataset, each 
participant engaged with all three scenarios, namely reality, 
MR, and VR. They completed standardized questionnaires 
reflecting on recent real-world experiences and then 
interacted with either MR or VR applications. The study was 
conducted in a controlled lab environment to ensure data 
comparability. 

However, it is important to note that the scenarios were 
not fully comparable across environments. The applications 
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“First Encounter” [32] (MR) and “First Contact” [33] (VR) 
were chosen for their role as playful introduction games 
designed to familiarize users with the fundamental 
interactions of VR and MR using the Meta Quest 3. The 
selection of these applications was made because they 
simulate typical interactions and challenges encountered in 
real-world XR scenarios, thereby enhancing the ecological 
validity of the study and offering realistic interactions 
particularly relevant in the XR industry. The global VR 
market, estimated at $12.3 billion in 2023, is growing at a 
projected average annual growth rate of over 23%, with the 
gaming industry being a significant driver of this growth 
[34]. For the real-world scenario, participants were 
instructed: “Think of a moment when you recently 
discovered or explored something new.” This instruction 
served as the real-world baseline, without the use of any 
specific app or task. 

Strict ethical standards were maintained, with informed 
consent and anonymized data. Participants, aged 18 to 70, 
were recruited based on diverse backgrounds and technology 
experiences, resulting in 31 participants. 

The variables examined included the degree of 
virtualization as the independent variable and perceived 
connectedness as the dependent variable, evaluated using the 
questionnaires outlined in the Survey Instruments Section. 
Immersion and presence were treated as secondary variables, 
also assessed using these instruments, and these 
measurements involved a sample of only 5 participants. Data 
analysis involved descriptive and inferential statistics using 
JASP [35]. The Shapiro-Wilk test was used to check data 
normality. Parametric tests (paired t-tests) were used for 
normally distributed data, while non-parametric tests 
(Wilcoxon signed-rank tests) were used for non-normally 
distributed data. A significance level of 0.05 was set. 

This methodological approach facilitated valid insights 
into the effects of virtualization on connectedness. Statistical 
evaluations were conducted with significance determined at 
p-values below 0.05, and effect sizes calculated to ascertain 
practical relevance. 

IV. RESULTS 

A. Qualitative Results 

The results revealed nuanced differences in the subjective 
experiences of participants, which were critically analyzed to 
identify recurring patterns and deviations. 

The findings pertaining to presence underscored its 
dependence on attention, a sense of being, and the clarity of 
memory. In the real environment, participants demonstrated 
consistently high levels of attention, with their presence 
marked by an acute awareness of their surroundings and 
vividly clear memories of the experiences. The qualitative 
accounts suggest that the tangibility of the real environment 
and the natural continuity of interactions were instrumental 
in sustaining this strong sense of presence. In MR, presence 
remained robust yet exhibited slight variability due to the 
duality of real and virtual elements. While many participants 
appreciated the added richness of MR, they also noted 
occasional challenges in maintaining focus or seamlessly 

integrating the two layers of reality. By contrast, VR posed 
distinct challenges to presence, as some participants reported 
diminished attention or felt disconnected from the immersive 
environment, attributing these effects to its artificial nature 
or technological limitations. However, others found the 
novelty of the VR experience engaging, which heightened 
their attention and focus. 

Immersion, a pivotal construct in the study, was deeply 
influenced by individual preferences and the participants’ 
expectations of the environments. In VR, participants who 
perceived the virtual environment as sufficiently high-quality 
and engaging reported profound immersion, characterized by 
deep emotional and cognitive involvement. However, for 
others, technological shortcomings or a perceived lack of 
realism detracted from their ability to fully engage with the 
virtual environment. MR, while offering a more balanced 
integration of real-world familiarity and virtual novelty, 
elicited diverse responses. Several participants described MR 
as enabling a unique, albeit somewhat partial, sense of 
immersion, reflecting both the strengths and inherent 
limitations of blending real and virtual elements. The real 
environment, conversely, evoked a stable yet less dynamic 
form of immersion, anchored in the predictability of familiar 
settings. 

Connectedness, encompassing emotional and physical 
bonds with oneself, others, and the broader environment, 
exhibited a clear inverse relationship with the degree of 
virtualization. Participants consistently reported the strongest 
feelings of connectedness in the real environment, which 
they attributed to direct sensory feedback, natural social 
interactions, and the inherent authenticity of their 
surroundings. In MR, connectedness was notably weaker, as 
participants often struggled to reconcile the duality of real 
and virtual elements. VR elicited the lowest levels of 
connectedness, with several participants describing a 
pronounced sense of isolation. This phenomenon was 
particularly evident in their qualitative accounts, where 
descriptions of VR environments frequently included 
metaphors of detachment and enclosure, such as being 
"sealed in a bubble" or "cut off from the outside world." 
These findings suggest that the abstraction inherent in virtual 
environments may undermine the fundamental human need 
for tangible and reciprocal interactions. 

To build upon these findings, hypotheses were derived to 
formalize the observed relationships between virtualization 
and its effects on connectedness. The null hypothesis (H₀) 
posited that the degree of virtualization exerts no influence 
on connectedness across its various dimensions. In contrast, 
the alternative hypothesis (H₁) proposed that increasing 
levels of virtualization, from reality to MR and VR, 
progressively diminish connectedness. These hypotheses, 
while rooted in the qualitative observations, were designed to 
guide subsequent quantitative analyses, thereby enabling the 
systematic validation of theoretical assumptions. 

The transition to a quantitative approach sought to 
empirically test these hypotheses through standardized 
instruments designed to measure presence, immersion, and 
connectedness across the three environments. 
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TABLE I.  T-TEST FOR PAIRED VARIABLES OF THE WCS 

Variable 1 Variable 2 t p Cohen's d 

WCS in reality WCS in MR 5.798 < 0.001 1.041 

WCS in reality WCS in VR 5.321 < 0.001 0.956 

WCS in MR WCS in VR -0.023 0.982 -0.004 

 

B. Quantitative Results 

The descriptive statistics indicated a clear decline in 
connectedness as the degree of virtualization increased. 
Connectedness to oneself, others, and the world was highest 
in reality, followed by MR and VR. For example, 
connectedness to oneself in reality had a mean of 66.253 (SD 
= 16.518) and a median of 67.833, compared to MR (M = 
54.172, SD = 19.873) and VR (M = 54.871, SD = 15.165). 
Total connectedness scores followed a similar trend, with 
reality yielding the highest mean (M = 59.156, SD = 12.688) 
compared to MR (M = 45.125, SD = 10.116) and VR (M = 
45.169, SD = 9.752).  

Normality tests using the Shapiro-Wilk test showed that 
most paired differences adhered to a normal distribution (p > 
0.05), allowing for the use of paired t-tests in hypothesis 
testing. For non-normally distributed variables, the Wilcoxon 
signed-rank test was applied to ensure statistical rigor. The 
results highlighted significant differences in connectedness 
between reality and both MR and VR across all dimensions, 
while comparisons between MR and VR revealed negligible 
differences. 

The paired t-tests demonstrated that reality consistently 
yielded significantly higher connectedness scores than both 
MR and VR for all dimensions of connectedness. Table I 
summarizes the paired t-test results for the WCS variables. 
For connectedness to oneself, comparisons between reality 
and MR (t = 2.876, p = 0.007, Cohen's d = 0.517) and 
between reality and VR (t = 2.882, p = 0.007, Cohen's d = 
0.518) revealed statistically significant differences, 
indicating a marked reduction in self-connectedness as 
virtualization increased. A similar trend was observed for 
connectedness to others, with reality scoring significantly 
higher than MR (t = 3.510, p = 0.001, Cohen's d = 0.630) and 
VR (t = 4.512, p < 0.001, Cohen's d = 0.810). The 
differences were most pronounced for connectedness to the 
world, where reality also outperformed both MR (t = 5.519, 
p < 0.001, Cohen's d = 0.991) and VR (t = 3.608, p = 0.001, 
Cohen's d = 0.648). The aggregated total connectedness 
scores mirrored these findings, with reality scoring 
significantly higher than MR (t = 5.798, p < 0.001, Cohen's d 
= 1.041) and VR (t = 5.321, p < 0.001, Cohen's d = 0.956). 

These results demonstrate that reality offers a 
consistently higher degree of connectedness across all 
dimensions compared to MR and VR. The effect sizes 
(Cohen's d), ranging from moderate (0.517) to large (1.041), 
underscore the substantial impact of virtualization on 
reducing connectedness. 

In stark contrast, no significant differences were found 
between MR and VR for any dimension of connectedness. 
The paired t-tests for total connectedness (t = -0.023, p = 

0.982, Cohen's d = -0.004) and connectedness to oneself (t = 
-0.190, p = 0.851, Cohen's d = -0.034) revealed negligible 
effects. Wilcoxon signed-rank tests further supported these 
findings for non-normally distributed variables, such as 
connectedness to others (p = 0.565) and connectedness to the 
world (p = 0.276), where no significant differences were 
detected. 

As a result, the alternative hypothesis (H₁) is only 
partially supported. While the degree of virtualization 
significantly affects connectedness when comparing reality 
to MR or VR, it does not do so between MR and VR. 

The quantitative analysis of immersion and presence was 
conducted with 5 out of 31 participants under reality, MR, 
and VR conditions. The Shapiro-Wilk test indicated 
normality for 27 out of 36 variable pairs (p > 0.05). Paired t-
tests showed significant differences in 2 of 15 presence pairs, 
with reality showing higher presence than MR, and in 1 of 
21 immersion pairs, with VR showing higher immersion than 
reality. Wilcoxon signed-rank tests showed no significant 
differences across any pairs. 

V. DISCUSSION 

A. Interpretation of Qualitative Results 

The qualitative analysis provided detailed insights into 
participants' subjective experiences across different reality 
forms. 

Presence varied across settings. Real-world environments 
often fostered stronger presence due to physical interaction 
and sensory feedback. Participants described vivid memories 
and high attentiveness. In VR, presence depended on 
familiarity with the tasks and the VE. Some participants felt 
deeply immersed when the VE was realistic, while others 
reported lower presence due to difficulty engaging with the 
virtual scenario. In MR, presence combined real and virtual 
elements, offering advantages like familiarity through 
physical elements but also challenges, such as confusion 
about the nature of objects. 

Immersion measures the depth of engagement in a 
scenario. VR offered the highest immersion, supported by its 
isolating nature and ability to create a sense of self-
involvement in the VE [13]. Participants noted deep 
engagement during VR tasks, enhanced by the immersive 
design. MR had moderate immersion due to its mix of real 
and virtual elements, which sometimes caused confusion. 
Real-world environments provided physical interaction but 
were perceived as less challenging, leading to lower 
immersion. 

Connectedness revealed notable differences between the 
environments. Real-world settings fostered the strongest 
emotional and physical connections. Watts et al. [7] describe 
self-connectedness as the integration of sensory, bodily, and 
emotional experiences. Participants in real environments 
reported a stronger connection to their senses and emotions 
than in VR or MR. Social connectedness was also highest in 
real settings, attributed to physical interactions and 
immediate feedback. In VR, isolation was common, while 
MR retained moderate connectedness by incorporating real-
world elements. Connections to a greater purpose or nature 
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were weakest in virtual environments, as participants found 
the artificial settings less meaningful. 

B. Interpretation of Quantitative Results 

Quantitative analysis examined connectedness (to self, 
others, and the world), presence, and immersion. 

Watts et al. [23] emphasize the importance of sensory 
and emotional integration for self-connectedness. The lack of 
physical feedback in VR and MR might have contributed to 
the lower scores. Furthermore, cognitive dissonance caused 
by latency or visual artifacts in virtual environments could 
have hindered participants' ability to engage deeply with 
their senses and emotions. 

Physical proximity and immediate feedback in these 
environments facilitated stronger interpersonal bonds, 
consistent with Watts et al.'s [23] framework, which 
describes social connectedness as a relational and structural 
concept. In VR and MR, the artificial nature of interactions 
may have limited participants' ability to build similar 
connections, and the absence of immediate physical 
feedback could have contributed to weaker social 
connectedness. 

Connectedness to the world, including self-
transcendence, purpose, and nature connection [23], was 
examined across environments. Differences in sensory and 
emotional input may influence the depth of experiences, with 
real-world scenarios offering a richer context compared to 
the reduced authenticity of virtual environments. 

As was the case with previous expectations, presence and 
immersion showed no significant differences between reality 
forms, though VR tended to offer more immersive 
experiences, and real-world settings slightly higher presence. 
These trends could reflect the influence of task design and 
individual familiarity with the environments. 

The results clearly support the hypothesis that real 
environments foster the highest levels of connectedness. 
However, the underlying reasons for these differences might 
lie in the sensory and emotional authenticity of real 
environments, which could have facilitated deeper 
engagement across all dimensions of connectedness. In 
contrast, MR and VR seem to have provided similar but less 
impactful experiences, as no significant differences were 
observed between these two settings. The lack of a clear 
pattern in presence and immersion was unexpected. 

C. Contextualizing Connectedness 

Watts et al. [23] highlight the multidimensional nature of 
connectedness, including self-awareness, social ties, and 
global purpose. Previous studies suggest XR technologies 
enhance connectedness through empathy-driven experiences. 
For example, Schutte and Stilinović [36] found VR 
scenarios, such as a refugee documentary, significantly 
increased empathy compared to 2D media. Herrera et al. [37] 
demonstrated that VR experiences of homelessness foster 
long-lasting positive attitudes and increased social 
engagement. Additionally, Deighan et al. [38] explored 
VRChat as a tool for supporting social connectedness and 
well-being, highlighting the platform’s potential for mental 
health support. Similarly, Thabrew et al. [39] reported that 

immersive experiences could reduce social isolation and 
improve connectedness among hospitalized children and 
young people. 

The concept of self-connectedness is also well-supported 
in VR research. Ganschow et al. [5] observed that 
perspective-taking exercises in VR enhanced self-continuity 
and emotional connection to one’s future self.  

Connectedness to the world, specifically to nature, can 
also be enhanced through VR. Leung et al. [41] found that 
exposure to nature in immersive VR increased individuals' 
connectedness to nature, particularly among those with low 
affinity for natural environments. Additionally, Stepanova et 
al. [40] noted that VR simulations of the "Overview 
Effect"—a phenomenon experienced by astronauts viewing 
Earth from space—can evoke a profound sense of global 
connectedness and environmental responsibility. 

These studies demonstrate XR's potential to enhance 
connectedness. However, when comparisons are made, they 
are typically limited to traditional media or conventional 
methods, such as perspective-taking exercises, empathy-
building tasks, or self-reflection activities, rather than 
directly contrasting XR with real-world experiences. This 
limitation highlights the need for further research directly 
comparing XR and real environments. 

D. Implications 

In education, the empirical findings indicate that the 
strongest connectedness was observed in real environments, 
suggesting a substantiated prioritization of real interactions 
in learning settings to enhance the sense of connectedness. 
Strategies to enhance connectedness in virtual environments 
are crucial, focusing on methods such as fostering physical 
feedback mechanisms or incorporating real-world elements. 

In healthcare, MR can enhance the effectiveness of 
medical education, training, diagnosis, and treatment, as well 
as strengthen doctor-patient relationships [42]. However, the 
study also demonstrated isolation effects in pure VR 
applications, highlighting the need for measures to mitigate 
these effects to improve therapeutic outcomes. 

The results also underscore the necessity of addressing 
the reduced connectedness experienced by general 
consumers in XR technologies to safeguard their emotional 
well-being. 

No significant differences in presence and immersion 
were found between VR, MR, and real environments, 
suggesting that VR and MR can offer comparable 
experiences. Further research is needed to address limitations 
in fostering emotional and social connectedness. 

E. Limitations 

This study faced several limitations that should be 
considered when interpreting the results. 

The sample size and composition posed a key limitation. 
While the qualitative sample included 5 participants and the 
quantitative sample 31, these numbers might be insufficient 
for drawing generalizable conclusions. Although 
demographic diversity was ensured, future studies with 
larger and more varied samples could enhance the robustness 
of findings. 
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A notable methodological limitation was the design of 
scenarios for the virtualization levels. Despite careful 
replication, these tasks did not reflect typical use cases, 
potentially limiting the authenticity and applicability of MR 
and VR experiences to real-world scenarios. 

In the quantitative analysis, standard introduction 
applications were used to ensure representative MR and VR 
experiences. However, these applications differed between 
conditions, restricting direct comparability. For instance, 
real-world experiences relied on participants recalling past 
events, which significantly depended on the nature of the 
memories themselves. This reliance may have influenced the 
comparability with MR and VR scenarios, as the type and 
context of the recalled memory could impact the measured 
variables. With more resources, improved research designs 
could potentially have led to more robust findings. 

Another limitation was the absence of social interaction 
in the connectedness measurements. Scenarios lacked 
interaction with other users, reducing the ability to assess 
social connectedness. While efforts were made to cover all 
aspects of connectedness, resource constraints unfortunately 
limited the ability to address each aspect equally well. Future 
studies should include social components for a more 
comprehensive understanding of connectedness. 

The use of the WCS scale introduced another constraint. 
Originally developed for general connectedness and 
validated in contexts such as psychedelic experiences [7], the 
WCS was not specifically designed for VR and MR. This 
limitation may have prevented it from capturing nuanced 
aspects of connectedness unique to these environments. 

The quantitative analysis used limited statistical methods; 
additional techniques such as ANOVA or MANOVA could 
have provided deeper insights into variable relationships, 
especially if demographic factors were included. 

Several factors, suggested by prior research as potentially 
influencing VR and MR experiences, were not examined in 
this study. 

Consequently, claims regarding XR’s impact on 
connectedness should be made cautiously until sufficient 
empirical evidence supports them. 

VI. CONCLUSION AND FUTURE WORK 

A. Conclusion 

This study provided significant insights into VR and MR 
research, particularly concerning connectedness, presence, 
and immersion. The qualitative analysis explored how XR 
environments are perceived regarding these variables, while 
the quantitative analysis examined the impact of 
virtualization levels on perceived connectedness, focusing on 
self, others, and the world. 

Findings revealed no consistent significant differences in 
presence and immersion between VR, MR, and real 
environments. However, connectedness was found to be 
stronger in real environments compared to VR and MR, 
partially confirming the hypothesis that the degree of 
virtualization influences connectedness. The absence of 
significant differences between VR and MR suggests that 
these technologies may affect connectedness in similar ways, 

with physical presence and sensory stimuli likely being key 
factors for fostering connectedness. 

These findings emphasize the importance of real-world 
sensory stimuli and physical presence for connectedness 
while highlighting VR and MR's potential as less intensive 
alternatives. Prior research indicates that VR and MR can 
enhance connectedness when replacing empathy-focused 
tasks, but caution is warranted when these technologies 
substitute real-world experiences, as they may reduce 
connectedness. By directly comparing these technologies 
with real environments, this study contributes to 
understanding their social and psychological impacts. 

The practical applications of these findings are diverse. 
The strong connectedness observed in real environments 
suggests that educational settings should prioritize real 
interactions. In cases where physical presence is not possible, 
MR and VR can be effective alternatives, provided strategies 
are implemented to address the lower levels of 
connectedness typically found in virtual environments. 

Given the widespread use of VR, AR, and MR in 
industries such as gaming, healthcare, and education, 
addressing connectedness is essential for user well-being. 
Research shows that connectedness to self, others, and the 
world is often significantly lower in VR and MR. Measures 
should be taken to understand and mitigate potential negative 
effects on emotional well-being, particularly in therapeutic 
contexts where a lack of connectedness could hinder 
treatment outcomes. 

The study also suggests that VR and MR can achieve 
levels of presence comparable to real-world settings, opening 
new possibilities in training, education, and therapy without 
concerns about perceived presence. Similarly, immersion 
effects in VR and MR are comparable to those in real 
environments, making these technologies suitable for 
applications requiring deep engagement. 

However, the study faced limitations. The small sample 
size may limit the generalizability of results. The absence of 
social interactions in measuring connectedness and the use of 
the WCS, which was not specifically designed for VR and 
MR, further constrained the findings. 

This study makes valuable contributions to VR and MR 
research, demonstrating how these technologies influence 
connectedness, presence, and immersion. The findings hold 
practical relevance for education, therapy, and entertainment 
while forming a foundation for future studies to further 
explore and expand these insights. While VR and MR offer 
numerous benefits, their potential to create new realities that 
influence connectedness must be critically examined to 
ensure their use delivers positive outcomes without 
unintended negative effects. 

B. Future Work 

Several areas for future research remain to deepen and 
expand the findings of this study. Future studies should 
incorporate larger and more diverse samples to enhance the 
generalizability of results. Utilizing advanced data analytics 
platforms could facilitate this process. Including participants 
from varied demographic groups could provide valuable 
insights, as connectedness, presence, and immersion may be 
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experienced differently across populations. This is 
particularly important given the limited research comparing 
VR and MR environments to real-world settings. 

Further exploration of specific variables, such as the 
long-term effects of VR and MR experiences, is needed. 
Wearable technology could help track these over time. 
Examining how connectedness, presence, and immersion 
evolve over time could reveal the sustainability of these 
effects. Methodological improvements, such as refining and 
validating the WCS for VR and MR contexts, could enhance 
the accuracy of future studies. VR platforms with built-in 
tools can streamline this process. Additionally, new or 
supplementary methods could provide richer data and better 
address the unique challenges of these environments. 

Practical applications of these findings in education, 
therapy, and industry warrant further investigation. 
Developing interventions based on these results could 
improve the effectiveness and usability of VR and MR 
technologies. AI-driven social interactions could enhance 
realism. Integrating social interactions in VR and MR 
environments may improve the measurement of social 
connectedness and provide more realistic application 
scenarios. 

Longitudinal studies are needed to assess the long-term 
stability and application of these findings. Regular 
monitoring of connectedness, presence, and immersion over 
time could offer a more comprehensive understanding of 
their progression. Interdisciplinary collaboration could bring 
new perspectives and foster innovative approaches by 
involving experts from psychology, sociology, and computer 
science. 

Finally, social and cultural factors should be examined to 
understand their impact on VR and MR experiences. 
Adapting research to various cultural and social contexts 
could increase the generalizability and relevance of findings. 
Leveraging international research networks could be 
beneficial. Exploring emerging technologies and methods 
since this study could also enhance future research, enabling 
greater accuracy and applicability of results. 
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Abstract—The development of immersive Extended Reality
(XR) applications tailored for older adults remains a significant
challenge, even amidst rapid technological advancements. Ne-
glecting to account for the specific needs and requirements of end-
users in the design process can result in reduced adoption rates or
a total lack of engagement. We present findings and recommen-
dations for building immersive experiences for older adults by
exploring the similarities and differences encountered during the
development of two immersive XR applications, with a specific
focus on cultural heritage and underwater telepresence. The
application development followed a monthly, iterative approach,
integrating rapid prototyping for a total of 16 intergenerational
codesign workshops, with 24 older adults and 12 younger adults
codesign participants. The findings indicate that immersive ex-
periences for older adults have significant potential to effectively
recreate cultural heritage sites or underwater environments in
XR. However, achieving this requires the implementation of
simplified and intuitive locomotion and interaction mechanisms,
facilitated through a streamlined and simplified control scheme.
In addition, accessibility and affordability together with comfort
in using the immersive hardware and minimising hand strain
when holding the controllers are priorities for older age codesign
participants.

Keywords-xr; intergenerational codesign; heritage; underwater;
digital exclusion.

I. INTRODUCTION

Advances in immersive technology such as Extended Real-
ity (XR) have opened the door to new opportunities creating
novel ways of accessing an engaging with museums and
heritage sites [1]. Evidence suggests that younger audiences
prefer Virtual Reality (VR) as a learning environment for
cultural heritage [2]. This does not imply technological exclu-
sion for older audiences, it highlights the need to go beyond
usability testing and consider their interests and requirements
for newly created content [3]. Although younger audiences
are potentially drawn to the novelty and interactivity of VR,
older audiences might engage more deeply with content that
resonates with their life experiences and memories.

Through the Intergenerational Codesign of Novel Technolo-
gies In Coastal Communities (ICONIC) project, our aim was to
give codesign participants (contributors), both young and old,
a voice in the creation process and help them integrate their
needs, suggestions and requirements into the design of novel
technologies. The general aim of the ICONIC project was

to develop four novel technologies through intergenerational
codesign that would help connect digitally disadvantaged older
people to local heritage and the environment. From the exper-
tise of our team and our coastal context, we had nominated
four general areas of technology: extended reality for heritage,
underwater telepresence, social games, and voice-AI over the
telephone. This paper will focus on the intergenerational code-
sign approach to develop a Heritage Extended Reality (HXR)
application and an Underwater Telepresence (UT) application.
In the rest of the paper, we will refer to heritage extended
reality as HXR and Underwater Telepresence as UT and any
Extended Reality concepts and terms as XR.

Ijaz et al. [4] highlighted ten categories of design consid-
erations for older adults that focused on users and physical
configuration, hardware usage and the design of the immer-
sive application. Through our codesign process we had the
opportunity to address the majority of the categories such as:
onboarding and assistance through supplementary sessions in
order to familiarise the contributors with the hardware and
the concept of VR; safety with support for contributors to
explore VR standing or sitting in the presence of a researcher;
visuals designed and created to capture the sense of being the
physical heritage site; audio with the implementation of spatial
audio; personalisation customisation of the VR headset and
the controllers to help users with reduced mobility; usability
with custom interaction metaphors for engaging with the
virtual environment; engagement adding a gamified experi-
ence through interaction with historical artefacts; minimise
side effects through support and clear instructions especially
when testing new control mappings or unique locomotion
techniques. Embodiment was addressed through the implemen-
tation of localised walking complemented by teleportation. In
addition, it also includes automatic adjustment of the user’s
height when they put on the VR headset although we did
not use an avatar to represent the user’s body. Realism was
addressed using actual measurements to recreate the heritage
site in virtual space combined with ambient sounds. Through-
out this paper, we will unpack the elements that contributed
to each category in more detail.

This paper demonstrates how intergenerational codesign not
only enriches the engagement of older adults with immersive
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Figure 1. Timeline for the HXR and UT work package. The timeline is split in five distinct stages with an approximate one month duration for each stage.
This approach is common to all ICONIC’s work packages.

technologies but also crucially informs the development of
accessible and intuitive user interfaces in cultural heritage
and underwater environments. By integrating extensive user
feedback into the design process, we offer novel insights into
creating more inclusive and effective immersive experiences.

The remainder of the paper is structured as follows. Section
II provides a background and overview of our approach to
codesign in the ICONIC project including the exploratory
aspect of technology development. Section III describes the
methodology and approach in the implementation of the
project with a focus on contributors recruitment, partner in-
volvement, and the iterative development process that inte-
grates feedback from the codesign team. Section IV explores
the outcome for each package, focusing on the immersive ap-
plication for each package, and highlighting additional recom-
mendations and findings. Section V provides a discussion of
common elements in packages and also highlights some of the
differences between them. Section VI draws the conclusions
of the article and highlights future work.

This project approaches codesign from a participatory per-
spective, accessing the dormant creative potential of intergen-
erational groups through hands-on creative methods including
storytelling and experience design, technology development,
and interaction design. Here, the project has followed prece-
dent from prior research [5] suggesting ten principles to
codesign XR experiences for health interventions in rural
communities [6], allowing end users to envision future and
speculative scenarios (in this case, shaped by engaging with a
local heritage location), the delivery of a research-in-residence
approach [7], and the contextualization of XR design within
defined societal groups and geographies, among others. These
guidelines stem mainly from the GOALD project [8], which
focused on physical activity and reminiscence and included a
menu of XR experiences for further evaluation and feedback
from older adults groups. In addition to those results emerging
from the participation of older adults, we pose the question
of whether rural communities can benefit from the creative
participation of young people in need of high-value digital
skills. Furthermore, the literature [9] [10] indicates that youth
disenfranchisement results in more critical social outcomes,

e.g. vulnerability, mental health and isolation, and feelings of
’nowhere to go’.

Heritage sites and museums play a vital role in the lives
of many individuals, particularly in rural communities across
South-West England. A 2018 UK Government report exam-
ined the influence of historic sites on wellbeing and one of
the highlights is the concept of "Heritage as Place" [11].
The report, emphasises the importance of belonging, where
the connection to historic locations contributes to reduced
social isolation and strengthens feelings of pride, identity, and
community. However, these advantages are not experienced
equally across all segments of society, with older generation
visitors experiencing accessibility and mobility issues. From a
large partner network of 36 organisations [12], we partnered
with Cotehele - National Trust to create a digital immersive
version of the heritage site. Cotehele is a historic estate located
in Cornwall, England, and features a medieval manor house,
gardens, and a mill. The Great Hall, a significant architectural
point of interest of Cotehele, was constructed in the late 15th
century and has been preserved in traditional Georgian style
for centuries.

With Ocean Conservation Trust (OCT), Plymouth, England,
as a partner for the UT work package, the ICONIC project
explores how these immersive tools can bridge physical and
financial barriers, providing access to the otherwise inacces-
sible underwater world. Inspired by the beneficial effects of
blue spaces on well-being [13], our goal is to simulate an
underwater experience, enabling people onshore to explore
marine environments that are otherwise out of reach. The
codesign workshops centered on designing an interaction with
the marine environment to evoke a sense of "being underwater"
while addressing the practical challenges associated with such
a design. The concept of telepresence — originally introduced
in human-computer interaction to describe the illusion of
being present in a distant location — has evolved beyond
its technical roots. Sheridan [14] describes telepresence as
the sensation of being “there” at a remote site. Within the
scope of the ICONIC project, we have adopted a broader
phenomenological view emphasising the sense of presence in
underwater spaces that could include methods such as VR and
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pre-recorded content, enabling engagement without real-time
telecommunication [15].

In line with design thinking, we have started the develop-
ment from the first principles, by understanding what is it that
stands out the most about the heritage sites and underwater
spaces to our codesign participants and what are the main
barriers to higher levels of engagement with these spaces.
The goal of the project was to allow contributors to explore
different modalities of immersion and interaction and to allow
them to define what it means to experience a heritage or
underwater spaces in an immersive environment. The technical
solutions differ in a way they are delivered and in the resulting
level of accessibility, interactivity and immersion for both
packages.

II. METHODOLOGY

The ICONIC project recruited twelve Digitally Excluded
Older People (DEOP) aged 50+ for the HXR workshop group,
and a further twelve DEOP for the UT workshop group.
Six Young People (YP) were recruited for the HXR, and an
additional six YP were recruited for the UT group. Attendance
amongst the younger cohort for both groups was more in-
consistent than amongst DEOP contributors. To support asyn-
chronous codesign an additional group of 20 YP were recruited
through a higher education partner of the ICONIC project.
The project received approval from the Ethics Committee of
the University of Plymouth and each contributor received an
information sheet and offered the option to withdraw from the
study at any time. After each workshop, the contributors were
encouraged to raise any issues or provide feedback in person
and anonymously through a suggestion box. For analysis,
data was anonymised and kept secure on the University of
Plymouth machine and OneDrive protected by passwords.
Access to the data was limited to the ICONIC team. Codesign
participants and partner organisations have given permission
for the photos used in this article.

The development process was created to reflect the con-
tributors’ involvement at different stages of the codesign
process. The five main stages are as follows: Problem Framing,
Ideation, Physical prototyping, Digital Design and Testing and
Feedback, as described in Figure 1.

Each workshop followed a four-step iterative design ap-
proach as described by Macklin and Sharp [16]: Conceptualise,
Prototype, Playtest and Evaluation. In the Concept phase -
The research team will generate the concepts that it wanted
to explore next based on the current development stage of
the application and the feedback received. Prototype phase
- the concepts get transferred into codesign activities and a
technical prototype gets created. The playtest phase - during
the workshop the codesign team generates feedback and
knowledge through testing the prototypes and executing the
designated activities. Evaluation phase - after the workshop
the research team evaluates the workshop results, both from
activities and the prototype feedback, and generates a new set
of concepts to explore for the next workshop. This approach
was applied to both the HXR package and the UT package as

described by Jones et al. [12]. There were similarities in data
collection between the two work packages, as the focus of each
was understanding contributors’ needs and design priorities
for the two technologies. Each workshop featured a variety
of activities that were designed to produce written or verbal
feedback to support the iterative design of the technologies
(Figure 2). Workshop materials and audio recordings were
cleaned and transcribed verbatim for thematic analysis.

Figure 2. During the co-design session, participants prototyped immersive
interactions by annotating paper templates of 360° environments, taking
snapshots, and instantly exploring their work in Google Cardboard VR. This
iterative approach promoted deeper understanding and collaboration.

With Cotehele as a partner for the HXR, contributors
chose from a set of six possible indoor locations part of the
Cotehele’s manor by using 360-degree videos captured at each
location. The codesign team selected the Great Hall (Figure
3) due to its impressive size and extensive range of historical
artefacts on display, although other locations, such as the
kitchen, had great potential in exploring novel and immersive
interactions.

For the UT, as contributors prioritized local marine envi-
ronments early on, we focused on prototyping the interac-
tion with the footage from two National Marine Aquarium
(NMA) Plymouth tanks dedicated to local fauna and flora:
Plymouth Sound and Eddystone reef. The prototype leveraged
360-degree camera footage, Oculus Quest headset [17] and
artificial intelligence (AI) for interactive species identification
(implemented as an OpenAI API placeholder for the time
being). A point-and-click interaction method was selected
based on contributors’ feedback, with the option to scroll
through the menu and the collection of species. The features of
the prototype make it suitable for deployment in care homes,
schools, and even tourism hubs, offering a scalable model for
broad outreach and engagement.

III. OUTCOME

Although both packages have an immersive experience as
the primary outcome, there are other secondary aspects that
emerged as a result of the codesign workshops.
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Figure 3. Image taken inside the Great Hall in Cotehele - National Trust UK.

A. Heritage XR

1) Multimodal immersive experience: The main outcome of
the HXR package is an immersive VR experience replicating
the Cotehele’s Great Hall (see the image on the left in Figure
4). The application is a multisensory experience that makes
use of visual, audio and haptic feedback. The VR is delivered
using the Quest 2 headset developed by Meta [18], which
includes two VR controllers. The headset features six degrees
of freedom (6DoF) using an inside-out tracking system and is
equipped with a set of speakers that allows the delivery of 3-
dimensional sound. The tracked controllers support 6DoF and
have customisable buttons and haptic feedback capabilities.
The virtual space has been created using a combination of
local textures, rough measurements, and recreation of the main
features of the hall. A set of 4 unique historical artefacts have
been scanned using Photogrammetry [19] and due to limited
resources and time constraints, the rest of the artefacts in
the Great Hall are 3D digital replicas of weapons and items
acquired through the Unreal Engine asset store [20].

2) Technical prototype with simplified interactions aimed
at older adults: The codesign process revealed the challenges
older adults face with various metaphors of interaction, found
in most VR applications. Therefore, a set of simplified interac-
tions were created aimed at alleviating some of the issues, such
as holding a button pressed for a long time or hard-to-reach
buttons. A combination of button mapping and interactive
objects was packaged in an example project in Unreal Engine
[21]. The interactive elements are modular and flexible, and
developers can turn any asset into an interactive object.

3) UX recommendation for the development of VR appli-
cations: A set of recommendations for the development of
a technical immersive application for older adults through an
intergenerational codesign approach. These recommendations
are in the process of being published soon in a peer reviewed
article.

B. Underwater Telepresence

There are three outcomes from the UT codesign sessions:
1) Immersive Prototype: The main outcome is the immer-

sive VR prototype designed to include most of the features
designed by our contributors. There are two modes of interac-
tion: “learning” and “relaxation”. Relaxation is designed for
users seeking a calming experience; this mode emphasizes the
serene beauty of the underwater world with ambient sounds
and minimal distractions. The learning (or stimulating) mode
enables users to interact and identify marine species within
the immersive environment. Features such as "collecting"
fish and a virtual agent, designed as a friendly "penguin,"
engage users with contextual challenges to encourage users
to explore the space more actively. Feedback emphasized the
need for realistic, but not necessarily real sound, with ambient
underwater sounds enhancing immersion.

2) Design of Alternative Delivery Modes: While there was
general agreement about the use of the VR headset, the
contributors proposed additional modes of delivery of the
experience. The proposed design included a web interface with
the ability to interact with 360-degree underwater footage in
the same way as before, use of a large interactive screen
(that was used to demonstrate the live video in Workshop
2), emphasising the social interaction aspect as an important
part of the design. One of the alternative designs to the
headset included a portable mini-dome. While the dome en-
abled shared experiences, it was deemed to be less immersive
compared to headsets and limited in scalability due to the
infrastructure required. In all design decisions, contributors
prioritised accessibility and scalability above most other design
properties.

3) Established Feasibility of Using ROV for Outreach:
Remote Operated Vehicles (ROVs) emerged as a promising
outreach tool, offering a hands-on, interactive modality to
experience underwater environments. We tested the feasi-
bility of the ROV-based telepresence project in an outdoor
setting, allowing contributors to directly engage in marine
exploration. The contributors operated the ROV, navigating
an underwater outdoor space in real-time. To improve the
comfort of contributors, we have also offered one-to-one ROV
teleoperation training sessions in the indoor pool. Throughout
the workshop, contributors expressed interest in extending
interactivity through robotic arms for activities such as object
collection or habitat observation.

IV. DISCUSSION

The generalist approach taken in the development of HXR
and UT offered a unique opportunity to explore multiple
directions and delivery methods for the experience. Rather
than narrowing the scope early, the projects deliberately kept
the solution space broad, enabling the team to investigate a
variety of technologies and approaches. For HXR, our initial
findings identified similar challenges to Wu et al. [22], with
older adults experiencing difficulties, such as headset-related
neck fatigue and limited field of view leading to extra head
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Figure 4. On the left, HXR - final version of the Cotehele’s Great Hall aiming to capture the unique "look and feel" from inside the great hall. On the right,
UT. An example of interaction with the 360-degree footage of the underwater environment.

movement leading to decreased motor performance. There-
fore, the interaction and locomotion were prioritiesed by the
codesign team to improve accessibility and direct interaction.
For the UT the focus was on exploring various methods
of allowing contributors to experience telepresence through
controlled ROVs and recorded underwater environments in
VR. This exploratory strategy revealed new possibilities and
improved the understanding of what users value in such an
experience. However, this openness also posed challenges,
highlighting the need for technical expertise and resources,
and limiting the final application to a prototype.

Accessibility emerged as a decisive factor in nearly every
stage of the project. Whether considering the mobility of
devices, their cost, or ease of use, the contributors consistently
emphasized the importance of making the technology as
inclusive as possible. For instance, while immersive dome
projections offered an interesting social dynamic, they were
ultimately de-prioritized due to their high infrastructure re-
quirements and limited portability. For both packages, the
headset with the lowest price was chosen by the contributors
to increase accessibility. These decisions reinforced the need
to prioritize technologies that could reach the largest audience,
even if it meant compromising certain experiential features.

A. Exploration through technology interaction

The ability to explore through interaction was one of the
key factors that the codesign team highlighted early in the
process in both the HXR and UT packages. Workshop 1
was dedicated to problem framing, the contributors explored
technologies dedicated to each package in order to identify
the key elements of an immersive heritage and underwater
telepresence experience

For HXR, some key elements highlighted by the team were:
(i) accessing heritage information through novel and unique
ways such as a non-player character (NPC) that provides infor-
mation about the various historical artefacts; (ii) collaboration

between two or more users in exploring the digital space; and
(iii) education and knowledge through gamified experiences
such as an escape-the-room puzzle.

The exploratory aspect of the codesign process combined
with the onboarding sessions and equipment support [23]
from the researchers provided contributors with a unique
opportunity to explore both the limitations and possibilities
inherent in technology, leading to a deeper understanding,
reduced cognitive load and reducing their initial reluctance to
engage. This was evidenced by the preferences for movement
in the VR environment. Initially, teleportation as the initial
locomotion metaphor, proved challenging for some of the
contributors. A combination of controls and the ability to
aim towards a landing spot made some contributors uncom-
fortable. A more simple locomotion, called "grab-and-drag"
was initially preferred, but as the contributors became more
experienced with the VR technology, they started to revert
to the teleportation metaphor. The contributors increase in
confidence in using the VR assembly shifted the focus towards
the creative aspects of engaging with the content, especially in
the workshops that took place at a later stage in the process.
This is consistent with the findings of Zhang [3], who argue
that during technology development, the involvement of older
users is crucial, especially if the final goal is the adoption of
technology. [24].

For UT, one of the most striking findings was the evolution
of the preferences of the contributors as they interacted with
the technology. For example, while live streaming was initially
considered a priority, this changed once contributors received
live-like footage (live streaming footage recorded earlier). The
limitations in video quality led to a diminished preference for
live streaming in favour of pre-recorded footage. Similarly,
in the first workshop, real underwater sounds were thought
to be crucial for immersion, but after interacting with the
videos with real underwater sounds recorded by hydrophones,
participants found that they did not match their expectation
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of a relaxing ambience. Hence, we have used an ambient
underwater sound in the consequent prototypes.

Another example of this evolution occurred during the
ROV trials. Initially, contributors viewed interaction with the
underwater environment strictly negatively, as disruptive to the
environment and in conflict with the environmental preserva-
tion motivations of the group. However, ROV’s teleoperation
capabilities introduced a new dimension of engagement, and
contributors became enthusiastic about more direct interactiv-
ity. The session provided suggestions for features such as a
robotic arm to “collect samples”.

B. Immersive experience for older adults

A variety of immersive experiences have different levels
of immersion based on the technology used to deliver them
and the implementation of the experience. Immersion is an
objective factor in a system that mirrors the extent to which
technology can support natural sensorimotor alternatives to
perception [25]. The contributing factors are typically related
to the real world, mainly the hardware specifications or the
design of the system, such as resolution, panoramic view,
audio input and generally the number of outside physical
realities that are blocked by the system [26]. The importance
of this was clear from the beginning, in both packages, with
members of the codesign team expressing discomfort with the
headset. This is all related to the weight distribution of the
headset [27] using the original strap, as it adds pressure on
the forehead of the user and strain on the neck. This issue has
been solved by purchasing a custom head strap that allows
weight distribution, transferring the pressure from the forehead
to the rest of the strap (Figure 5). Although the new strap
increased the overall weight of the system, the contributors
reported an improvement in wearing the VR headset, which,
in turn, improved the quality of the experience. The new head
strap also reduced the amount of light reaching the user’s eyes
through an improved light blocker that sat closer to the face.

Focusing on the digital content is paramount to immerse
the player in the digital environment and gives the user a
sense of presence (SoP), the sensation of leaving their current
location, and they transport to a virtual environment where
they act as if they are physically there, perceiving virtual
objects and individuals as real [26] [28] [29]. For the HXR,
in our approach to increase the SoP for our contributors, we
introduce multisensory inputs using visual, audio and touch.
Many of the historical artefacts are interactable, with the user
having the ability to grab them from proximity or from a
distance (Figure 6).

Audio textures are used for simple interactions or for
impacts between swords and other objects in the environment
in order to give user situational awareness [30]. These interac-
tions are accompanied by haptic feedback in the form of small
vibrations with different amplitudes and intensities in order to
trigger tasks [31] and enhance the level of immersion for the
user. Multisensory interaction was one of the codesign group’s
priorities with an initial discussion about implementing hand
tracking in order to simplify the interaction metaphor versus

Figure 5. We replaced the original elasticated strap for the headset with a
more mechanical strap that distributes the weight of the VR headset equally.

keeping the controllers with a simplified version of the button
mapping. The contributors opted for continued use of the
controllers as they did not want to lose the haptic feedback.

For the UT, immersion was embodied through a bimodal
distribution. Many contributors expressed interest in highly
stimulating and relaxing experiences, depending on the con-
text. For example, some valued the calmness and meditative
quality of simply observing marine life, while others were
drawn to active gamified elements that encouraged exploration
and learning. This dual demand for contrasting modes pre-
sented a design challenge, but also highlighted the potential
versatility of the system by catering to diverse user needs.

The codesign exploratory approach of the ICONIC project
was aimed at creating a technological base for each of the
four technologies, with the intention of one or more social
enterprises to take over the development and turn each pro-
totype into a product developed by the local community for
the local community. This approach meant that we did not
run motion sickness tests with our codesign groups, although
we encourage them at each session to report any symptoms.
The only reports we had were about headset comfort and
controller usability issues, with some contributors struggling
to reach certain buttons or hold a controller in hand for
relatively long periods of time. All reported issues were solved
or mitigated, for example, we used a strap that distributes
the head set weight to make it more comfortable, elasticated
straps for controllers that keep the controllers attached and
the implementation of all the actions on one, easy-to-reach,
button.
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Figure 6. The interaction works for nearby objects or for objects in the
distance. The feedback is in the form of visual highlight, haptic feedback and
audio for when the object lands in the user’s hand.

V. CONCLUSION AND FUTURE WORK

The findings of this study underscore the critical need for
user-centred design in the development of immersive XR
applications tailored for older adults. Through an iterative
development process and intergenerational codesign work-
shops, this research has demonstrated that immersive XR
technologies have substantial potential to recreate cultural
heritage sites and underwater environments in ways that are
engaging and meaningful for older users. However, the suc-
cessful adoption of these technologies depends on addressing
key design challenges that include the creation of intuitive
locomotion and interaction mechanisms, simplified control
schemes, and ergonomic considerations to enhance comfort
and reduce physical strain. The simplified locomotion and
controls gave contributors confidence in using the VR headset
and as a result they shifted their focus from usability and
hardware engagement to a more creative attitude, exploring
various ways to engage with heritage artefacts.

Moreover, factors such as accessibility, affordability, and
hardware usability emerged as essential priorities for older
contributors, emphasizing the importance of reducing barriers
to engagement. To address affordability, contributors chose an
affordable device, although its limited technical capabilities
presented a challenge in creating a rich visual environment.
For usability and accessibility, we worked in partnership with
the codesign team to increase comfort and accessibility to the
controllers by using dedicated straps that keep the controllers
attached to the hand and for the headset, we used dedicated
strap that distributes the weight equally around the user’s head.
In addition, we designed and implemented one button that

adapts to the user’s actions in the virtual world, simplifies the
interaction process and reduces cognitive load. These insights
provide a foundation for designing inclusive and effective
XR applications, not only for older adults but for broader
intergenerational audiences.

Although we had a large codesign group with over 90
people recruited and 36 attendances for the combined HXR
and UT work packages, we need to evaluate the developed
technologies with a wider group of participants. We are
currently in the process of conducting evaluation sessions
with intergenerational groups of young and old adults and
industry partners to evaluate the findings. The outcome of
these evaluation sessions will inform the next stages of the
project with one of the key elements to be explored is the
development of a simplified controller focused on increased
usability, personalisation and to reduce cognitive load that is
aimed at older adults with limited mobility.

Future research should explore adaptive design approaches
that further refine these experiences, as well as investigate
strategies to improve long-term engagement and accessibility.
By addressing these challenges, immersive XR applications
can become powerful tools to enhance cultural engagement
and expand the possibilities of virtual exploration for older
adults.
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Abstract— A Virtual Reality (VR) environment presents ob-
jects that the user perceives and interacts with. It then transitions
to the next state, reflecting the content of the interaction that
has occurred as a result of the user’s perception of the objects.
For the interaction between the VR environment and the user
to continue seamlessly, the meanings assigned to the objects in
the VR environment by the creator of VR applications and the
meanings held by the user experiencing them must be consistent.
In this study, we propose a method to realize seamless interaction
between VR environments and users by considering the objects
presented by VR environments as symbols and capturing the
relationship between the meanings they contain and the meanings
held by the users who experience them through the symbol
grounding problem, which is regarded as a challenging issue in
the field of artificial intelligence. Based on the Mode Human
Processor with Realtime Constraints (MHP/RT), which is a
cognitive architecture that can deal with action selections in
everyday environments, we focus on the fact that the content
of human action selections is based on memes that are handed
down from generation to generation and should provide a basis
for his/her understanding of the situation of the surrounding
world, and suggest that the symbol grounding problem can be
solved by observing and identifying memes.

Keywords— The Symbol Grounding Problem; Meme; Virtual
Reality; Artificial Intelligence; MHP/RT; Structured Meme Theory.

I. INTRODUCTION

Humans acquire information about the outside world
through the five senses, and select and execute appropriate
actions for the situation at hand by operating the Perceptual,
Cognitive, and Motor (PCM) processes. Perceived information
is encoded and represented as symbols in the perceptual pro-
cess, which makes it possible to think in the cognitive process.
In the thinking process, memory is used to successively trans-
form the symbols into new representations. Part of the result
of thinking gives a representation of a sequence of actions that
can be performed in the motor process. Based on the idea that
human intelligence can be captured by thought processes that
manipulate symbols, Newell proposed the Physical Symbol
System as a theory of human intelligence [1]. This idea
provided the foundation for Soar [2][3], which is one of the
successful cognitive architectures.

The information that is input to the perceptual process
through the sensory organs has its source in the real world.
According to the sequence of actions represented by symbols
generated through the PCM processes, actions are performed
in the real world and the real world is updated. When we try
to artificially realize such interactions that humans perform in
the real world using a physical symbol system, the system
must have the ability to link the symbolic representations to

the references in the real world and to acquire meaningful
understanding from interactions with the environment.

The realization of this capability is a fundamental challenge
in Artificial Intelligence (AI) research and is referred to as
the Symbol Grounding Problem (SGP) [4]. It concerns the
ability of a machine to connect its symbolic representations to
real-world references and acquire meaningful understanding
from its interaction with its environment. In other words, it is
about how machines can understand and represent the meaning
of objects, concepts, and events in the world. Without the
ability to ground symbolic representations in the real world,
machines cannot acquire the rich and complex meanings
needed for intelligent behavior such as language processing,
image recognition, and decision making. Addressing the SGP
is crucial to building machines that can perceive, reason, and
act like humans.

One of the environments in which humans interact is a
Virtual Reality (VR) environment. In a VR environment, users
can interact with artificial 3D visual environments or envi-
ronments involving other sensory modalities using computer
modeling and simulation. VR applications immerse the users
in a computer-generated environment that simulates reality.
In a VR environment, user interaction proceeds through user-
perceivable objects provided by VR applications. The meaning
that the user gives to the objects generated by the VR applica-
tions determines how the user interacts with the objects. The
VR applications can achieve a seamless interaction by having
the ability to appropriately handle the meanings given by the
user to the objects. Here, it can be seen that the SGP is not
unrelated to the realization of seamless VR environments. In
this paper, we propose a method to deal with the SGP in VR.

This paper is organized as follows. Section II presents the
framework for dealing with interaction via objects. Section III
describes the interaction between self and an object, how
to capture the SGP in AI from the interaction perspective,
and how to capture the interaction between self and VR.
Section IV suggests how to generate VR environments that
could guarantee symbol grounding.

II. INTERACTION VIA OBJECTS

In this section, the aspects of individual human interac-
tion through objects are classified in Section II-A and the
perceptual, cognitive, and motor processes and memories of
each human who interacts with the object are described in
Section II-B.
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Figure 1. Interaction via objects

A. Interaction Types

Individuals live their daily lives interacting with a large
number of objects that exist around them. Objects are classified
according to whether they are directly or indirectly interacted
with by self and by whom they are created. There are three
types of objects defined as follows:

• ÔS: Real objects that are directly generated by self, e.g.,
utterance, written text, drawings, gestures, modeling, etc.

• ŌR: Real objects generated by other human beings with
whom self is directly interacting.

• ŌV: Objects generated by a machine or other human
beings with whom self is not directly interacting.

These three types of objects are collectively represented
as O ( ∋ {ÔS, ŌR, ŌV}). In Figure 1, O is placed in the
center, “Self” interacting with O on its right side, and “Others”
interacting with O on its left side. On top of “Self” is an
“Artificial Intelligence” that is functionally equivalent to self
and can be replaced. Self operates the PCM processes to
generate the objects ÔS (ĜÔ). Self also perceives them (P̂Ô).
The objects self perceives include the objects ŌR,V generated
by others (P̂Ō). Meanwhile, others generate the objects ŌR,V

(ḠŌ). If the other is a human being, it runs the PCM process,
which is equivalent to the one self runs, to generate the objects
ŌR (ḠŌR

). Machines run their own generative mechanisms
to produce the objects ŌV as output (ḠŌV

). The input to
the others are the objects ŌR,V generated by the others
themselves (P̄Ō), or the objects ÔS generated by self (P̄Ô). In

summary, interaction via objects can be expressed as follows:

Others ⇌ [O ∋ {ÔS, ŌR, ŌV}] ⇌ Self

B. Interaction between Self and O

The interaction between self and O is performed by the
PCM processes that the self runs, and by the memory pro-
cesses that are used by the PCM processes and updated as a
result of the execution of the PCM processes. This section
provides an overview of the PCM and memory processes
based on the Model Human Processor with Real-Time Con-
straints (MHP/RT), a cognitive architecture that can simulate
everyday action selections [5][6][7].

1) The PCM Process: When interacting with objects in
the environment, humans respond to physical and chemical
stimuli emitted from the objects by sensory nerves located at
the interface with the environment and take in environmental
information in the body. Figure 2, adapted from [8, Figure 1]
with modification, shows the PCM process, based on the
MHP/RT cognitive architecture [6][7], by which environ-
mental information is taken into the body via sensory nerves,
processed in the brain, and then acted upon by the external
world via motor nerves. This process uses memory, which is
modeled as the Multi-Dimensional Memory Frame. It consists
of the Perceptual-, Behavior-, Motor-, Relation-, and Word-
Multi-Dimensional Memory Frame. The Perceptual-Multi-
Dimensional Memory Frame overlaps with the Behavior-,
Relation-, and Word-Multi-Dimensional Memory Frame. This
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Figure 2. PCM process and memory

is the unique and indispensable configuration of memories de-
fined by the Multi-Dimensional Memory Frame for spreading
activation from the Perceptual- to Motor-Multi-Dimensional
Memory Frame, which connects perception with bodily move-
ments.

Perceptual information taken in from the environment
through sensory organs resonates with information in
the Multi-Dimensional Memory Frame, which is called
P-Resonance. In Figure 2, this process is indicated by the
symbol •—•. Resonance occurs first in the Perceptual-Multi-
Dimensional Memory Frame and activates the memory net-
work. After that, the activation spreads to the memory net-
works that overlap the Perceptual-Multi-Dimensional Memory
Frame, and finally to the Motor-Multi-Dimensional Memory
Frame. In cognitive processing by Two Minds [9][10], con-
scious processing by System 2, which utilizes the Word- and
Relation-Multi-Dimensional Memory Frame via C-Resonance,
and unconscious processing by System 1, which utilizes the
Behavior- and Motor-Multi-Dimensional Memory Frame via
C-Resonance, proceed in an interrelated manner. The mo-
tor sequences are expressed according to the Motor-Multi-
Dimensional Memory Frame. The memories involved in the
production of actions are updated to reflect the traces of their
use process and influence the future action selection process.

2) Memory and Memes: When the PCM process is run-
ning, the contents of Perceptual-Multi-Dimensional Memory
Frame are updated in response to the perceptual process,
those of Word-, Relation-, and Behavior-Multi-Dimensional
Memory Frame are updated in response to the cognitive pro-

cess, and those of Motor-Multi-Dimensional Memory Frame
are updated in response to the motor process. Alternatively,
the memory system can be viewed from the perspective of
memory use. The integrated sensory information first activates
the Perceptual-Multi-Dimensional Memory Frame; then the
activation spreads to the Word-, Relation-, and Behavior-
Multi-Dimensional Memory Frame, and finally to the Motor-
Multi-Dimensional Memory Frame bound to the motor nerves.
The basis of behavior is imitation; do as what you see.
Therefore, behaviors that can be imitated across generations
are preserved as sustainable behaviors. In this way, we can
organize the Multi-Dimensional Memory Frame, which is used
by the PCM processes and updated by their execution, in terms
of memes that can be inherited across generations [11].

Word is considered the archetype of meme [12]. Words,
i.e., symbols, are gradually incorporated into the environment
in the form of thesauruses, i.e., lists of words in groups of
synonyms and related concepts; followed by incorporation of
languages used for person-to-person communication, individ-
ual languages, which might include not only direct but also
metaphorical uses; and lastly incorporated are languages used
in cultural contexts, cultural languages, in which appropriate
understanding of common sense that has been established in
the specific community, is essential for successful communi-
cation. These three forms circulate among people and persist
from generation to generation [13].

Thesauruses, individual languages, and cultural languages
increase their complexity in this order in terms of the patterns
they are linked with the objects in the environment. The-
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Figure 3. Symbol grounding when the self generates an object ÔS(Ĉ) that embodies the concept Ĉ

sauruses are associated with the objects in the environment that
are encoded in the neural networks in the initial development
stage from the birth to 3 years. Individual languages are
associated with not only the objects in the environment but
also the symbols that have already been incorporated in the
environment. The same is true for cultural languages. In the
Structured Meme Theory (SMT) [11], which is the memory
construct to be used and updated by the MHP/RT, the pat-
terns that represent the thesauruses, individual languages, and
cultural languages are called action-level meme (A-meme),
behavior-level meme (B-meme), and culture-level meme (C-
meme), respectively.

As shown in the rounded corner rectangle “Memory” in
Figure 2, the relationships between the three levels of memes
and the Multi-Dimensional Memory Frame are as follows:

• A-memes represent bodily actions stored in the Motor-
Multi-Dimensional Memory Frame.

• B-memes represent behaviors in the environment stored
in the Behavior-Multi-Dimensional Memory Frame.

• C-memes represent culture stored in the Relation- and
Word-Multi-Dimensional Memory Frame.

III. DETAILS OF INTERACTION BETWEEN SELF AND O

This section describes how individual human perceptual,
cognitive, and motor processes and memory work for each
of the interaction types introduced in Section II, and clarifies
how the symbolic grounding problem is involved and solved.

A. Interaction between Self and ÔS

The process of generating an object ÔS(Ĉ) that represents
the concept Ĉ by self (ĜÔ(Ĉ)) and perceiving the generated
result (P̂Ô(Ĉ)) is shown in Figure 3 using Figure 2 as a basis.
According to this process, an object that matches the concept
is generated. Figure 4 shows the flow of activation within the
Multi-Dimensional Memory Frame involved in this process.

1) The concept Ĉ is represented as a symbol within
C-memes, and the nodes associated with it in the Word-
Multi-Dimensional Memory Frame are activated.

2) Activation spreads from the Word- to Perceptual-Multi-
Dimensional Memory Frame.

3) Activation spreads from the Perceptual- to Relation-
Multi-Dimensional Memory Frame that encodes
C-memes, and reaches Motor-Multi-Dimensional
Memory Frame encoding A-memes via Behavior-Multi-
Dimensional Memory Frame encoding B-memes.

4) According to the contents of activated Motor-Multi-
Dimensional Memory Frame, the motor process oper-
ates to express bodily movements, which result in the
generation of object ÔS(Ĉ) in the environment.

Figure 4. Object Generation Process

This object generation process is indicated along the thick
orange arrow in Figure 3. It is denoted symbolically as follows:

Generation Path [G-SS]

Ĉ ⇒
[

W-, R-, B-MDMF
P-MDMF

⇌ M-MDMF
]
⇒ ÔS(Ĉ)

(1)

Here, the part indicated by [ · · · ] in the middle of the
expression shows the process of spreading activation in the
Multi-Dimensional Memory Frame from the viewpoint of the
activated location in the memory. The symbol [G-SS] reads as
follows; [Generate - symbol in Self via memory of Self].

The generation process [G-SS] can be rearranged from the
perspective of memes, i.e., memories of contents, as follows:

Meme-Mapping

Ĉ⇒

[
C-memes ⇌ B-memes

P-MDMF
⇌ A-memes

]
M-S

⇒ ÔS(Ĉ) (2)
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The generated object ÔS(Ĉ) shown on the right end is
associated with a state in which the C-, B-, and A-memes
activated in the process of spreading activation in the Multi-
Dimensional Memory Frame starting from the concept Ĉ
shown on the left end. The association is represented in the
middle, [ · · · ]M-S, called “meme-mapping” from Ĉ to ÔS(Ĉ).

1) Perceive ÔS(Ĉ) and the activation spreads within the
Perceptual-Multi-Dimensional Memory Frame.

2) The activation spread from the Perceptual- to Word-
Multi-Dimensional Memory Frame results in the activa-
tion of symbol related to the perceptual representation.

Figure 5. Object Recognition Process

Figure 5 shows the object recognition process. The thick
blue arrow in Figure 3 indicates this process. [R-SS] reads
[Recognize object - generated by Self using memory of Self].

Recognition Path [R-SS]

ÔS(Ĉ) ⇒
[

P-MDFM
W-MDMF

]
⇒ Ĉ

(3)

In [R-SS], if the concept Ĉ is strongly activated, then ÔS(Ĉ)
correctly realizes Ĉ in the real world. In this case, [G-SS]
and [R-SS] are connected and closed, and the symbol Ĉ and
ÔS(Ĉ) are cognitively replaceable, which is represented by
Ĉ ≡ ÔS(Ĉ). This state can be regarded as a state in which
symbol grounding has been achieved within self (see Figure 6).

• Symbol C in C-memes activates B- and A-memes via the
Perceptual-Multi-Dimensional Memory Frame to gener-
ate ÔS(C).

• Perception of ÔS(C) activates C and its associated acti-
vation pattern in the Multi-Dimensional Memory Frame.

• The perceptual representation of ÔS(C) in the
Perceptual-Multi-Dimensional Memory Frame is associ-
ated with C in Word-Multi-Dimensional Memory Frame.

• In the future, C in the Word-Multi-Dimensional Mem-
ory Frame activates perceptual representation of ÔS(C)
even if it does not exist in the real world, which enables
the self to perceptually simulate the concept along with
the activation of the Multi-Dimensional Memory Frame
necessary to actually generate the object.

Figure 6. Symbol Grounding of Concept C in Self

B. The Symbol Grounding Problem in AI

The symbol grounding problem in AI shown in Figure 1 is
solved by the fact that an activation pattern equivalent to the
activation pattern of memes in the Multi-Dimensional Memory
Frame that occurs in the process of generating self’s ÔS also
occurs in AI. By ensuring that the meme-mappings occur
within AI and self are equivalent, i.e., [· · · ]M-AI ≡ [· · · ]M-S, AI
can be a substitute for self. This is summarized in Figure 7,
where “Perceptual-Information-Encoding-in-AI” is the substi-
tute for the Perceptual-Multi-Dimensional Memory Frame of
human to perform A/D transformation to input the real world

data to the AI system. Since the memes are knowledge passed
down from generation to generation, it is considered possible
to represent them by symbols. The Perceptual-Information-
Encoding-in-AI can also be represented in symbols by en-
coding environmental information by sensors that perform
the same function as sensory organs. The symbol grounding
problem in AI is thought to be solved by elucidating memes.

1) The symbol Ĉ, which is common to self’s, in C-memes
activates the Perceptual-Information-Encoding-in-AI as
well as the associated C-memes in AI.

2) B-memes are activated via the activated portion of
Perceptual-Information-Encoding-in-AI.

3) The part of A-memes that overlap the activated
B-memes is activated.

The steps 1, 2, and 3 constitute the meme-mapping of AI.
4) What is expressed by the activated A-memes is imple-

mented in the real world via appropriate actuators.
5) Upon input of the object ÔS(Ĉ) in AI, activation spreads

in the Perceptual-Information-Encoding-in-AI, followed
by the activation of the symbol Ĉ in C-memes.

6) The part in the Perceptual-Information-Encoding-in-AI
that corresponds to ÔS(Ĉ) and the symbol Ĉ integrate
the C-, B-, and A-memes activated in the steps 1, 2,
and 3 to form an integrated association. At this point,
Ĉ ≡ ÔS(Ĉ) is established by AI by means of [· · · ]M-AI,
in other words, the symbol Ĉ both the AI and the self
commonly recognize has been grounded, secured by
the relationship [· · · ]M-AI ≡ [· · · ]M-S.

Figure 7. Symbol Grounding of Concept Ĉ in AI

C. Interaction between Self and ŌR

Consider the case where the other human generates
an object. The object generation process for the con-
cept C̄ performed by the other human is represented as
C̄ ⇒ [· · · ] ⇒ ŌR(C̄), which is a the-other-human’s version
of [G-SS]. The other human spreads activation in his/her
own Multi-Dimensional Memory Frame. The meme-mapping
used for the other human is denoted as [ · · · ]M-O. The
self interacting with the other human who has just generated
ŌR(C̄) recognizes it according to the following path:

Recognition Path for the Object Generated by Other [R-OS]

ŌR(C̄) ⇒
[

P-MDFM
W-MDMF

]
⇒ Ĉ

(4)

If the symbol C̄ (≡ ŌR(C̄)) held by the other human
and the symbol Ĉ held by the self are identical, the symbol
is transmitted through the object expressed by the other. For
example, the other person holds a certain word C̄ in his/her
mind and expresses it physically through gestures, and then
the self sees it and assigns the word Ĉ to it. The latent
word of the other is connected to the self’s latent word
through the physical actions of the other person. Consider
the case of communication via words, where the self and
the other look at a sequence of words C̃. The self and the
other perform symbol grounding according to their respective
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generation paths; [ · · · ]M-S and [ · · · ]M-O are included in
each symbol grounding process. If the self and the other have
grown up in the same environment, which is the necessary
condition for them to have a common set of memes, then
the relation [· · · ]M-S ≡ [· · · ]M-O would hold, and the shared
symbols have the same meaning. However, in the case of
[ · · · ]M-S ̸= [ · · · ]M-O, the meaning of all visually shared
symbols may not be shared. For example, the phrase “see you
on the ground floor” may trigger different behaviors depending
on the culture to which the reader of the phrase belongs.

D. Interaction between Self and ŌV

In the case of interaction between self and other humans,
the interaction is symmetric because both parties are humans.
That is, in the part indicated by [· · · ] that connects the
symbol and the object in the generation and recognition paths,
the activation spreads inside the Multi-Dimensional Memory
Frame owned by self and others, respectively. On the other
hand, in the case of Self–VR interaction, the generation and
recognition paths on the system side are different from those
on the human side. In the generation path, symbols defined in
the system are converted into objects that can be perceived by
the user. In the recognition path, human-generated objects are
input to the system via sensors and converted into symbols
that the system can handle. Both conversions are performed
by programs implemented in the system.

In a VR environment, the system takes in the information
emitted by human users and then determines the response to
it. In any case, the input is represented as a symbol C̃. Within
the system, after setting a symbol ¯̄C to be transmitted in the
next cycle of interaction, the symbol-object transformation is
performed and the object ¯̄OV(

¯̄C) is output to be perceived by
the user. This generation path is denoted as [G-VV].

The user perceives the object ¯̄OV(
¯̄C) and recognizes it

as a symbol along the recognition path [R-VS]. Let Ĉ′

be the recognized symbol. The user activates his/her Multi-
Dimensional Memory Frame along the generation path [G-SS]
for Ĉ′ and obtains the corresponding object ÔS(Ĉ

′). If the
relation ÔS(Ĉ

′) ≡ (or ≈) ¯̄OV(
¯̄C) holds, the interaction will

proceed smoothly. If not, it will fail.

IV. METHOD OF ŌV GENERATION WITH SYMBOL
GROUNDING SECURED

Only if the object generation path [G-VV] in the system
is executed according to the user’s meme mapping [· · · ]M-S,
i.e., if the meme mapping in the system is based on [· · · ]M-AI,
it is possible to proceed with an interaction that guarantees
symbol grounding. Since memes are knowledge that are passed
down from generation to generation, they can be represented
by symbols. In this section, we add explanations for memes
and suggest a method for externalizing them.

A. Getting Memes into the Brain

1) Action-Level Memes: During the period from birth to
two to three years of age, humans generate a large number of
synapses that connect neural circuits in the brain and take

in as much information as possible. The rate of synapse
generation is then reduced, and the distribution of information
up to that point is used to determine the basic characteristics
of the sensory organs. At the same time, by initiating body
movements and imitating the movements of the people around
them, they acquire body movements that have been formed
empirically and accumulatively as individual ecology. This is
formed through life’s skillful method of adjusting the growth
of muscles and other parts of the body to external constraints.
At the same time, information from the sensory organs is
linked to bodily actions. The most important bodily functions
formed at this stage are the voice and hand functions.

2) Behavior-Level Memes: Later, the voice paves the way
to speech; the hands pave the way to tool use. Through
continuous imitation, humans learn to use the words and
tools of those around them. At this time, humans acquire a
new hierarchy of actions by organizing and summarizing the
fact that a particular collection of sounds evokes a particular
response, and that the feel of a hand experienced through
tactile sensation and the movement of a tool perceived visually
are captured as an unified whole via the tool. This is made
possible by linking the A-memes formed on the brain circuit
according to the situation in which they are used, and making
them available as a coherent whole.

3) Culture-Level Memes: Furthermore, words pave the way
to language, and tools pave the way to the use of more complex
machines. At this stage, humans learn to act as members of
the culture and civilization of the group to which they belong,
not only through imitation but also through the experience of
autonomous activities as members of the group. At this time,
the B-level memes is extended to be used in a complex manner,
and culture-specific behavior patterns are formed.

B. Mapping Memes into Information Systems

The mechanism by which the memes inherit information
is analogous to an information system. A-memes serve as
the operating system that defines general patterns of spatial-
temporal behavioral functions. B-memes represent middleware
that extends the general patterns to concrete patterns. C-memes
act as application tools that extend the concrete patterns to
the ones that work in a number of groups of people. By
viewing memes as information systems, it is possible to rep-
resent human activities in various situations with symbols by
observing them. Meme extraction has been attempted in some
studies; the extraction of memes by observing the behavior
of people trying to reach their destinations while acquiring
information from information displays at railroad stations [5];
the inheritance of skills by ceramic artists through the acquisi-
tion of memes [14]; the memes used by skilled piano players
during practice for a concert [15]. It is expected that memes in
interaction in VR environments can also be elucidated based
on these methods with appropriate modifications.

V. CONCLUSION

We argued that symbol grounding is realized when we
perceive and recognize an object generated from a certain
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symbol and match it with that symbol. In the object gen-
eration process, A-, B-, and C-memes, are involved in the
conversion from symbols to objects. Since memes are passed
down from generation to generation, we suggested that they
could be extracted by observation, referring to the previous
studies [5][14][15]. These are based on the MHP/RT [5][6][7]
and the SMT [11][13]. The ability to evaluate objects that
are presented when users interact with VR environments from
the symbol grounding perspective is an important issue in the
development of seamless VR environments.
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Abstract— Previous research into extended reality (XR) 
technologies for older adults in residential care was limited. 
We explored use of three XR technologies giving virtual access 
to a unique UK visitor centre (Eden Project). Three care 
homes were able to use over three months either (i) Virtual 
Reality (VR) headsets, (ii) a tablet option or (iii) a projector 
and screen. While (i) provided fully immersive VR, both (ii, iii) 
provided augmented reality content. The participants were 22 
residents (mean age 86) and 5 staff. Interview and diary data 
suggested all three XR technologies provided meaningful 
activities, with enhanced access to nature experiences, 
increased conversation, reminiscence, calming behavioural 
escalations and education. Group viewing of the projector was 
felt beneficial for group interaction and staff resources but was 
too passive compared to VR or tablet. Some combination of the 
projector communal experience with the interactivity of VR 
and tablets is needed. However, in a sector with major 
workloads and staff shortages, implementation is problematic. 

Keywords- Care homes; extended reality; virtual reality; 
culture; accessibility. 

I. INTRODUCTION 

Population demographics are shifting globally due to 
increased life expectancy, leading to a growing proportion of 
older adults [1]. This places additional strain on health and 
social care (H&SC) systems, as aging correlates with 
declining physical function and increased service demand 
[2][3]. At the same time, workforce shortages exacerbate 
these challenges, prompting calls for innovative technologies 
to support healthy aging [4]. 

Care homes often present issues like loneliness and lack 
of stimulation [5], making efforts to improve wellbeing 
crucial [6]. Extended reality (XR) technologies—
encompassing Virtual Reality (VR), Augmented Reality 
(AR), and mixed reality (MR)—offer immersive and 
interactive experiences that can promote meaningful 
activities, social engagement, and access to otherwise 
inaccessible cultural or heritage sites [7]. Access to culture is 
linked to health benefits like enhanced quality of life and 
connectedness [8, 9], but older adults often face barriers in 
accessing physical heritage sites [10]. The COVID-19 
pandemic highlighted the value of virtual access to cultural 
experiences [11], with VR emerging as a promising tool for 

older adults, particularly for travel and reminiscence 
[12][13]. 

XR interventions may also reduce social isolation, linked 
to serious health risks, such as cardiovascular diseases [14]. 
Meaningful activities provided by XR could enhance quality 
of life and mental health, addressing the connection between 
physical health and psychological wellbeing [15, 16]. 
Despite this potential, implementing XR in care homes is 
challenging, requiring input from staff who mediate 
technology use [5]. 

Research on XR in care homes remains limited, with 
studies identifying usability issues and mixed outcomes for 
residents with dementia [19]–[21]. Existing literature 
provides useful insights but often lacks empirical data or 
direct comparisons of XR methods, such as VR headsets 
versus AR tablets [18][22]. Understanding the suitability, 
barriers, and impacts of different XR technologies for care 
homes is essential for future advancements. This study seeks 
to address these gaps by exploring the perspectives of both 
residents and staff, offering feasibility data to guide further 
research. As such, our aims were as follows. This study 
evaluated care home residents’ experiences with three XR 
methods for accessing the Eden Project: (i) VR headset, (ii) 
AR content on a tablet, and (iii) an AR projector with an 
immersive "room with a view" setup. It also assessed the 
feasibility of using the WHO-QOL-BREF quality-of-life 
questionnaire in this context. The study explored user 
experiences, feasibility, acceptability, device impacts, and 
barriers during implementation, aiming to compare the three 
XR approaches and inform future XR design for care home 
residents.  

We first present our methods in section II, including 
study design, ethical approval, description of sites and 
participants, materials, procedure, data collection and 
analysis, followed by results (qualitative, quantitative) in 
section III, discussion in section IV and finally section V, 
conclusion. 

II. METHODS

Here, we detail methods used for this mixed-methods 
exploration of XR technologies. 
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A. Design 

A mixed-method exploratory design was used, 
combining qualitative insights with quantitative measures to 
balance their respective limitations [23]. Quantitative 
pre/post measures primarily assessed feasibility, while 
qualitative data were gathered during and after the study to 
provide in-depth understanding. 

B. Ethics 

The study received approval from the University of 
Plymouth Faculty of Health Ethics Committee. All 
participants demonstrated capacity to consent and provided 
written consent after reviewing the participant information. 

C. Sites 

Three care homes were recruited through collaborators in 
social care, with no prior involvement in related studies. 
Participants included five female staff members and 22 
residents (average age 86, range 68–97) who completed pre-
assessments and interacted with technologies. Thirteen 
residents and five staff participated in end-of-study 
interviews or focus groups. Challenges for end-of-study data 
included closure of one care home, dispersing participants, 
and two resident deaths, leading to some loss of post-data. 

TABLE I. DEMOGRAPHIC DETAILS ON THE CARE HOMES, 
TECHNOLOGY RECEIVED, PARTICIPANTS, STAFF AND DATA 
COLLECTED AT EACH SITE. 

Care Home Technology Care Home Description 

Care Home 1 
(CH1) 

Individual Tablet 
Experience  

29 bed dementia friendly home, 
residents with different levels of 
dementia, residential care needs 
further to some nursing needs. 

Care Home 2 
(CH2) 

Group Projector 
Experience 

38-bed residential and dementia 
friendly care home. 

Care Home 3 
(CH3) 

Immersive VR 
Experience  

34-bed dementia friendly 
residential and nursing home  

Care Home
Pre-study 

Participants
Post-study Participants

Care Home 1 
(CH1)

7 residents  
(2 male, 5 
female)

7 residents (2 m, 5 f) 
3 staff focus group (3 f) (2 x 

activity coordinators, 1 x health 
care assistant/trainee nurse 

practitioner) 
26 calendar entries

Care Home 2 
(CH2)

8 residents  
(4 male, 4 
female)

5 residents (2 m, 3 f) 
1 staff interview (1 f) 

1 calendar entry

Care Home 3 
(CH3) 

7 residents  
(3 male, 4 
female)

2 residents (only 1 m interviewed)
1 staff interview (1 f) 

0 calendar entries

D. Materials 

Each care home was assigned an XR technology. Home 1 
received four iPad Pro tablets with optional headphones for 
exploring Eden Project 360° video content, which included 
Augmented Reality (AR) overlays, live streams, animations, 

and interactive maps. Home 2 received an Epson projector 
and screen for communal AR experiences of Eden Project 
biomes, navigated via an iPad. Home 3 used two Oculus 
Quest 2 VR headsets for individual immersive 360° video 
exploration. All care homes received comparable Eden 
Project content and a Lenovo tablet for recording staff audio 
observations. 

Figure 1. Technology implemented in the care homes 

E. The Eden Project content 

The Eden Project is a cultural site in Cornwall providing 
access to the exotic natural world, with large biomes 
containing one of the world’s biggest indoor rainforests and 
a mediterranean biome. All devices provided curated digital 
experiences of the Eden Project, including 360° tours of the 
Rainforest Biome, a Virtual Nature experience, live feeds, 
and other interactive content. Videos were filmed in sections 
lasting 4–5 minutes, with an audio guide and ambient 
soundscapes enhancing immersion. 

F. Data collecton 

Qualitative data included staff audio observations, end-
of-study interviews with residents, and staff focus groups. 
Quantitative data came from the WHO-QOL-BREF quality-
of-life questionnaire, completed at baseline and post-
intervention (three months). The short timeframe and small 
sample size focused on feasibility rather than detecting 
significant changes. 

G. Procedure 

Researchers introduced the study to care homes, 
collected consent, completed baseline measures, and 
allocated technologies. Home 2 received the projector due to 
space requirements, while tablets and VR headsets were 
randomly assigned to Homes 1 and 3. Staff received training 
on using, maintaining, and collecting data with the devices. 
Staff encouraged residents to use the technologies twice 
weekly over three months. Observations were recorded as 
brief, real-time audio diaries, capturing resident reactions 
and perceived impacts. This event-based sampling ensured 
ecological validity [24]. Technology use was left flexible to 
reflect real-world conditions, with usage rates indicating 
adoption levels. Post-intervention, researchers repeated the 
WHO-QOL-BREF assessments and conducted interviews 
and focus groups with participants before debriefing. 
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H. Data analyis 

Audio logs, interviews, and focus groups were 
transcribed and analyzed using deductive thematic analysis 
[25]. Three researchers collaboratively coded and validated 
themes based on evidence, comparing results across XR 
methods. WHO-QOL-BREF data were scored and analyzed 
with paired Wilcoxon signed-rank tests to compare pre- and 
post-intervention scores for each site, excluding assessments 
with more than 20% missing data [26]. 

III. RESULTS

We present our results in two sections, focusing on 
qualitative results first, followed by quantitative results. 

A. Qualitative Results 

TABLE II. THEMES AND INITIAL CODES RESULTING FROM 
ANALYSIS OF INTERVIEWS AND DIARY ENTRIES (TABLE OF 
EXAMPLE EVIDENCE AVAILABLE ON REQUEST).  

Accessibility to tourism/culture/nature:  

Projector allows residents to see new things; Residents enjoyed 
seeing different environment on VR; Residents felt immersed in 
nature with VR; Promoting visit to Eden through VR; VR useful 
for exploring nature; Promoting visit to Eden through tablets; 
Tablets gave access to culture/outdoors during lockdown and 
generally for people less active.  

Positive outcomes of technology use:  

Projector elicited conversation; Residents praise for projector; 
Social interaction with VR for residents and staff; Residents loved 
VR experience; Residents enjoyed nature connection experience 
on VR; Tablet potential for family memories; Residents benefitted 
from tablets; Tablets provided activity during lockdown and 
general care home situation; Tablets brought out emotions; Tablets 
calmed behaviour escalations; Tablets provided entertainment; 
Tablets provided meaningful activity; Tablets relieve boredom; 
Tablets prompt reminiscence; Residents enjoyed tablets for being 
educational impressive and interesting; Residents shared tablet 
experience with family; Tablets bring back memories; Tablet 
encouraged social contact and conversation.  

Technology appropriateness:  

Technologies not suitable (projector home); Residents do not enjoy 
tablets (VR home); Tablet headphones disliked; Headphones 
disrupted conversations about tablet; Quick uptake of tablets by 
residents; Independent use of tablets; Unfamiliar with tablet 
technology; Tablet bit small for residents to see, icons too small; 
Residents limited dexterity.  

Technology adoption/engagement:  

Residents requesting use of projector; Residents would continue 
projector use; Residents engaged with projector; Staff ease of use 
of projector; Residents and staff VR easy to use; Residents found 
VR HMD comfortable; Up to 30 minutes engagement with tablet; 
Daily tablet use; Future use of tablet desired; Increased tablet use 
over time; No technology issues with tablet; Tablet easy to learn 
for staff.  

Resource requirement for technology implementation:  

Lack of staff time for projector; Staff require training for VR use; 
VR needed staff support; Limited staff capacity to facilitate tablet 

use; Staff resources required for tablet use; Residents need help 
holding tablet; Residents not confident to use tablets alone; Tablet 
facilitation requires enthusiasm; Tablets require one-to-one 
facilitation.  

Benefits of group technology use:  

Residents enjoyed group activity with projector; Tablet group 
stated shared experience would be easier/more inclusive.  

Enjoyed technology features:  

Residents enjoyed projector soundscape; Residents enjoyed 
projector colours; People watching on tablet live feed; Residents 
enjoyed tablet scenery; Residents enjoyed tablet soundscape; 
Tablets easily portable to share around practical size.

Technology improvements: 

Improvements to projector; Projector content improvements; 
Desire educational content in VR; Limited attention holding with 
tablet; Tablet needs more content variety; Tablet had novelty effect.  

Implementation issues:  

Residents struggled with viewing projector; Projector room 
lighting difficulties; Require multiple VR headsets; VR did not 
work in some conditions (lighting); Tablet challenges; Resident 
tiredness barrier with tablets.  

Negative experience/ non-acceptance:  

Projector did not meet staff expectations; Projector lack of 
engagement from residents; Projector use reduced over project 
period; Projector not stimulating enough; Residents prefer outdoor 
activity to watching projector; Projector better suited elsewhere; 
Residents uncomfortable with VR HMD initially; VR 
disorientating for residents; Some residents found tablet strange; 
Tablet confusing for some residents  

1) Overview 
The experiences of three care homes using different XR 

technologies—tablets, VR headsets, and projectors—
highlighted the benefits, barriers, and impacts of these 
technologies for providing remote access to cultural 
experiences like virtual visits to the Eden Project. Data was 
gathered from resident (R) and staff interviews (S), as well 
as diary entries (D), over three months. Table 2 summarizes 
the key themes and subcodes. 

a) Accessibilty to Tourism, Culture and Nature 

All XR technologies improved accessibility to cultural 
and natural experiences, with tablets and VR headsets 
outperforming projectors in creating a sense of presence. VR 
provided an immersive “360-degree nature” experience, with 
one resident commenting, “It’s like being somewhere else” 
(CH3, R1). Staff in CH3 noted the benefit of enabling 
residents to participate despite mobility limitations: “They 
didn’t miss out. They had a part of something” (CH3, S1). 
Tablets also fostered accessibility, with residents 
appreciating the beauty of the Eden Project despite the 
inability to visit in person. For example, one resident stated, 
“Some of it is absolutely beautiful... I haven’t been able to do 
that for a while” (CH1, R4). 

Projectors, while appreciated for communal activities, 
lacked the immersive and individual engagement provided 
by tablets and VR. Both VR and tablets inspired interest in 
real-world visits, expressed by staff and residents. 

2) Positive Outcomes of Technology Use 
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The XR technologies produced various positive 
outcomes: 

• Social Interaction: The projector encouraged group 
discussions, such as safety near water (CH2, S2-D), while 
tablets facilitated one-on-one conversations, often deepening 
familial bonds (“She was teaching her daughter”—CH1, S4). 

• Reminiscence: Tablets uniquely promoted 
reminiscence, particularly for residents familiar with the 
Eden Project. One resident recalled, “I remember visiting 
with my husband” (CH1, R1). 

• Entertainment and Education: Tablets provided 
entertainment during COVID-19 isolation and were praised 
for their educational content. Staff noted their calming effect 
on residents having “bad days” (CH1, S1-D). 

• Meaningful Activities: VR was meaningful for 
gardening enthusiasts, while tablets offered a variety of 
engaging activities. Staff and residents reported positive 
emotional responses and a sense of achievement. 

3) Technology Appropriateness 
Each technology had varying levels of appropriateness 

based on resident capabilities: 
• Tablets: Accessible for able residents but 

challenging for those with sight or dexterity issues. Staff 
appreciated their portability but noted the need for guidance. 

• VR: Preferred in homes with residents requiring 
passive experiences but less engaging for group settings. 

• Projectors: Most suitable for group activities but 
limited in fostering individual engagement. 

Challenges included small icons on tablets, the weight of 
devices, and the disruptive nature of headphones. Passive 
technologies (VR and projectors) were preferred in homes 
with residents with severe dementia. 

4) Technology Adoption and Engagement 
All technologies showed good engagement: 
• Residents enjoyed the projector’s group experience 

and requested its use (CH2, R3). 
• Tablets were used daily but required consistent staff 

facilitation, which was challenging due to staffing shortages. 
• VR was comfortable and easy to operate but 

primarily offered individual experiences. 
Despite these challenges, staff reported an increased 

willingness to use the technologies over time, highlighting 
the importance of tailored content for sustained interest. 

5) Resource Requirments 
Implementing XR technologies required significant staff 

input: 
• Tablets necessitated one-on-one interaction, 

limiting scalability in larger groups. 
• VR and projectors were easier to operate but still 

required staff training and facilitation. 
• Staffing shortages due to COVID-19 exacerbated 

these challenges, with staff balancing care duties and 
technology use. 

6) Group Technology Use and Enjoyment 
Residents favored group activities facilitated by 

projectors, with staff in tablet-equipped homes suggesting 
larger screens for communal use. Nature content, live 
streams, and soundscapes were universally praised. The 

portability of tablets was noted as a key advantage for 
individualised experiences. 

7) Technology Improvements 
To sustain engagement, all technologies would benefit 

from updated content and user-friendly interfaces. 
Suggestions included more immersive features for projectors 
and larger icons for tablets. Staff emphasized the need for 
resources to support ongoing technology use, including 
training and additional staff capacity. 

Overall, each XR technology offered unique benefits and 
challenges. Tablets were versatile and engaging but required 
staff support. VR provided immersive, individual 
experiences, while projectors facilitated group activities. 
Tailoring technologies to resident capabilities and care home 
contexts is crucial for maximizing their impact. 

TABLE III. SUMMARY OF BENEFITS AND LIMITATIONS OF 
EACH TECHNOLOGY. 

XR 
Technology 

Type 
Benefits Limitations 

Across all 
three 

technologies

Allowed residents to see 
new things 
Access to culture, nature, 
heritage experiences 
Meaningful activity, 
entertainment 
Improve resident 
behaviour and mood  
Tool to aid reminiscence
Nature sounds 

Poor resident eyesight 
impacts use of all 
technologies 
All require more variety of 
content for longer term 
engagement 
Could include more 
educational content 
New technologies can be 
confusing initially  

VR 

Immersive experience in 
new environments 
Individual experience   
‘Passive’ activity for 
those with advanced 
dementia and/or reduced 
capacity 
Doesn’t require large 
physical space for use 

High levels of staff input 
needed to facilitate use 
Training need for staff  
Challenging for use in 
communal environments 
Image quality sensitive to 
daylight 
Headset discomfort 
Disorientation in headset  

AR Tablet 

Promoted interest in real 
world visits to Eden  
Good engagement and 
emotional response 
Created access to 
culture/outdoors during 
lockdown for those less 
active 
Mediated conversation 
Provided educational 
activity 
Easy to use for most  
Convenient for 
portability  
Doesn’t require large 
physical space for use 

Difficulty for those with 
limited dexterity 
Required a level of capacity 
for interaction  
Headphone use not 
enjoyable for residents  
Headphone use limited 
social interaction 
High levels of staff input 
needed to facilitate use 
Heavy to hold 
Challenging for use in 
communal environments as 
individual activity 
Residents found initial use 
challenging  
Small icons hard to see 

AR Projector
Promoted social 
conversation more than 

Perceived as less immersive 
access to culture and nature 
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other technologies 
‘Passive’ activity for 
those with more advance 
dementia and/or reduced 
capacity 
Group activity  
Requires less staff 
resource to facilitate than 
individual technologies 

than tablet and VR 
Required staff resources to 
set up and use 
Sunlight disrupted image 
quality  
Activity was too passive 
Required large physical 
space for use 
Too passive less engaging 

B. Quantitative Results 

WHO quality of life pre-study data was collected for 22 
residents, while post-study data was only collected from 
14 residents. The closure of Home 3 had a significant 
impact on the post-study data collection. There were 
additionally two participants lost to study (deceased) in 
the Projector home and one who was unavailable for data 
collection at the time of researchers visit. 

TABLE IV. MEAN WHO-QOL-BREF SCORES PRE AND POST 
TECHNOLOGY USE PERIOD. 

  Quality of Life
Satisfaction 
with Health 

Physical 
Health 

Group 
(N)  

Tech Pre Post Pre Post Pre Post 

Home 1 
(N=7 pre, 2 

post) 
Tablet 4.1  3.7 4.1  3.6  66 63  

Home 2 
(N= 7 pre, 

7 post) 

Project
or 

4.1  3.8 3.5  2.8  54 59  

Home 3 
(N= 8 pre, 

5 post)
VR 2.9  3.0 3.4  3.5  54 46  

Psychological 
Health

Social 
Relationships

Environm
ental 

Health
Group 
(N)  

Tech Pre Post Pre Post Pre Post

Home 1 
(N=7 pre, 2 

post) 
Tablet 59  67  39  52  66 74  

Home 2 
(N= 7 pre, 

7 post) 

Project
or 

60  68  58  67  77 73  

Home 3 
(N= 8 pre, 

5 post) 
VR 52  50  37  58  61 47  

The WHO-QOL-BREF was administered pre- and post-
technology implementation at each site. Mean scores for 
each category were calculated and are shown in Table 4. 
Researchers found the WHO-QOL-BREF too lengthy for 
older adult care home residents, particularly for larger 
samples, as participants often reported fatigue and 
dissatisfaction with the time required. Some questions were 
deemed irrelevant or overly personal. Given these 
limitations—the feasibility of this measure for future studies 
with larger samples and longer time-frames is deemed 
limited. 

IV.DISCUSSION

This study compared three XR technologies (VR, AR 
tablet, AR projector) in care homes, relying primarily on 
qualitative data and exploring the feasibility of the WHO-
QOL-BREF measure in this context. While prior research 
has explored XR implementations in care settings 
[5][18][19][22], this is the first study to compare different 
XR types, providing valuable insights for future technology 
design, development, and implementation in care homes. 

All three XR technologies demonstrated strong potential 
for care home use, aligning with earlier findings [13][18]. 
Engagement levels varied, with the tablet praised for its 
interactive design, which encouraged active participation and 
elicited positive emotional responses. In contrast, the 
projector, as a more passive medium, was seen as less 
engaging for residents who could actively interact with 
content but was noted as more suitable for those with severe 
dementia. The VR headset offered immersive experiences 
but presented challenges, such as physical discomfort, 
consistent with previous concerns regarding head-mounted 
displays for older adults [18][21]. These findings highlight 
the need for further exploration of technology-specific 
dynamics in care settings. 

The XR technologies facilitated virtual access to cultural 
and natural environments, which aligns with documented 
health and wellbeing benefits [9]. Tablets and VR were 
particularly effective in enhancing inclusivity and providing 
meaningful engagement, with tablets also noted for reducing 
behavioral escalation and improving mood. Social 
interaction was positively impacted across all technologies, 
with projectors fostering group discussions, and tablets and 
VR supporting one-on-one interactions with staff and family. 
The capacity of XR technologies to trigger positive 
reminiscence further underscores their potential, although 
prior findings [20] suggest that the possibility of negative 
reminiscence triggers warrants further investigation. 

Practical challenges included the space requirements for 
projectors and usability barriers with tablets, such as small 
icons, which posed difficulties for residents with reduced 
dexterity or eyesight. VR headsets caused physical 
discomfort and may be unsuitable for residents with 
dementia, aligning with previous findings [18][21]. Staff 
facilitation was critical across all XR technologies, with 
projectors requiring less staff involvement due to their group 
activity format. 

The WHO-QOL-BREF measure proved burdensome and 
lengthy for this demographic, with residents reporting fatigue 
and discomfort during completion. Although all participants 
completed the measure, its relevance and feasibility for care 
home residents were limited. Shorter, more targeted 
measures focusing on social interaction, connection to place, 
and wellbeing would better suit future research. Qualitative 
methods, particularly audio diaries, were effective in 
capturing nuanced insights and should be prioritized in 
similar studies. 
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V. CONCLUSION

XR technologies hold significant promise in care homes, 
offering meaningful activities, fostering inclusivity, and 
providing access to culturally and naturally significant 
environments. Among the technologies studied, tablets 
emerged as the most suitable, balancing high engagement 
with usability, and avoiding the discomfort associated with 
VR headsets or the passivity of projectors. However, the 
preference for group activities within care homes, due to 
communal dynamics and limited staff resources, highlights 
the need for future XR developments to combine 
interactivity with communal usability. This is a key area for 
future research investigation.  
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Abstract— Science education faces challenges in engaging 

students, especially when abstract concepts lack tangible 

representation. Museums bridge this gap by blending theory 

with hands-on exploration, but guided tours often remain 

passive. To increase engagement, this paper presents a hybrid 

methodology that integrates Gamified Virtual Reality (GVR) 

with museum experiences. Originally designed to be 

implemented at the Natural History Pavilion of the University 

of Almería, the proposed activities, such as “The Intruder” and 

“Minerals in My Life,” encourage students to interact with 

exhibits through immersive and collaborative tasks. This 

approach promotes both scientific literacy and social-

emotional skills. Although there are technical and financial 

constraints, partnerships and affordable VR solutions can 

mitigate these challenges. Future research should explore the 

long-term impact of this model on interdisciplinary learning. 

Keywords- Virtual Reality; Gamification; Science Museums; 

Education; Interactive Learning. 

I.  INTRODUCTION 

Science education is essential to develop critical thinking 
and understanding of the real world, preparing students for 
life and the challenges of society. However, when addressing 
these aspects, traditional teaching methods, often centered on 
lectures and memorization, fail to engage students, especially 
when faced with abstract and difficult-to-understand 
concepts [1]. This disconnect is exacerbated in contexts 
where the lack of practical resources limits the ability to 
transform theories into tangible experiences, reinforcing the 
need for innovative approaches. 

Science museums, recognized as informal learning 
spaces, provide a bridge between theory and practice through 
interactive exhibits [2]. However, even in these 
environments, many guided tours perpetuate a passive model 
in which students assume the role of observers, without 
actively interacting with the content or establishing 
meaningful connections between the concepts presented and 
their real-world applications. This limitation underutilizes 
the educational potential of museums, which could serve as 
living laboratories for scientific exploration. 

The GVR emerges as a response to these challenges, 
transforming static observation into an immersive and 
collaborative experience [3]. For example, by exploring 

digital habitats or identifying minerals in everyday virtual 
environments, students not only assimilate scientific 
knowledge but also develop metacognitive skills, such as 
problem-solving and decision-making. This approach 
resonates with contemporary demands for Science, 
Technology, Engineering, and Mathematics (STEM) 
education that prioritizes digital literacy and prepares 
students for an increasingly technological world [4]. 

Furthermore, gamification incorporates playful 
elements—such as missions, rewards, and healthy 
competitions—that enhance intrinsic motivation and 
engagement. When combined with VR, this strategy not only 
facilitates the assimilation of complex content, but also 
promotes socio-emotional skills, such as communication and 
collaboration, which are essential for the student's 
comprehensive education [5]. By adopting these 
technologies, museums transcend their traditional role as 
repositories of knowledge, becoming dynamic spaces where 
learning is collectively constructed, and not just transmitted. 
This transformation, however, does not occur without 
obstacles. The effectiveness of GVR depends on careful 
pedagogical design, which avoids prioritizing technical 
aspects to the detriment of clear educational objectives. 
Furthermore, new technological tools to support education 
cannot focus on merely virtual and individualistic learning, 
since access to available physical resources and interaction 
with peers throughout the learning process are also essential. 
Therefore, aligned with the needs of students and the 
principles of experiential learning, this proposed 
methodology represents a significant advance in the way we 
conceive the relationship between education, technology and 
social engagement.  

The paper is structured as follows. In Section II, the state 
of the art on VR and gamification in museums is presented. 
In Section III, the hybrid methodology and the respective 
proposed activities are detailed. In Section IV, the benefits, 
challenges and expected outcomes are discussed. Finally, 
conclusions and future directions are addressed in Section V. 

II. STATE OF THE ART ON VR AND GAMIFICATION  IN 

MUSEUMS  

The integration of VR into museum experiences has 

gained significant attention in recent years. Studies highlight 
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its potential to transform traditional museum visits by 

increasing interactivity and engagement through immersive 

digital environments [6],[7]. Research in this domain 

typically focuses on leveraging VR to enhance individual 

learning experiences, allowing visitors to explore historical 

reconstructions, scientific simulations, and cultural heritage 

artifacts in new ways [8]. Gamification can further enhance 

these experiences by incorporating elements such as 

challenges, rewards, and collaborative quests, effectively 

increasing motivation and knowledge retention [9]. Several 

studies show that combining VR with gamified strategies 

promotes cognitive and socio-emotional gains [10], [11]. 

Despite these advances, the application of hybrid VR 

models that integrate physical and digital museum visits 

remains underexplored. Most studies on this topic 

emphasize fully immersive digital content or augmented on-

site enhancements without a connection between the real 

and virtual environments [8]. A crucial gap in current 

research is the lack of strategies that facilitate social and 

cooperative learning in VR-enhanced museum 

environments. Although collaborative VR applications exist 

in other educational contexts, their adaptation to school 

group visits remains minimal, limiting their potential to 

support teamwork, communication, and collective problem-

solving [9]. This study addresses these limitations by 

proposing a model that merges physical museum visits with 

collaborative GVR tasks. Unlike previous approaches, the 

methodology proposed in this paper offers active and 

collaborative participation to solve educational challenges, 

demonstrating the potential of structured hybrid VR models 

to enrich science education beyond traditional classroom 

settings. 

III. METHODOLOGY 

The proposed hybrid methodology was developed in 
response to the demand for virtual reality experimentation 
with school-age children, integrating both physical and 
virtual visits to the Natural History Pavilion at the University 
of Almería. The concept was designed around two GVR 
activities: 

• The Intruder: After physically visiting the museum's 
display cases, which showcase different plant and animal 
habitats, students use VR headsets to explore the same 
environments, now virtually modified. Their task is to 
identify misplaced species by comparing them to the 
physical specimens previously observed. Meanwhile, 
classmates actively participate in resolving discrepancies 
between the virtual and real displays. 

• Minerals in My Life: Similar to the previous activity, 
students first visit the museum's collection of stones and 
minerals, learning about their primary applications in daily 
life. They then explore VR-based residential and workplace 
environments featuring commercial products and equipment 
that incorporate minerals as raw materials. The gamified 
activity, conducted collaboratively with peers, involves 
identifying the minerals present in various everyday objects 
within the virtual environments. 

The design of the these idealized activity models is based on 

collaborative VR structures and gamification strategies that 

have been shown to enhance engagement [10] and improve 

the contextualization of scientific concepts through situated 

learning  [11]. Beyond the museum’s physical resources, 

implementing the gamified activity requires a 360° camera 

for capturing the images, a platform for creating a virtual 

tour, and VR headsets. Additionally, the creation of pre- and 

post-activity assessments is essential for evaluating 

conceptual understanding and teamwork, aligning these 

evaluations with cognitive and socio-emotional assessments 

while also providing feedback for refining the model. 

IV. BENEFITS, CHALLENGES AND EXPECTED OUTCOMES  

The proposed hybrid methodology offers substantial 
advantages for science education. By integrating 
collaborative VR tasks into museum visits, students 
transition from passive observers to active participants in 
dynamic problem-solving scenarios that mirror real-world 
scientific challenges. The immersive nature of VR enhances 
intrinsic motivation, as gamified activities are perceived as 
inherently engaging and rewarding. This leads to greater 
student involvement and improved knowledge retention 
compared to traditional observation-based learning. 
Additionally, the interactive design fosters peer-to-peer 
learning, enabling students to exchange ideas, critique 
hypotheses, and refine solutions through discussion, thereby 
strengthening both cognitive and social skills. 

Despite these benefits, the implementation of this 
approach presents several practical and pedagogical 
challenges. One major obstacle is financial: high-quality VR 
hardware can be cost-prohibitive for institutions with limited 
budgets. While low-cost alternatives, such as smartphone-
based VR viewers, offer a potential solution, their impact on 
immersion and interactivity must be carefully assessed. 
Moreover, sustaining these initiatives requires strong 
institutional partnerships. Without such collaborations, 
scalability remains a significant hurdle, particularly for 
smaller institutions. Another critical concern lies in the 
design of the gamification itself. If not carefully structured, 
gamified elements risk reducing learning to a superficial 
competition for points or badges rather than fostering deep 
educational engagement. Addressing these challenges 
demands meticulous planning, continuous teacher training, 
and iterative feedback mechanisms to fine-tune the balance 
between engagement and educational rigor while optimizing 
the relationship between real and virtual learning. 

The implementation of the proposed hybrid methodology 
is expected to yield several positive outcomes. First, it aims 
to enhance student engagement by transforming 
conventional museum visits into interactive and participatory 
learning experiences. By incorporating VR-based gamified 
tasks, students are likely to exhibit higher motivation and 
improved retention of scientific concepts, as previous 
research indicates that immersive learning environments 
facilitate deeper cognitive processing. Furthermore, this 
approach is expected to promote collaborative problem-
solving skills, as students work together to complete tasks 
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and explore real-world applications of science. Another 
anticipated outcome is the development of socio-emotional 
competencies, including communication and teamwork, as 
peer interaction plays a fundamental role in the learning 
process. Finally, this methodology has the potential to serve 
as a scalable model for other educational institutions, paving 
the way for further research into the long-term impact of 
GVR in science education. 

V. CONCLUSIONS AND FUTURE DIRECTIONS 

This study introduced a hybrid methodology that 
integrates GVR into museum experiences, aiming to 
transform traditional visits for student groups into immersive 
and participatory activities. To this end, practical activities 
were designed based on principles of gamification, situated 
learning, and collaborative participation, utilizing resources 
such as physical visits, 360° VR, and pre- and post-activity 
assessments as feedback mechanisms to refine the 
methodological design. The approach promotes active 
engagement, integrates theoretical knowledge with practical 
applications in a playful way. Collaborative tasks in VR, 
when integrated into the physical environment, not only 
facilitate the retention of complex scientific concepts but also 
enhance socio-emotional skills, such as communication and 
teamwork. As museums evolve into dynamic and 
interdisciplinary centers, it is crucial not only to adopt 
technological innovations but also to implement them within 
contexts that foster meaningful learning for comprehensive 
and inclusive education, thus exploring the full potential of 
these simulation tools.  

For future guidance, it is recommended to investigate the 
long-term impact of this methodology as an interdisciplinary 
resource and promoter of skills and competencies. 
Comparative studies across different age groups and 
socioeconomic contexts could enhance the inclusiveness of 
the model. Additionally, it is essential to explore the 
integration of artificial intelligence and sensors such as eye 
tracking in VR to personalize experiences and improve real-
time feedback. Finally, expanding the model to 
other exhibition spaces related to art, science, and history 
could consolidate the role of museums and galleries as 
dynamic environments for pedagogical innovation, aligning 
them with the advancements in VR and the growing 
emphasis on creating immersive worlds for education and 
culture. 
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