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Abstract—The precise inner workings of cellular mechanisms remain largely unknown and, therefore, their modeling is usually based on conjectures. The availability of large amounts of genetic data, and the lack of abstract mathematical models, makes computer algorithms the only tool available for searching for these hypothetical realities. We call the conjectured algorithmic-independent reality that underlies the method design and intention, the semantics of the algorithm. This article is a brief semantics analysis exercise performed with four binary quantization algorithms for time series of gene expression data.
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I. INTRODUCTION

The post genomic era has brought a myriad of computer methods for modeling cellular mechanisms [1]. As the precise inner workings of these mechanisms is still unknown, several of these methods are based on an implicit model of the phenomenon under scrutiny, and its hypothetical manifestations in the data. This is a departure from standard scientific computing practices where algorithms are designed on the basis of well-defined mathematical models, which capture the essence of the phenomenon in abstract terms. Explicit mathematical models also guide the design of numerical simulations, and are often used to test their accuracy. The lack of an algorithmic-independent explicit model obscures the essence of the phenomenon simulated by the computer algorithm, as well as the interpretation of its results. Furthermore, taking the implicit model for granted may determine how the phenomenon is perceived and interpreted in further analyses or modeling endeavors [2].

In the absence of a standard term, we call semantics of a computer method the algorithmic-independent meaning of the problem that the method is designed to solve. In particular, we study the semantics of four binary quantization algorithms designed to separate expressed from non-expressed gene states, in a time series of gene expression measurements. Underlying the selected methods is the implicit model of a numeric value, or threshold, which separates the state expressions of the gene, in the time interval of the series. Such separation is called binary quantization, and the algorithms for splitting the time series data points in expressed and non-expressed states, binary quantization algorithms.

Two different ways of computing the threshold are manifested in the four methods. For two of the methods, the threshold is in fact, an explicit numerical value computed before the classification of the data. The other two methods do not compute a threshold, explicitly. Instead, they use statistics to separate the data into expressed and non-expressed states. The threshold is thus, a consequence of the classification of the data points. The semantic question that arises here is what is the algorithmic-independent nature of the threshold. We assume as a working hypothesis that the threshold is a numerical value and attempt to unveil its independent nature through computational experiments performed with the four binary quantization algorithms. The experiments assess the degree of consistency between the computed results and the effects of threshold variations in the simulation of gene regulatory networks (GRN) [3]. The ultimate purpose of a binary quantization is the construction of a probabilistic Boolean network representation (PBN) of a GRN [4]. A PBN is normally derived from prior knowledge of gene interconnections and statistical analyses performed on an array representation of the quantized gene expressions, usually called binary expression matrix. Most binary quantization methods are validated on the basis of the quality of the PBN representations derived from them. In order to eliminate the influence of the prior knowledge embedded in the PBN representation, we measure the variations in the binary expression matrices themselves.

The rest of this article is organized as follows: Section II discusses the concept of threshold. Section III is a brief summary of the binary quantization algorithms under consideration. Section IV describes the experiments conducted; and Section V analyses their results. Finally, Section VI summarizes some conclusions of the study.

II. NATURAL THRESHOLD, CONVERGENCE THRESHOLD AND COMPUTATION

Gene expressions are the result of a cascade of processes that are stochastic in nature. However, by the Law of Large Numbers, a smooth non-negative real valued function can approximate the average expression behavior of a significantly large number of cells, in an interval of time [5]. Provided that the variations in this function are large enough,
the lowest and highest values can be associated with expressed and non-expressed gene states, respectively. Hypothetically, someplace within the function range, there should be the point in which Nature separates the two states. We call this hypothetical point Natural Threshold (NT). We plan to answer the semantics question by investigating to what extent the result of the methods reveal a NT.

In all the methods considered, the threshold varies with the number of input data points. In order to bound these variations, we compute the Convergence Threshold (CT). This threshold is obtained by iterative refinements of the method’s thresholds, up until the values fall within a predetermined error tolerance. The data for the iterative refinements is taken from a cubic spline interpolation of the method’s thresholds, up until the values fall within a predefined error range. Once the thresholds have been interpolated, we compute the Convergence Threshold for each method.

The CT is also used to assess the accuracy of the methods. We do this by comparing the method’s CT with the threshold of the original time series. We also compare the binary expression matrices derived from these thresholds.

III. THRESHOLD COMPUTATION METHODS

We classify the four methods considered in this study [6], [7], [8], and [9], according to their approach to the search for a threshold. This renders what we call jump-based and cluster-based methods.

A. Jump-based Methods

It is a frequent practice to use data variations—or jumps—between data points, as a reference for the determination of a threshold value. This approach is taken in [6] and [7]. We refer to these methods as Algorithm 1 and Algorithm 2, respectively. Algorithm 1 computes first the average jump of a sorted version of the input data set, and sets the smallest point in the sorted data that exceeds this value, as the threshold. Fig. 1 shows the pseudo code of Algorithm 1.

**Algorithm 1.** Binarize: INPUT $G_i$, OUTPUT $B_j$

$S_j \leftarrow \text{sort}(G_1, \ldots, G_i)$

for $j = 1$ to $k-1$

$$D_{ij} \leftarrow (S_j - S_{i,j})$$

endfor

$t \leftarrow (S_j - S_{i,j})(k - 1)$

$m = \min \{ j : D_{i,j} \geq t \}$

for $j = 1$ to $k$

if $G_{ij} \geq S_{i,m+1}$

$B_{ij} \leftarrow 1$

else

$B_{ij} \leftarrow 0$

endif

endfor

Figure 1. Algorithm 1. Binarize.

In this description, each $G_i = (G_1, \ldots, G_i)$ is the k-point time series expression of the i-th gene, in a gene set. Thus, variable $i$ is fixed in the routine, but runs in the main program. The main program, in turn, calls Algorithm 1 and receives its output $B_{ij}$ which is the i-th row in the binary expression matrix. For our purposes, however, the output is $S_{i,m+1}$, as this is the value that separates expressed and non-expressed states.

**Algorithm 2.** Calculation of optimal step functions

Initialization:

$C(0) = c_N$, $i = 1, \ldots, N$

Iteration:

for $j = 1$ to $N-2$

for $i = 1$ to $N-j$

$$C(i) \leftarrow \min_{d=i,N-j} (C_{i+d-1} + C_{i-d+1}(j - 1))$$

Ind$(i) \leftarrow \arg\min_{d=i,N-j} (C_{i+d-1} + C_{i-d+1}(j - 1))$

endfor

endfor

Figure 2. Algorithm 2. Optimal step functions.

Algorithm 3, shown in Fig. 3, reconstructs the break points from the array Ind, computed with the Algorithm 2.

**Algorithm 3.** Compute the break points of all optimal step functions

for $j = 1$ to $N-2$

$z = j$

$P_j = \text{Ind}_j(z)$

if $j > 1$

$z \leftarrow z - 1$

for $i = 2$ to $j$

$P_j \leftarrow \text{Ind}_{P_{j-1}(i)}(z)$

$z \leftarrow z - 1$

endfor

endif

endfor

Figure 3. Algorithm 3. Break points of optimal step functions.

Break points are used to compute the jump size $h$. The error of approximation $e$ is the Euclidean distance of the step
function to the sorted input data set. The maximum of the radios \( q = h/e \), determines the strongest discontinuity.

We refer the reader to [7] for further details on this method.

B. Cluster-based Methods

Cluster-based methods partition the input data set into a predetermined number \( k \) of disjoint data subsets, referred as clusters. The partition is made on the basis of the nearest center of each cluster. Here, we compare the well-known \( k\)-means method, for \( k=2 \), and Algorithm 4, which is a variant, proposed by the authors, that replaces the mean with the median. We provide no pseudo code for 2-means, but recall that, in this method, data centers are initialized randomly. In contrast, in Algorithm 4, no random initialization is necessary, as shown in its pseudo code in Fig. 4.

Algorithm 4. Median separation. INPUT \( G_i \), OUTPUT \( T \)

\[
S \leftarrow \text{sort}(G_{i1}, \ldots, G_{in})
\]

for \( j = 1 \) to \( m - 1 \) do

\[
\begin{align*}
\text{lm}_{j} & \leftarrow \text{median}(S_{j}, \ldots, S_{j}) \\
\text{um}_{j} & \leftarrow \text{median}(S_{j+1}, \ldots, S_{m}) \\
A_{j} & \leftarrow \text{um}_{j} - \text{lm}_{j}
\end{align*}
\]

endfor

\[
\text{Ind} \leftarrow \text{argmax}_{j=1\ldots m}(A)
\]

\[
\text{lmMax} \leftarrow \text{lm}_{\text{Ind}}
\]

\[
\text{umMax} \leftarrow \text{um}_{\text{Ind}}
\]

\[
T \leftarrow (\text{umMax} + \text{lmMax}) / 2
\]

Figure 4. Algorithm 4. Median Separation.

Algorithm 4 sorts first the \( m \) input data points, and for each value \( j \), \( 1 \leq j \leq m \); computes the median of the first \( j \) points and that of the last \( m - j - 1 \) data points. Then, it finds the pair of medians that are farther apart and returns their average as the threshold. In both, Algorithm 4 and 2-means, two points, an upper and a lower value, determine the binary quantization. Therefore, if there is a threshold, this is most probably given by their average.

IV. METHODS AND EXPERIMENTS

We designed two experiments. The first uses the threshold computed by each method. The second uses the CT of each method, instead. Both experiments were performed with two different data sets. The first data set [10], which corresponds to the mitotic cell cycle of yeast, is taken from [11]. We took the 17-point time series of four genes, namely cdc24, cdc19, cdc15, and cdc27. The second data set is a 6 x 8 randomly generated matrix of real values between 0 and 1, mimicking an eight point time series of six genes.

All experiments were run in Matlab 7.0.12.635 (R2011a) for Mac.

V. ANALYSIS OF RESULTS

Next is a brief analysis of the experimental results.

A. Numerical Variations of the Thresholds

Fig. 5 shows the thresholds obtained in the first experiment. Algorithms 2 and 2-means exhibit the closest numerical values, while the thresholds returned by Algorithm 1 and Algorithm 4 are significantly farther apart. All threshold values are shown in Tables 2 and 3. In order to quantify these observations, we compute the ratio \( d_{\text{max}}/\text{range} \), where \( d_{\text{max}} \) is the largest distance between thresholds for a given time series, and range is the difference between the largest and smallest values in the time series.

The results of these computations are depicted in Fig. 6.

For a more algorithmic-centered classification, we define the distance between methods as the Euclidian distance between the vectors formed by the thresholds of each time series of genes. Table 1 shows the distances between each pair of methods.

The shortest and largest distances are highlighted, as well. In both experiments and with the cdc data, the distance from Algorithm 1 to 2-means is the largest. In turn, 2-means

![Figure 5. Thresholds plots of the four methods on Experiment 1. Here, Jb1 is Algorithm 1, Jb2 is Algorithm 2, Cb1 is 2-means and Cb2, Algorithm 4.](image-url)
TABLE I. DISTANCES BETWEEN ALL METHODS EXPRESSED AS HAMMING DISTANCE. LOWEST AND HIGHEST SCORES ARE HIGHLIGHTED.

<table>
<thead>
<tr>
<th>Hamming Distance</th>
<th>Original</th>
<th>Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Jb2</td>
<td>Cb1</td>
</tr>
<tr>
<td></td>
<td>cdc data</td>
<td></td>
</tr>
<tr>
<td>Jb1</td>
<td>0.23529</td>
<td>0.25</td>
</tr>
<tr>
<td>Jb2</td>
<td>—</td>
<td>0.014706</td>
</tr>
<tr>
<td>Cb1</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jb1</td>
<td>0.3125</td>
<td>0.22917</td>
</tr>
<tr>
<td>Jb2</td>
<td>—</td>
<td>0.083333</td>
</tr>
<tr>
<td>Cb1</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

and Algorithm 4 are separated by the shortest distance, followed closely by algorithms 1 and 4. We also compared the variations of each algorithm with respect to the input data sets. The results are reported in Table 4. Table 5 shows the Euclidean distance between the two experiments, for each of the four methods. Among the methods, Algorithm 1 turned out to be the less stable as it has both the shortest and largest distances between data sets.

B. Variations in the Binary Quantization

The Hamming distances divided by the number of data points measure the differences between the binary quantizations derived with each threshold on the same time series. Fig. 7 shows the results for the cdc data set. The highlighted rows are pairs of different methods whose binary quantizations coincide. The methods with the largest number of coincidences are Algorithm 2 and 2-means.

Table 1 shows the Hamming distances between the binary quantization computed with the convergence threshold of each method. The closest methods are again, Algorithm 2 and 2-means. In turn, the distances between algorithms 1 and 4, and algorithms 1 and 2 are the largest.

VI. CONCLUSIONS

The results show that the thresholds computed by the four methods are significantly different. This is a clear rejection of the hypothesis that the methods compute the algorithmic-independent value, referred in this article as Natural Threshold. As expected, convergence threshold differs from thresholds. This sensitivity to the sample size is also a negative answer to the question of the accuracy of the methods. Also, the convergence thresholds produced binary expression matrices that are also significantly different to the ones obtained by the thresholds of each method. An important implication that can be drawn from these observations is that the models of gene regulatory networks, whose construction uses a binary quantization as a first step, are biased by the choice of the binary quantization method. The success of some PBN representations of GRNs suggests that this bias is being corrected, in part, with the incorporation of prior gene interconnection knowledge, and expected results.

![Figure 6](image1.png)

Figure 6. Relations between maximal distance between threshold and data range.

![Figure 7](image2.png)

Figure 7. Comparison between binary quantization matrices between same methods using thresholds obtained from both experiments. Matching binarizations are highlighted. Cdc data set.
The difficulties in determining a numerical threshold may arise from the intrinsic nature of gene expressions. Both assumptions, jumps in the data or statistical separation in two groups may be too strict, in some sense, as data may have some natural perturbation or noise. It may be the case that on average, expressed and not expressed gene states are separated in nature by an interval, not a point. In the interval model, expressed states will correspond to values above the interval’s upper limit while non-expressed gene states are those expression values that fall below its lower limit. And these expression values that a model, expressed states will correspond to values above the average, expressed and not expressed gene states are some natural perturbation or noise. Both methods will be mostly implemented in shared memory systems.

This paper suggests a line of research that may be worth pursuing. Its ultimate aim should be a mathematical framework for validating implicit models from their different algorithmic approaches. This validation might eventually lead to, or replace an explicit abstract mathematical representation of the reality behind by the implicit model. The development of such a framework will support current and future needs of computational biology. The framework for validating implicit models from their different algorithmic approaches. This validation might eventually lead to, or replace an explicit abstract mathematical representation of the reality behind by the implicit model. The development of such a framework will support current and future needs of computational biology.
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Abstract: The present paper reports the precipitation process of Al3Sc structures in an aluminum scandium alloy, which has been simulated with a kinetic Monte Carlo (kMC) method. The kMC implementation is based on the vacancy diffusion mechanism. To filter the raw data generated by the kMC simulation, the density-based clustering with noise (DBSCAN) method was employed. kMC and DBSCAN algorithms were implemented in the C language. The undertaken simulations were conducted in the SeARCH cluster at the University of Minho. The study covers temperatures, concentrations, and dimensions, ranging from 578K to 873K, 0.25% to 5%, and 50x50x50 to 100x100x100. The Al3Sc precipitation was successfully simulated at the atomistic scale. DBSCAN revealed to be a valuable aid to identify the precipitates. The achieved results are in good agreement with those reported in the literature, but we went deeper in the evaluation of the influence of all the simulation and analysis parameters. A parallel version of the kMC algorithm using OpenMP was evaluated, which has not proved advantageous compared to the optimized sequential implementation.

Keywords - Al3Sc precipitation; kinetic Monte Carlo; cluster analysis; DBSCAN; OpenMP.

I. INTRODUCTION

Precipitate structures play a fundamental role in the material science due to the capacity of representing strong obstacles for dislocations movements within the material structure.

This paper focuses on the elaboration and application of mechanical statistics knowledge, namely the kinetic Monte Carlo method [1], on the study and prediction of the phenomenon of precipitation in an aluminum alloy. The alloy under analysis is the aluminum scandium alloy [2]. The work that will be documented inhere tackles subjects such as computational mechanics, mechanical statistics (the kinetic Monte Carlo method), material science, the precipitation phenomenon, the diffusion phenomenon, what influences this phenomenon and how to control it and also predict it, as well as data mining (namely clustering) the vital information.

OpenMP [3] is an API that allows shared memory parallelization on multi-core machines. It is based on compiler directives, library routines and environmental variables. OpenMP uses multithreading and is based on the fork-join model of parallel execution. It is through directives, added by the programmer to the code, that the compiler adds parallelism to an application. Since the most promising parallelization strategy for the kMC algorithm uses shared memory, OpenMP is a natural choice. Only if the OpenMP implementation of the KMC algorithm accelerates the sequential version in a scalable manner, we will try a distributed memory parallelization strategy, such as Message Passing Interface (MPI) [4].

The outcome of the work undertaken is a set of software applications that allows us (i) to perform Monte Carlo (MC) simulations with and without OpenMP; (ii) to analyze the results using the Density Based Spatial Clustering of Applications with Noise (DBSCAN) technique [5], and (iii) to compare the simulation results with the classical nucleation theory. Practical results obtained with these applications are (i) reports about the simulation, the analysis of clusters and precipitates with DBSCAN algorithm, and the application of the classical nucleation theory; (ii) files for 3D visualization of the simulation (at various stages over time); and (iii) files for 3D visualization of the precipitates.

The rest of the paper is organized as it follows. Section II presents the related work. Section III summarizes the theory behind the simulation of precipitation with kinetic Monte Carlo. Section IV describes the implementation of the simulation and cluster analysis. Section V presents the results of the simulation and analysis. Finally, Section VI points out some conclusions and areas for future research.

II. RELATED WORK

As computation extends its capacities increasingly, so has the scientific field of nucleation and precipitation modeling. The process of modeling nucleation and precipitation has been achieved at different scales, each one having its own advantages and disadvantages. It has increased the number of publications and studies related with the subject of modeling the precipitation kinetics at the atomistic level [6]. At the atomistic level, the simulation model includes (i) the individual atoms, which are organized in a lattice, and (ii) the interactions among atoms, represented by the number of atomic bonds and several energies. The main materials subjected to such studies are alloy materials, such as Fe-Cu, Fe-P-C, Fe-Cu-Ni-Si, Al-Cu.
Aluminum alloys have also their share of studies by which we would like to outline and focus on the Al-Sc alloy.

Binkele and Schmauder studied the precipitation in the Fe-Cu binary system via atomistic Monte Carlo simulations [7][8]. The Fe-Cu system has a BCC structure and the percentages of Fe and Cu used were 90% and 10%, respectively. In our work we have simulated the Al-Sc alloy, which has a FCC structure and a lower supersaturation: the percentage of scandium varied in the range of 0.25% to 5%. Under these conditions, the precipitation is more difficult to observe. We believe that the formula we used to calculate the real-time in simulation is more accurate than the one mentioned in [7]. In [7][8] is not presented a comparison between kMC simulation results and Classical Nucleation Theory (CNT) [9][10], as was done in the present work.

Bombac and Kuglar also simulated a Fe-Cu alloy with MC. The simulation was based on a residence time algorithm, used a BCC rigid lattice structure and applied a temperature of 873K. The outputs of their study are only the number of precipitates and their dimension [11]. They did not compare the simulation results with theory, and several parameters that influence simulation results were not evaluated.

The work by Lae et al. documents a study in which cluster dynamics simulation is applied to Al-Sc and Al-Zr alloys. The achieved results are compared with MC simulation results and they found a good agreement between both simulations results [12]. Comparing with our work, kMC is employed in [12] just as a comparison tool and no details are given about the kMC simulations.

Clouet and Soisson have published studies of atomistic Monte Carlo simulations not just based on a binary Al-Sc alloy but also on ternary systems [13]. The results of the Al-Sc alloy simulations were compared with the classical nucleation theory. The simulation applied a residence time algorithm using an FCC rigid lattice. Our approach was inspired by Clouet et al. [13] but we evaluated the influence of all the parameters involved in simulation: lattice size, temperature, Sc concentration, and the number of MC steps.

Clouet and Soisson have published a summary of recent applications of the atomistic diffusion model and of the kinetic Monte Carlo method [14]. The summary covers homogeneous and heterogeneous precipitation caused by thermal aging as well as phase transformation caused under irradiation. To conclude this publication the authors mention that atomistic kinetic Monte Carlo simulations provide a convenient way to simulate and model precipitation kinetics in alloys.

Monte Carlo simulations have also been used on the study of other phenomena. Grain growth, abnormal grain growth, thin film deposition and growth, sintering for nuclear fuel aging, bubble formation in nuclear fuels are just some of those phenomena [15].

The three main contributions of the present work to the reviewed literature are (i) the exhaustive evaluation of all the parameters involved in KMC simulation, (ii) the application of a robust and automatic clustering technique, and (iii) the attempt of accelerating the simulation through the parallelization of kMC with OpenMP.

III. THEORETICAL BACKGROUND FOR KMC SIMULATION

This section summarizes the theory, as a set of equations, behind the simulation of Al3Sc precipitation with kinetic Monte Carlo.

Transition rate for an aluminum atom is calculated by (1) [8].

\[ \Gamma_{Al} = v_{Al} \exp \left( -\frac{\Delta E_{Al}}{kT} \right) \] (1)

As for (2), it describes the transition rate for a scandium atom [8].

\[ \Gamma_{Sc} = v_{Sc} \exp \left( -\frac{\Delta E_{Sc}}{kT} \right) \] (2)

The aluminum activation energy is obtained by (3) [8].

\[ \Delta E_{Al} = E_{spAl} - (n_{Al}^{(1)} + n_{Al}^{(2)}) \epsilon_{Al}^{(1)} - (n_{Al}^{(1)} + n_{Al}^{(2)}) \epsilon_{Al}^{(2)} - n_{Al}^{(1)} \epsilon_{Al}^{(1)} - n_{Al}^{(2)} \epsilon_{Al}^{(2)} \] (3)

Equations (4), (5), and (6) describe relations among the number of bonds and the size of the first and second neighborhoods, for an FCC structure [8].

\[ n_{Al}^{(1)} + n_{Al}^{(2)} = Z_1 - 1 \] (4)
\[ n_{Al}^{(1)} + n_{Al}^{(2)} = Z_2 \] (5)
\[ n_{Al}^{(1)} + n_{Al}^{(2)} = Z_1 \] (6)

where \( n_{Al}^{(1)} \) and \( n_{Al}^{(2)} \) are the number of aluminum-aluminum bonds regarding the first and second neighborhood, respectively. \( n_{Al}^{(1)} \) and \( n_{Al}^{(2)} \) are the number of aluminum-scandium bonds regarding the first and second neighborhood. \( n_{Sc}^{(1)} \) is the number of aluminum-vacancy bonds and \( n_{Sc}^{(1)} \) is the number of scandium-vacancy bonds, regarding the first neighborhood. \( Z_1 \) and \( Z_2 \) are the size of the first and second neighborhoods, respectively.

The scandium activation energy is obtained by (7) [8].

\[ \Delta E_{Sc} = E_{spSc} - (n_{Sc}^{(1)} + n_{Sc}^{(2)}) \epsilon_{Sc}^{(1)} - (n_{Sc}^{(1)} + n_{Sc}^{(2)}) \epsilon_{Sc}^{(2)} - n_{Sc}^{(1)} \epsilon_{Sc}^{(1)} - n_{Sc}^{(2)} \epsilon_{Sc}^{(2)} \] (7)

Analogously, (8), (9), and (10) describe the number of scandium-scandium bonds, number of aluminum-scandium bonds, number of aluminum-vacancy bonds, number of scandium-vacancy bonds, regarding the first and second neighborhood [8].

\[ n_{Sc}^{(1)} + n_{Sc}^{(2)} = Z_1 - 1 \] (8)
\[ n_{Sc}^{(1)} + n_{Sc}^{(3)} = Z_e \]  \hspace{1cm} (9)
\[ n_{AlV}^{(1)} + n_{ScV}^{(3)} = Z_e \]  \hspace{1cm} (10)

As a vacancy site is surrounded by twelve nearest neighbors, twelve jump rates are calculated. They are the jump frequency \( \Gamma_1 \), \( \Gamma_2 \), until, \( \Gamma_{12} \). In the next step of a kMC algorithm, one of these 12 frequencies is selected, based on their values and on a random number: the vacancy will jump to the position of atom \( n \) that verifies (11) (Figure 1).

Equation (12) describes the computation of the real time of simulation. It is composed by the averaged residence time, multiplied by a factor that takes into account the difference between the simulated vacancy concentration and the real vacancy concentration. Equation (13), which traduces analytically the graphical data vacancy concentration versus temperature obtained in [16], calculates the real vacancy concentration in this kMC algorithm.

\[
\sum_{i=1}^{12} \Gamma_i \leq \text{random \_number} \leq \sum_{i=1}^{12} \Gamma_i \hspace{1cm} (11)
\]

\[
I_{\text{real}} = \left( \frac{C_{\text{ran}}}{C_{\text{f}}} \right) \times \left( \sum_{i=1}^{12} \Gamma_i \right)^{-1} = \left( \frac{C_{\text{ran}}}{C_{\text{f}}} \right) \times I_{\text{MC}} \hspace{1cm} (12)
\]

\[
C_{\text{ran}} = -0.005792301654 + 5.281432466e^{-5} \times T
\]
\[ -1.916781695e^{-7} \times T^2 + 3.466630615e^{-10} \times T^3 \hspace{1cm} (13)
\]

IV. IMPLEMENTATION OF SIMULATION AND ANALYSIS

A. Simulation with Kinetic Monte Carlo

The pseudo-code presented in Figure 2 summarizes the implemented kinetic Monte Carlo algorithm in C language. This code enhances the steps that are of upper importance in a kMC simulation: the activation energy calculation, the vacancy exchange frequency calculation, the step time calculation, the swap of positions between the vacancy and the selected first nearest neighbor. Additionally, the code enhances the step of the data input as well as the step of saving the simulated data.

The correspondent C code is portable, in the sense that it can be compiled and run in any system having gcc installed: Linux, Windows or other operating system. As so, the submitted simulations were undertaken in the SeARCH cluster. The SeARCH cluster has the advantage that it can be used to accelerate simulations in three ways: (i) running multiple sequential simulations at same time, with different parameters, (ii) running a parallel simulation on the same machine using OpenMP, or (iii) running a parallel simulation on several machines using MPI. The last option was not implemented since the second alternative was implemented and did not succeed on accelerating the sequential version.

```c
main:
    Read the configuration file
    Compute the coordinates of all FCC lattice sites
    Compute average step time and rejection step time → avgStepTime, rejectStepTime
    Initialize the simulated time → timeSim = 0
    while (mcs < TOTAL_MCS) do
        Calculate the activation energy → Eact
        Calculate the vacancy exchange frequency and the real time of this MCS → vEF, ts
        ts = ts * tsCorrection // corrected simulated time for current MCS
        if (ts > rejectStepTime) then // step time exceeds a threshold
            // that is considered a computation error
            Increment errorSteps
            ts = avgStepTime // replace computed step time by average step time
        endIf
        timeSim = timeSim + ts // accumulated simulated time
        Select a 1st nearest neighbor for the new position of vacancy
        Swap the vacancy with the selected neighbor
        if (mcs = snapshots[numSnap]) then // if it is a snapshot point
            Save simulation data to VTK | PDB | XYZ file(s)
            snapshotTime[numSnap-1] = timeSim // save snapshot time
            Increment numSnap
        endIf
        Increment mcs
    endWhile
    Write a simulation report to file
end main
```

B. Clustering Analysis with DBSCAN

The main goal of clustering analysis is dividing data into groups, or clusters, which share certain characteristics. Clustering is used in the present work to identify Al3Sc precipitates in a 3D matrix, containing the position of all Sc atoms, generated by the kMC simulation. The implemented clustering algorithm is designated by DBSCAN [5]. CLARANS [17], DBCLASD [18], and OPTICS [19] are other clustering algorithms, adequate for dealing with large spatial datasets.

As a member of the density-based clustering approaches, DBSCAN identifies regions of high density agglomerations in an immense low density surrounding. Its major advantages are (i) it identifies objects with arbitrary shape and (ii) it does not require that the number of clusters to be identified is provided as input, like k-means method does. DBSCAN introduces the notion of noise, used to label atoms that are in low dense regions, which revealed to be an adequate feature in our case. In DBSCAN, for each cluster identified, a point of that cluster is a core point if it has in its neighborhood (with a predefined radius \( \varepsilon \)) a predefined minimum
number of points \((\text{minPts})\). DBSCAN classifies points as being: (i) core point - a point in the interior of the density based cluster, (ii) border point - a point that belongs to the border of the density based cluster, and (iii) noise point - a point that is neither a core point nor a border point.

To save the atoms belonging to each group was used a data structure that varies dynamically, because the clusters are of variable and unknown size. The used data structure was inspired by the Java \textit{ArrayList} class. After applying DBSCAN, the clusters that are split in several parts are merged in a single spatial region per cluster. This is required because we use periodic boundary conditions (PBC) and aims to improve the 3D visualization of clusters [2].

To permit the visualization of the lattice configurations generated by the kinetic Monte Carlo simulations and by the clustering analysis, these configurations are saved to files in a format that can be read and rendered by available visualization tools. The developed code allows us to save data in one of the following formats: \texttt{pdb}, \texttt{xyz}, and \texttt{vtk}. All these data formats can be visualized with the \texttt{ParaView} tool, which is an open-source application adequate to the visualization and analysis of multidimensional data.

Beyond the visualization files with precipitates, the analysis carried out by DBSCAN produces other results, such as, the size and radius of the precipitates, the average size and radius among all precipitates, the percentage of Sc atoms in precipitates and in Al solid solution, and the number of small clusters with the same size.

The main inputs necessary to undergo a simulation and posterior cluster analysis, which are supplied in a configuration file, are: the aluminum lattice constant (Angstrom), the number of unit cells in the \(x/y/z\) direction, scandium percentage, simulation Monte Carlo steps, simulation temperature (Kelvin), material parameters, the radius used to define the neighborhood of each atom (\textit{eps} in DBSCAN algorithm), and minimum number of neighbors that makes an atom to be a core atom of a cluster (\textit{minPts} in DBSCAN).

The material parameters that supported the previous equations and therefore, the simulations are, first and second nearest-neighbor pair effective energies, saddle point energies and attempt frequencies [13]:

\[
\begin{align*}
\epsilon_{\text{Al-Sc}}^{(1)} &= -0.56 \text{ eV;} \\
\epsilon_{\text{Al-Sc}}^{(2)} &= -0.65 \text{ eV;} \\
\epsilon_{\text{Al-Sc}}^{(3)} &= -0.759 + 21.0 \times 10^{-6}T \text{ eV;} \\
\epsilon_{\text{Al-Sc}}^{(4)} &= -0.084 \text{ eV;} \\
\epsilon_{\text{Al-V}}^{(1)} &= 0.113 - 33.4x10^{-6}T \text{ eV;} \\
\epsilon_{\text{Al-Sc}}^{(5)} &= -0.757 \text{ eV;} \\
\epsilon_{\text{Al-Sc}}^{(6)} &= -8.219 \text{ eV;} \\
\epsilon_{\text{Al-Sc}}^{(7)} &= -0.222 \text{ eV;} \\
\epsilon_{\text{Al-Sc}}^{(8)} &= -9.434 \text{ eV;} \\
\epsilon_{\text{Al-Sc}}^{(9)} &= 1.36 \times 10^{-14} \text{ Hz;} \\
\epsilon_{\text{Al-Sc}}^{(10)} &= 4 \times 10^{15} \text{ Hz.}
\end{align*}
\]

\textit{C. Implementation of kMC with OpenMP}

Figure 5 presents the algorithm of the main function used to implement the kinetic Monte Carlo simulation with multiple threads of execution, through the OpenMP library. The lines starting with \texttt{#pragma omp} specify OpenMP directives, for example to create the parallel threads or to synchronize threads. After the initial steps, which are the same as in the sequential code, it is specified the number of threads to create. The core of the algorithm is a loop that iterates over the number of MC steps. Within this cycle we create parallel threads, each with a private copy of the
specified variables. With the aid of the thread ID \((idT)\) and the number of threads \((nT)\), each thread can execute only a subset of the calculations.

```c
mainOMP
[...]
#pragma omp parallel private
(idT, i, j, nPos, nType, nnType, n_AlAl_1, n_AlSc_1, n_ScSc_1, n_AlV_1a, n_ScV_1a, n_AlAl_2, n_AlSc_2, n_ScSc_2, exponent)
{
  idT = omp_get_thread_num(); // ID of each thread
  nT = omp_get_num_threads(); // Number of threads
  while (i < NUMBER_1ST_NEIGHBORS) do
    Compute \(E_{\text{act}}\) associated with i-th vacancy neighbor
    i = i + nT
  endwhile
  Compute absolute vacancy exchange freq. with its 12 1-st neighbors
  if (idT = 0) then
    Compute the sum of all 1-st neighbors absolute exchange freq.
  endif
  Compute relative vacancy exchange freq. with its 1-st neighbors
} // (end of) multiple threads
```

Figure 5. \(kMC\) algorithm with OpenMP.

For example, each thread calculates a subset of the activation energies \(\langle E_{\text{act}}\rangle\) associated with the 12 neighbors of a vacancy. If it is necessary that all threads reach a certain position in the code, at the same time, it is inserted a synchronization barrier. The condition "\(idT = 0\)" is used to force the calculations to be carried out only by thread 0.

V. RESULTS

Figure 6 illustrates the time evolution of the precipitation phenomenon. The initial random configuration applied to the simulation is shown in Figure 6 (a). The sequence of figures report a simulation that undertook the conditions of 873 K, 1\%Sc, and over \(5 \times 10^{11}\) MCS in a 50x50x50 lattice box \((5 \times 10^5\) atoms). The Sc atoms in raw configurations produced by the simulation are presented in the left part of each figure. The right configuration of each figure demonstrates the application of the DBSCAN algorithm, where the scandium atoms that do not belong to precipitate structures are labeled NOISE and do not appear.

The sequence of graphics from Figure 7 summarizes the analysis undertaken over the simulation outputs. Figure 7 (a) represents the evolution of precipitates dimension in terms of radius measure. Figure 7 (b) acknowledges the evolution of the presence of scandium atoms distributed in the aluminum solid solution. As with Figure 7 (c), it is possible to acknowledge the evolution of the presence of scandium atoms in precipitate structures. Figure 7 (d) is one of the most important interpretations that is conducted regarding simulation of the nucleation of precipitates as it allows one to undertake comparison analyses with the CNT \([9][10]\). Two measures are used to effectively compare \(kMC\) with CNT: the steady-state nucleation rate \((J_0)\), which represents the number of supercricular nuclei formed per unit time in a unit volume and the cluster size distribution \((C_{\text{Sc}})\), which defines the probability to encounter a cluster with a dimension of \(n\) atoms in a solid solution \([2]\).

The simulations were run on the SeARCH cluster, located at the University of Minho. Table I contains the technical specifications of the SeARCH cluster nodes where we run the kinetic Monte Carlo simulations.

The computation time mainly depends on the number of MC steps. Simulations duration is also influenced by the technical specifications of the machines where the simulations were run. On a compute-311-X node of the SeARCH cluster, a simulation with \(5 \times 10^{11}\) took around 8 days, and 12 days on a less performing compute-201-X node. Computation time does not depend significantly on the scandium percentage, the lattice size or any other parameter of the simulations.
Table II summarizes the computation time needed by a kMC simulation with different number of threads. The number of MC steps simulated was $10^7$, the lattice included $10 \times 10 \times 10 \times 4$ atoms and we used C code with OpenMP. As we can see from Table II, the utilization of an increasing number of threads is counterproductive. The poor performance achieved by the presented parallel implementation results from 3 facts: (i) the problem we are dealing with is not inherently parallel, since the MC simulation has only one vacancy, (ii) the work assigned to each thread is small and does not compensate the computation overhead introduced by the threads, and (iii) there are several parts of the code that have to be executed by one thread only.

Figure 6. Evolution of simulation: (a) initial configuration; (b) $t=1.55$ms; (c) $t=3.03$ms; (d) $t=4.945$ms (left/right ↔ before/after applying DBSCAN).

Figure 7. Simulation metrics: (a) precipitates mean radius; (b) percentage of Sc in Al solid solution; (c) percentage of Sc in precipitates; (d) number of precipitates normalized by the number of lattice sites.
TABLE I. TECHNICAL SPECIFICATIONS OF THE SEARCH NODES USED BY THE KMC SIMULATIONS.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Processors</th>
<th>CPUs</th>
<th>L2 Cache</th>
<th>Operating System</th>
</tr>
</thead>
<tbody>
<tr>
<td>311-X nodes</td>
<td>Intel Xeon E5420</td>
<td>8</td>
<td>12 MB</td>
<td>Linux x86.64</td>
</tr>
<tr>
<td>201-X nodes</td>
<td>Intel Xeon 5130</td>
<td>4</td>
<td>4 MB</td>
<td>Linux x86.64</td>
</tr>
<tr>
<td>101-X nodes</td>
<td>Intel Xeon</td>
<td>4</td>
<td>2 MB</td>
<td>Linux x86.64</td>
</tr>
</tbody>
</table>

TABLE II. COMPUTATION TIME, NEEDED BY A MC SIMULATION, AS A FUNCTION OF THE NUMBER OF THREADS.

<table>
<thead>
<tr>
<th>Number of threads</th>
<th>Average computation time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>46</td>
</tr>
<tr>
<td>4</td>
<td>52</td>
</tr>
<tr>
<td>8</td>
<td>62</td>
</tr>
<tr>
<td>12</td>
<td>70</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS AND FUTURE WORK

kMC simulation of Al3Sc precipitation on a supersaturated Al solid solution was successfully achieved. This proves that the equations used to model Al3Sc precipitation are correct. The results from KMC simulations were further improved by the application of DBSCAN, which proved to be a valuable aid to identify the Al3Sc precipitates, by eliminating the unclustered Sc atoms. The DBSCAN algorithm reveals adequate in the role of identifying, visualizing and measuring (size, radius, and shape) of the precipitates embedded in the Monte Carlo output data. By simulating with various Sc percentages, as well as temperatures, the capacity of clustering Al3Sc precipitates maintains accurate.

The number of stable precipitates strongly increases in the initial phase. After that, the number of precipitates reduces, as predicted by the theory of nucleation. Consequently the surviving precipitates increase in size, either in number of atoms or in radius. The mean precipitates radius increases almost linearly over time. The number of precipitates normalized by the number of lattice sites increases rapidly in the initial phase of the simulation and then decreases slightly during the rest of the simulation. Temperature has a profound influence on the evolution of the precipitation simulation. As the CNT states, and the simulation graphics do prove, the steady state nucleation rate rises with the temperature increase.

The achieved results are very much in good agreement with those reported by Clouet et al. [13]: the increase of the precipitates average size and the reduction of the Sc concentration in the Al solid solution during the simulation follow the same tendency. The comparison between kMC and CNT are very much similar [13]. Although we have used the same model for Al3Sc precipitation as [13], it was possible to go deeper in the evaluation of the influence of all the parameters involved in simulation: lattice size, temperature, Sc concentration, number of MC steps, and the technique used in cluster identification and measuring. We also tried strategies to accelerate the simulation, using OpenMP.

Some features of ParaView made it an interesting choice for visualization and even analysis such as its support to the three formats (vtk, pdb, xyz) we used as output of kMC, it is open source and based on a popular framework (VTK) [20], and it supports parallelism as to handle huge files.

A field for future research is the exploration of parallelization techniques for the KMC simulation. Due to the sequential nature of the precipitation problem, a hypothesis is to use multiple vacancies and run multiple simulations in parallel, each one with a vacancy and a sub-lattice. Simulating with multiple vacancies alters the vacancy concentration to a unrealistic value. Thus, the validity of this alternative, used to speed up the simulations, has to be demonstrated. Examples of algorithms that follow this strategy are the optimistic synchronous relaxation (OSR) and the semi-rigorous synchronous sub-lattice (SL) [21]. These approaches have to deal with two critical issues: correct the excessive vacancy concentration and synchronize the parallel instances of the asynchronous kMC simulation. Another future research topic would be extending MC method to simulate ternary alloys, such as Al-Mg-Sc, Al-Sc-Si or Al-Sc-Zr.
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Abstract—This paper describes a prototype of a complete CADx system developed in the last years in our research group. Its basic structure consists of pre-processing corrections based on the image acquisition and digitization procedures (FFDM, CR or film + scanner), a segmentation tool to detect clustered microcalcifications and suspect masses and a classification scheme, which evaluates the presence of microcalcifications clusters and possible malignant nodules based on their contour. The aim is to provide enough information not only on the detected structures but also a pre-report with a BI-RADS classification. At this time, the system is still lacking an interface integrating all the modules. Despite this, it is partially functional, as a prototype for testing.
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I. INTRODUCTION

Since all women over the age of 40 are recommended to perform mammographic exams every two years, the demands on radiologists to evaluate mammographic images in short periods of time has increased considerably. As a tool to improve quality and accelerate analysis, CADe/Dx (computer-aided detection/diagnostic) systems are being researched, but very few complete CADe/Dx systems have been developed and most are restricted to detection and not diagnosis. The existent ones [1] [2] are associated to specific mammographic equipment (usually Digital Radiology), which makes them very expensive.

Computer-aided Diagnosis (CAD) schemes are addressed to accelerate and ease the evaluation of medical images, sometimes serving as a second opinion. In mammography, the lack of trained professionals makes the careful evaluation of each image of each exam expensive and restrictively time consuming, especially for second opinions. Thus, several CAD schemes are being developed focusing on mammography. However, the breast tissue is commonly very difficult for analysis, which makes the few CAD schemes approved by the American Food and Drug Administration (FDA) highly expensive, in addition to be only designed for detection (CADe) – indicating suspected signals without classifying them.

Our research group has been developing in the past years some processing schemes for both detection and classification of signals regarding mammographic images. These schemes include special attention to pre-processing enhancements based on imaging acquisition quality characteristics evaluation [3] [4] [5], detection of clustered microcalcifications [6] [7] and detection and classification of suspected masses [8] [9] [10] [11].

The purpose of this paper is to present the ensemble of several years of research in this CADx scheme prototype, including the results obtained individually by each module (as well as joined at all) and to discuss the further developments of this system in the near future. The scheme corresponds to an automatic CADx system being developed for free use and, in the future, to be connected to an online image database [12] to aid in the medical reports.

This following paper contains a Methods section, where the prototype system is described; this section is subdivided by the function of the module described. The next section is Results, where the results obtained so far with the prototype are described. Lastly, the Conclusion section discuss the future of the project.

II. METHODS

This CADx scheme is divided in 3 major structures: Pre-processing, CADx processing and Comparison to database. A detailed diagram is presented in Figure 1. Each division is described as following:

A. Pre-processing

Once the digital images are obtained, they are submitted to pre-processing techniques for enhancement based on imaging intrinsic parameters, determined by quality assurance procedures. This process is composed of:

A.1 Breast and pectoral muscle segmentation

Initially, the digital image is segmented to remove tags and as much as possible of the background, reducing the size of the image and, consequently, reducing the computational cost of the following procedures. In this step, the pectoral muscle is also segmented to be used in step B.B.4.

This method consists of a logarithm contrast enlargement [13] [14] followed by a segmentation using Pun’s global threshold [15]. With this, the breast itself is
segmented from the background. The techniques used in this step are fully detailed in [16].

A.2. Scanner/CR corrections

Another source of errors in this process is the image conversion in digital format. The aim in this step is “to correct” the final image according to the errors or distortions due to the digitization process, from a film digitizer or other electronic device in Computed Radiography (CR) or even Digital Radiology (DR) systems [5]. The procedure essentially transforms the image intensity according to the ideal relation between the optical density (or the beam intensity) and pixel gray scale. This is particularly important in film scanning, due to the relation between the film sensotometric curve and the digitizer characteristic transfer curve.

The technique used in this stage was previously described. For its use, knowing the characteristic curve of the scanner or CR/DR system is a requirement.

B. CADx processing

Once the image is digitized and transformed according to the pre-processing techniques, the image is processed in the 4 distinct modules below:

B.1 Density

In this module, the breast image has its density evaluated, according to BIRADS [16] [17] classifications. This evaluation is performed based on the average gray scale intensity for the entire breast. Also, in this module, both breasts are compared in each orientation (Mediolateral-Oblique - MLO and Cranio-Caudal - CC) and analyzed for density differences between breasts, characterizing an asymmetry. If an asymmetry is detected, it is evaluated as a nodule detection in step B.2.

The results of this system are of an average sensitivity of 94.6% with a false-positive rate of 26.35%. Comparing to a well-recognized work in the field [18] - with a sensitivity of 90.38% and 32.12% false-positives rate - the proposed module has better results.

B.2 Nodules

This module is designed to detect and classify nodules. First, the complete image is evaluated using neural network techniques to detect Regions of Interest (RoIs), which contain nodules [16]. The detected RoIs are then segmented in order to separate the nodule itself from the background using EICAMM [19]. Once the nodule is segmented, an evaluation of the contour, texture and density is used to classify the nodule between benign or malignant [19].

Early testing with this module presented the following results: the detection scheme of this module yielded 74% of sensitivity with 3.5 false positives per image; the segmentation scheme matches 65.8% against a specialist response and the classification process reached a sensitivity of 81.28% with 20.28% false positive rate. More tests are needed before a full comparison can be drawn to other similar systems.

B.3 Calcifications

This module uses a series of convolution filters derived from Chan [20] and Schiabel [21] to detect, in the given image, the location of clustered microcalcifications. The filter is designed to match the format of a calcification, increasing the signal when a match occurs and removing most of the background. This filter is a reworking of Chan’s filter for images of variable size.

This system has been shown to have good results with different types of images specially using FFDM [22]. On average, the system has 89% of sensitivity with 6.9 false-positives per image. When evaluating only FFDM images, the false positive rates are reduced to 1.4 per image. As a comparison, the commercially available ImageChecker [1] has 91% of sensitivity with 1.5 false-positives per image and it is restricted to images produced by its own digitizer system.

B.4 Pectoral muscle

This module takes the segmented pectoral muscle from step A.1 and searches for nodules [16]. In the current design, nodules are only detected, since, in most cases, they will be lymph nodes. The demarcation of them facilitates the evaluation of spreading cancer by the radiologist.

This system simply finds the regional maximum intensity of the previously segmented pectoral muscle. These points are usually lymph nodes.
The results of this module have shown 74.9% of sensitivity and 3.5 false positives per image.

B.5 BI-RADS classification
The system is designed to present a BI-RADS® classification based on all the information obtained in the previous modules. The final purpose is that the results shown by this CADx system constitute a pre-report, so that a radiologist can confirm or change as fit.

C. Comparison to database
Another step in the future development of this CADx system includes integration with BancoWeb [12] database, allowing the radiologist to see example of similar results to those found in the image evaluated.

III. RESULTS
Currently, the CADx scheme is almost fully developed, but has not yet been integrated into a single system. For example, the microcalcification module is fully functional, but it was developed in MATLAB® and has not been converted to JAVA® yet.

Hence, all results shown in this work are direct tests with the different modules, not considering the pre-processing step in the complete system.

The last two modules in the section above are not yet completely developed (BI-RADS classification and Comparison to database), since these two modules require the rest of the program to be fully integrated for development.

When all modules are working and tested the last step in the development will be the interface itself, which will be developed in association with experienced radiologists to add as much useful functionality as possible.

Once the program is complete the validation will occur in two formats. The first will be a comparison to the DDSM database [23] that has over 2600 cases with complete medical and pathological reports. This will be a direct comparison between the program report versus the official medical and pathological report.

The second form will be a comparison between the program and trained radiologists with at least 10 years’ experience. This set of tests will compare the system results to a trained radiologist and also the changes in results when the radiologist has access to the results of the CADx system before making his final call.

If the CADx improves the statistical results of the radiologists, it can be considered useful as a second opinion.

IV. CONCLUSION AND FUTURE WORK
The main purpose of this paper was to present a CADx system that has been shown promising results as a prototype. Once the interface is ready and all tools of the system can work automatically, this will be one of the few CADx systems available for general use.

Each tool has been showing promising results, at least equivalent to others reported in the literature. For the future, it is intended to be established in three formats: downloadable software, an internet system integrated to the BancoWeb database and a library in JAVA with all the tools used to develop the system.
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Abstract—The classification technique using the neural networks has been recently developed. We apply a neural network of Learning Vector Quantization (LVQ) to classify remote sensing data including microwave and optical sensors for estimation of a rice field. The method has capability of a nonlinear discrimination function which is determined by learning. The satellite data were observed before and after planting rice in 1999. Three RADARSAT and one SPOT/HRV data are used in Higashi-Hiroshima City, Japan. RADARSAT image has only one band data, which is difficult to extract a rice field. However, SAR back-scattering intensity in a rice field decreases from April to May and increases from May to June. Thus, three RADARSAT images from April to June are used for this study. The LVQ classification was applied to RADARSAT and SPOT data in order to evaluate rice field estimation. The results show that the true production rate of rice field estimation for RADARSAT data by using LVQ was approximately 60% compared with SPOT data. It is shown that the present method is much better compared with SAR image classification by the maximum likelihood (MLH) method.
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I. INTRODUCTION

Rice is the most important agricultural product in Japan and widely planted in wide places in Japan. A lot of manpower is still necessary to estimate rice field areas every year. Therefore, the development of a system to monitor the rice crop will be welcome. Satellite remote sensing images, such as LANDSAT Thematic Mapper(LANDSAT TM), or Satellites Pour l’Observation de la Terre Visible High-Resolution data(SPOT HRV), has been expected to be used for estimating a rice field. However, these optical sensors hardly have been able to get necessary data at a suitable time since it may be often cloudy or rainy during the rice planting season in Japan.

On the other hand, space borne synthetic aperture radar penetrates through clouds. Thus, SAR observes a land surface under any weather condition. The back-scattering intensities of C-band SAR images, such as RADAR SATEllette(RADARSAT), or European Remote-Sensing Satellite 1(ERS1)/SAR, change greatly from a non-cultivated bare soil condition before rice planting to an inundated condition just after rice planting [1]. In addition, RADARSAT images are rather sensitive to a change of rice biomass in a growing period of rice [2], [3]. Thus, rice area estimation is expected to be realized in an early stage. In previous works, the authors attempted to estimate a rice field using RADARSAT fine-mode data in the same stage [4]. The estimation accuracy of a rice field was approximately 40% by comparing with the estimated area by SPOT multi-spectral data.

In this study, we attempt to detect a rice field from RADARSAT data using Learning Vector Quantization (LVQ) and to compare with accuracy by Maximum Likelihood (MLH) method. First, we will explain the LVQ algorithm and then we will show the test site and remote sensing data used here. After that, classification methods will be explained and experimental results and discussion. Finally, we will present the conclusion.

II. LEARNING VECTOR QUANTIZATION ALGORITHM

Vector quantization is to represent a data distribution using a set of units, which are called codebook vectors such that a distortion measure is minimized. The LVQ algorithm was proposed by Kohonen [5] in 1997 to find representative vectors among many vectors by learning. In LVQ, only the closest winning unit (using an Euclidean distance) to the current input data is moved toward it at each iteration.

We will show the principle of the LVQ in more detail in what follows. It consists of two layers which are an input layer and a competitive layer as shown in Fig. 1. In the input layer, input data with a dimension \( n \) are given. Let us denote the input vector by \( \mathbf{X} \) and neurons in the competitive layer are connected to the input vector with weights \( w_{ji}, i = 1, 2, \ldots, n \) and \( j = 1, 2, \ldots, M \) where connection weight vector is denoted by \( \mathbf{W}_j = (w_{j1}, w_{j2}, \ldots, w_{jn}), j = 1, 2, \ldots, M \) and \( M \) is the number of neurons in the hidden layer. Furthermore, we define the number of cluster by \( m \), the iteration number by \( t \), and total number of iteration by \( T \).

In order to measure a distance between an input vector \( \mathbf{X} \) and a weight vector \( \mathbf{W}_j \), we adopt a Euclidean norm given by

\[
d_j = \| \mathbf{X} - \mathbf{W}_j \| = \sqrt{\sum_{i=1}^{n} (x_i - w_{ji})^2}. \tag{1}
\]

We will search a neuron in the competitive layer, which attains the minimum distance and call it as the winning neuron denoted by \( c \), that is,

\[
d_c = \min_{j} d_j = \| \mathbf{X} - \mathbf{W}_c \|. \tag{2}
\]
If the input vector $X$ and the winning unit $c$ belong to the same cluster, then the weight vector $W_c$ will be moved such that it becomes nearer to $X$, as shown in Fig. 2.

Conversely, if they do not belong the same cluster, the weight vector $W_c$ will be moved such that it becomes farther from $X$, as shown in Fig. 3. Therefore, at an iteration $t$, if the input vector $X$ and cluster of $c$ belong to the same cluster, then at the next iteration $t+1$

$$ W_j(t+1) = W_j(t) + \alpha(t)(X - W_j(t)), \quad j = c \quad (3) $$

$$ W_j(t+1) = W_j(t), \quad j \neq c. \quad (4) $$

On the other hand, at an iteration $t$, if the input vector $X$ and the winning unit $c$ belong to different cluster, then at the next iteration $t+1$

$$ W_j(t+1) = W_j(t) - \alpha(t)(X - W_j(t)), \quad j = c \quad (5) $$

$$ W_j(t+1) = W_j(t), \quad j \neq c. \quad (6) $$

Initial values of weights $w_{ji}$ are determined by using random numbers. The function $\alpha(t)$ means the learning rate and it is set as follows:

$$ \alpha(t) = \alpha_0(1 - \frac{t}{T}) \quad (7) $$

where $\alpha_0$ is a positive initial coefficient of $\alpha(t)$.

### III. Test Site and Remote Sensing Data

The test area has a size of about 9.4 by 7.5 km in Higashi-Hiroshima City, Japan, centered at latitude N 34.42, longitude E 132.70. This site is located at the eastern part of Hiroshima City. Three multi-temporal RADARSAT fine-mode (F1F) images, taken on April 8, May 26, and June 19, in 1999 were used as test data. SPOT/HRV multi-spectral data taken on June 21, 1999 were used to generate a reference image for a rice field extraction. Above, three merged RADARSAT, as shown in Fig. 4; one SPOT image in a part of the test site is shown in Fig 5. The rice fields are mainly distributed in the bottom-center portion in the images. The land surface condition in the rice fields on April 8 is a non-cultivated bare soil before rice planting with rather rough soil surface. The surface condition on May 26 is an almost smooth water surface just after rice planting, and that on June 19 is a mixed condition of growing rice and water surface.

The RADARSAT raw data were processed using Vexcel SAR Processor (VSARP) and single-look power images with 6.25 meters ground resolution were generated. Then the images were filtered using median filter with 7 by 7 moving window. All RADARSAT and SPOT images were overlaid onto the topographic map with 1:25,000 scale. As RADARSAT images are much distorted by foreshortening due to topography, the Digital Elevation Model (DEM) with 50 meters spatial resolution issued by Geographical Survey Institute (GSI) of Japan was used to correct foreshortening of RADARSAT images.
IV. CLASSIFICATION METHODS

Rice fields were extracted using two supervised classification methods from three temporal RADARSAT images and one SPOT image. One was an MLH classifier and the other was an LVQ classifier. In case of the LVQ classifier we adopted the initial weight \( \alpha_0 = 0.05 \) for RADARSAT and \( \alpha_0 = 0.1 \) for SPOT. The MLH classifier has been used as a land cover classification for satellite images. However, the classification results may become poor accuracy since it assumes that the distribution of each categorical data is normal distribution. Kohonen’s LVQ is a classification method based on competitive neural networks, which allows us to define a group of categories on the space of input data by supervised learning algorithm.

A water region, an urban area, a rice field, and two kinds of forest were selected as target categories. We considered three sub-classes in a water region and an urban area. Furthermore, four sub-classes in a rice field and a forest. Then, we consider them as the same class. The training data for supervised classification was selected by the map and the ground truth.

As training data of SPOT image we selected as ten areas of 5x5 pixels, namely 250 pixels in each category. For the purpose of extraction of a rice field, the training data of the rice field were added 800 pixels to the data.

V. EXPERIMENTAL RESULTS AND DISCUSSION

In the beginning, SPOT image as an optical sensor classifies were used for two methods of LVQ and MLH and the classification results were compared. As we can see in Tables I and II, the results of the confusion matrix were examined by SPOT data. Comparing the results of two methods, LVQ was a little better at high accuracy level, although the differences were not so large.

The results of classification rate were shown in Tables III and IV. The classification score of a rice field by SPOT was about 90 % for both of two classification methods and RADARSAT was about 80 % accuracy. Table IV shows the result by LVQ classifier of multi-temporal RADARSAT data. The results are better than MLH. In particular, the rice classification accuracy of LVQ is much better than MLH. Tables IV shows the results of average accuracy. The LVQ classifier is superior to the MLH classifier.

Figures 6 and 7 show the classified images by RADARSAT and SPOT, respectively. The rice fields were obtained by the three temporal RADARSAT images. The classification result of the urban and the forest area were different between these two images, on the other hand, water and rice areas were resembled between these two images.

We defined two indices, a True Production Rate (TPR) and a False Production Rate (FPR) for rice areas by RADARSAT. TPR is the coincidence rate of rice areas by RADARSAT within those by SPOT and FPR is the rate of non-rice areas by SPOT within rice areas by RADARSAT. As the rice area images extracted by RADARSAT are still contaminated by speckle noises, the majority filter with 7 by 7 window was applied to the rice extracted images by RADARSAT before evaluation. The rice extracted image by SPOT was also filtered by the same majority operation as RADARSAT to make the ground resolution compatible each other, as shown in Table V.

We found experimentally that about 60 % of rice areas by SPOT were not extracted by RADARSAT and about 35 % of the areas by RADARSAT were outside areas of rice by SPOT using LVQ. This result of TPR was better than that of MLH. Figure 6 shows the results of extracted rice field in part of the test site. In the figure, the white region shows the rice field of each image. MLH has not included adjustable parameters by users compared with LVQ. The latter could more excellent results we must fine tuning parameters, especially the learning rate \( \alpha(t) \) selection needs trial error to get the better results.

Figure 8 and Figure 9 show the results of extracted rice field in part of test site of RADASAT by MLH and by the LVQ method where white color denotes rice-planted area. Figure 10 show the results of extracted rice field in part of test site of SPOT by LVQ. From these results, the classification result by LVQ becomes more detailed extraction of rice fields compared with MLH.

VI. CONCLUSIONS

A rice field extraction was attempted using multi-temporal RADARSAT data taken in the early stage of rice growing season by MLH and LVQ classifications. The LVQ classification is much better compared with classification by the MLH for a rice field extraction by RADARSAT data. However, for a quantitative evaluation, the rice field areas by RADARSAT resulted in poor coincidence rate with those by SPOT. Thus, we will apply this proposed method to other SAR data due to the extraction rice field.
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Fig. 4. RADARSAT F1F mode image in the test site. CSA & RADARSAT International 1999.

Fig. 5. SPOT-2HRV image in the test site. CNESS 1999.

Table I
The confusion matrix for the classification using the MLH (SPOT) (%)

<table>
<thead>
<tr>
<th></th>
<th>Water</th>
<th>Urban</th>
<th>Rice</th>
<th>Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Urban</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Rice</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Forest</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table II
The confusion matrix for the classification using the LVQ (SPOT) (%)

<table>
<thead>
<tr>
<th></th>
<th>Water</th>
<th>Urban</th>
<th>Rice</th>
<th>Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Urban</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Rice</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Forest</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Fig. 6. Classification result of RADARSAT F1F image by LVQ.

Fig. 7. Classification result of SPOT/HRV image by LVQ.
TABLE III
THE CONFUSION MATRIX FOR THE CLASSIFICATION USING THE MLH
(RADARSAT) (%)

<table>
<thead>
<tr>
<th></th>
<th>Water</th>
<th>Urban</th>
<th>Rice</th>
<th>Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Urban</td>
<td>0.0</td>
<td>62.0</td>
<td>0.0</td>
<td>38.0</td>
</tr>
<tr>
<td>Rice</td>
<td>0.0</td>
<td>4.5</td>
<td>53.3</td>
<td>42.2</td>
</tr>
<tr>
<td>Forest</td>
<td>2.0</td>
<td>3.6</td>
<td>9.2</td>
<td>85.2</td>
</tr>
</tbody>
</table>

TABLE IV
THE CONFUSION MATRIX FOR THE CLASSIFICATION USING THE LVQ
(RADARSAT) (%)

<table>
<thead>
<tr>
<th></th>
<th>Water</th>
<th>Urban</th>
<th>Rice</th>
<th>Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Urban</td>
<td>0.0</td>
<td>71.2</td>
<td>0.0</td>
<td>28.8</td>
</tr>
<tr>
<td>Rice</td>
<td>0.0</td>
<td>0.0</td>
<td>87.2</td>
<td>12.8</td>
</tr>
<tr>
<td>Forest</td>
<td>2.8</td>
<td>6.6</td>
<td>2.4</td>
<td>88.2</td>
</tr>
</tbody>
</table>

TABLE V
RESULT OF RICE FIELD EVALUATION BY RADARSAT COMPARED WITH
SPOT BY LVQ. (%)

<table>
<thead>
<tr>
<th>Method</th>
<th>TPR(%)</th>
<th>FPR(%)</th>
<th>TPR-FPR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLH</td>
<td>46.7</td>
<td>24.6</td>
<td>22.1</td>
</tr>
<tr>
<td>LVQ</td>
<td>59.1</td>
<td>62.0</td>
<td>35.6</td>
</tr>
</tbody>
</table>

Fig. 8. Results of extracted rice field in part of test site of RADASAT by MLH.

Fig. 9. Results of extracted rice field in part of test site of RADASAT by LVQ.

Fig. 10. Results of extracted rice field in part of test site of SPOT by LVQ.
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Abstract—Despite its obvious and well-publicized potential to support the model-driven engineering of user interfaces, the (re)use of the rich variety of Human-Computer Interaction (HCI) design patterns, we have today has not achieved the acceptance and widespread applicability of HCI design patterns within the existing model-driven engineering framework. This paper proposes a specification and a User Interface eXtensible Markup Language (UsiXML)-based formalization of a unifying Pattern-Oriented and Model-driven Architecture (POMA). We have already introduced a set of extensions, called the POMA Markup Language (POMAML), designed to facilitate the specification of all the intrinsic components of the POMA architecture, including its patterns and models, and the relationships between these two artifacts within the model.
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I. INTRODUCTION

Day-to-day experience suggests that it is not enough to approach a complex design with a set of models and model-driven engineering languages and tools. The developers must also be able to use (reuse) proven solutions emerging from the best model-driven practices for building models and their transformations, as well as for generating code for diverse platforms.

Without these solutions, developers are unable to properly define valid models, and so cannot take full advantage of the power of the model orientation, resulting in poor performance. Invalid models will lead to poor scalability and usability. Furthermore, the designer might find himself "reinventing the wheel" when attempting to develop an application.

We propose to enhance, extend, or rethink the activities and artifacts of the model-driven engineering frameworks using patterns for model construction, transformation, and mapping. We proposed POMA (Pattern-Oriented and Model-driven Architecture) [1] as a unifying architecture to bridge the gap between patterns and models, as well as between the model-driven engineering and pattern-oriented design frameworks.

Specifically, we consider the possible extensions to the User Interface eXtensible Markup Language (UsiXML) collection of models [2] and the four basic levels of model abstraction defined in the Cameleon Reference Framework [2]. UsiXML defines, validates, and standardizes an open User Interface Description Language, while increasing the productivity and reusability of multi-platform and multi-context interactive applications. It also improves the usability and accessibility of these applications.

In our ongoing research, we are aiming at specifying and representing the components of the POMA architecture. We suggest extensions to the concepts of UsiXML to formalize a language called POMAML (Pattern-Oriented and Model-driven Architecture Markup Language). In other words, POMA is a unifying architecture to bridge the gap between patterns and models using POMAML.

This paper is organized as follows. Section 2 introduces related work on POMA fundamentals, the basic concepts of the POMA architecture, and the basic structural notation of UsiXML. Section 3 primarily describes the application of UsiXML in the POMA architecture. Section 4 presents an illustrative case study. Section 5 presents a summary and directions for future work.

II. RELATED WORK

Over the past two decades, research on interactive system and User Interface (UI) engineering has resulted in several architectural models, which constitute a major contribution not only to facilitate the development and maintenance of interactive systems, but also to promote the standardization, portability, and ergonomic usability (ease of use) of the interactive systems developed. Such architectures provide a clear separation of concerns [3]. In particular, they decouple the UI from the system semantics, and define the reusable and the standardized UI components.

A number of UI languages and notations have been suggested to specify architecture and model user interfaces for different platforms and at different levels of abstraction. For example, User Interface Markup Language (UIML) [4] is a meta-language that allows the developer to describe the UI in generic terms and to use style descriptions to map the UI to various target platforms. UIML was developed to address the need for a uniform UI description language for building multi-platform systems. eXtensible User-interface Language (XUL) [5; 6] is an official Mozilla initiative,
which provides an XML-based language for describing window layout. The goal of XUL is to build cross platform systems that are easily portable to all the operating systems on which Mozilla runs. XUL provides a clear separation between the UI definition (the various widgets that make up the UI) and its visual appearance (the layout and the “look and feel”).

EXtensible Interface Markup Language (XIML) followed a declarative interface modeling language called MIMIC [7], and provides a way to describe the UI without worrying about its implementation. The aim of XIML is to describe the various abstract aspects (domain, task, and user) and concrete aspects (presentation and dialog) of the UI throughout the development life cycle. In addition, XIML supports the definition of mapping from abstract elements to concrete elements [8].

TERESA [9] provides tools to allow developers to interactively define mappings between the various models. Web Services eXtensible Markup Language (WSXML) [10] integrates Web services and XML into the Service Oriented Architecture. Web services constitute a technological approach that is well suited to bridge information systems, and can enable this integration, even when systems are implemented on disparate platforms or through differing technologies. XML is useful for a variety of data exchange applications, and is a foundation technology for such enterprise strategies as Web services, and likely has a future in enterprises.

GrafiXML, developed by Limbourg et al. [2], is an original UI builder, in that it enables designers and developers to design several UIs simultaneously for multiple contexts of use, i.e., for many users, platforms, and environments. GrafiXML is an intelligent UI builder, in that it maintains model consistency between these representations through a set of mappings based on the UI ontology. Following the lead of the object-oriented software design community, HCI practitioners investigated design patterns as one possible way to capture and use the best design practices. An HCI design pattern is defined as a named, reusable solution to a recurring user problem in different contexts of use, including the various computing platforms (Web, Graphical User Interface (GUI), mobile applications, etc.). Relationships between patterns have been explored to combine related patterns into pattern languages, resulting in a lingua franca for design [12].

Hundreds of HCI design patterns are freely available on the Web. However, providing a list of patterns and their loosely defined relationships, as is done for most HCI pattern languages, is insufficient for effectively driving design solutions. Understanding when a pattern is applicable during the design process and how it can be used, as well as how and why it can or cannot be combined with other related patterns, are key notions in the application of patterns.

Javahery and Seffah [3] proposed a design approach, called Pattern-Oriented Design (POD), which provides a framework for guiding designers through stepwise design suggestions. At each predefined design step, designers are given a set of applicable patterns. This process is in stark contrast to the current use of pattern languages, where there is no defined link to any sort of systematic method. Pattern relationships are explicitly described, which allows designers to compose patterns based on an understanding of these relationships. In POD, patterns are building blocks at different levels of abstraction, which makes them extremely useful for designers when driving the UI design based on user experiences [14; 15; 3].

The proposed Pattern-Oriented and Model-driven Architecture (POMA) (Figure 1) [1] identifies an extensive list of pattern categories and types of models aimed at providing a pool of proven solutions to these problems. The models of patterns span several levels of abstraction, such as domain, task, dialog, presentation, and layout. The proposed POMA architecture illustrates how several individual models can be combined at different levels of abstraction into heterogeneous structures, which can then be used as building blocks in the development of interactive systems.

The various components of the POMA architecture are detailed in [1], and include:

- The architectural levels and various categories of patterns [16], [17], and [19];
- The Platform Independent Model (PIM) and Platform Specific Model (PSM) [18];
- The pattern composition rules for selecting and composing patterns corresponding to each type of PIM model [16] and [18];
- The rules for mapping patterns and PIM models to produce PSM models for multiple platforms [16] and [18];
- The rules for transforming PIM to PIM models and PSM to PSM models [20];
- The rules for source code generation;
- The generation of the whole of application.

The rationale and strengths of the POMA architecture are as follows:

- POMA facilitates the use of patterns by beginners as well as experts;
- POMA supports the automation of both the pattern-driven and model-driven approaches to design;
- POMA supports the communication and reuse of individual expertise regarding good design practices;
- POMA can integrate all the new technologies, including traditional office desktops, laptops, Palmtops, PDAs (with or without keyboards), mobile telephones, and interactive televisions, among others.
The User Interface eXtensible Markup Language (UsiXML) [21; 24] is an XML-compliant markup language. It is an approach for describing the structure and presentation aspects of the UI to describe dialog modeling [22]. Limbourg et al. [2] describe the structured UsiXML, based on the following four basic levels of abstraction defined in the Cameleon reference framework. This framework is intended to represent the UI development life cycle for context-sensitive interactive applications. In other words, the framework defines UI development steps for multi-context interactive applications. It structures development processes for two contexts of use into four development steps (each development step being able to manipulate any specific artefact of interest as a model or a UI representation):

1. Task and Concepts (the highest level), where the user task is defined based on his viewpoint, along with the various objects that are manipulated by it.
2. Abstract User Interface (AUI): abstracts the Concrete User Interface (CUI) into a UI definition that is interaction modality independent (e.g., graphical/vocal interaction);
3. Concrete User Interface (CUI): abstracts the Final User Interface (FUI) into a UI definition that is independent of any computing platform;
4. Final User Interface (FUI): a UI running on a particular platform, either by interpretation or by execution.

UsiXML is defined as a set of XML schemas, each corresponding to one of the models within the scope of the language. It consists of a User Interface Description Language (UIDL), which is a declarative language capturing the essence of what a UI is, or should be, independently of physical characteristics. It describes the constituent elements of the UI of an application at a high level of abstraction: widgets, controls, containers, modalities, interaction techniques, etc. Despite that, UsiXML does not require the use of any particular development process, which means that designers are free to choose the most appropriate abstraction level at which to begin their projects [23].

III. POMA COMBINED WITH THE UsiXML APPROACH

To tackle some of the weaknesses identified in related work, a set of UsiXML concepts proposes to specify and formalize the POMA architecture within the UsiXML perspective (Figure 3) and its language, which is called the POMA Markup Language (POMAML) and is described in section 4 (Pattern-Oriented Modeling Architecture Markup Language). The formalization is achieved in visual, structural, and formal notations using XML for modeling the patterns and models of the POMA components described in section II in order to generate the specifications for various types of UI engineered for interactive systems. Our aim is to persevere with this objective, and continue to design and reuse POMA architecture specifications that span different levels of abstraction, such as the domain, task, dialog, presentation, and layout models, until the final layout of the various UIs has been generated.

Because of the number of concepts it embodies, UsiXML is used to illustrate the POMA architecture (Figure 3). On the left is a series of development steps that comply with the Cameleon reference framework [22], and on the right are the concepts supported by UsiXML, and the transformations and mappings applied to it. POMA architecture based on UsiXML classifies UIs for supporting a target platform and a context of use, and enables to structure the development life cycle into five levels of abstraction and patterns categories as follows (Figure 2):

1. Categories patterns library. These patterns of different categories are defined and formalized in XML language;
2. Five categories of models in PIM and PSM (Task, Domain, Dialog, Presentation, Layout) used in POMA architecture, providing examples, for a model-driven architecture for interactive systems to resolve many recurring design problems, examples of which include: (1) decoupling the various aspects of Web applications such business logic, the user interface, navigation and information architecture; (2)
isolating platform-specific problems from the concerns common to all interactive systems.

3. Abstract User Interfaces (AUI) of PIM. This abstraction level defines a generic user interface description of PIM models completely independent of the considered UI toolkit and multi-platforms.

4. Concrete User Interface (CUI) Platform Independent Model (PSM) for different platforms (Laptop, PDA, Cellular, Palmtop, interactive television, iPhone, etc.). This level defines the graphical concrete user interfaces, including the concrete interaction objects (CIO), for each specific platform.

5. Final User Interface (FUI). This level is to generate the source code of the entire application for a specific platform.

In this section, we describe a design that illustrates and clarifies the core ideas underlying the approach combining the POMA architecture with the UsiXML, and explain its practical relevance. The proposed POMA architecture combined with UsiXML (Figure 2) shows how UsiXML concepts are used to represent the components of the POMA architecture to generate the source code of the various concrete UIs of the application.

With the POMA architecture, it is possible to design a formalism to describe a software architecture based on the composition of several patterns to generate different types of applications. This formalism can take three forms:

- Structural, using the XML formalization language called POMAML;
- Formal, using mathematical methods and concepts;
- Visual, using UML specifications such as sequence diagrams and class diagrams.

Here, we focus essentially on the use of the structural notation to describe the entire POMAML language (Figure 3) of the POMA architecture components, such as patterns, composition rules, levels of PIM and PSM models, transformation rules, mapping rules, and generation rules based on the XML notation.
IV. AN ILLUSTRATIVE CASE STUDY

This following example presents the domain model (Figure 4) of the POMA architecture for a laptop platform using UsiXML concepts. In this case, the more those high-level tasks are decomposed, the easier it is to use the reusable task structures that have been obtained or captured from other projects or systems. Here, these reusable task structures are documented in the form of patterns. This approach ensures an even greater degree of reuse.
V. SUMMARY AND FUTURE WORK

In this paper, we have discussed a perspective from which the POMA architecture is specified and represented using the UsiXML approach. Previously, we had provided a set of extensions, called POMAML, which makes it possible to generate source code in different programming languages for each platform of an interactive system.

Our research has resulted in the integration and formalization of UsiXML for the POMA architecture. It has also led to avenues for further research, such as:

• Description of a process for the generation of source code from POMA’s five PSM models;
• Development of a tool that automates the POMA architecture-based engineering process;
• Standardization of the POMA architecture to all types of systems, and not only to multi-platform interactive systems;
• Quality assurance of the applications produced, since a pattern-oriented architecture will also have to provide for the encapsulation of quality attributes and facilitate prediction;
• Validation of the migration, usability, and overall quality of the POMA architecture for interactive systems using existing methods;
• Evaluation of the effectiveness and learning time of the POMA architecture for both novices and expert users.
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Abstract—Diagnosis of students with learning disabilities (LD) is a difficult procedure that requires extensive man power and takes a long time. Fortunately, through genetic-based (GA) parameters optimization, artificial neural network (ANN) classifier may be a good alternative to the above procedure. However, GA-based ANN model construction is computation-intensive and may take quite a while to process. Accordingly, parallel processing such as multi-core programming and grid computing have been used to speedup the process. In this study, we setup a Hadoop mini-cloud environment with virtualized hosts so that we may take full advantage of the current multi-core CPU technology. The GA-based ANN LD classifier is then re-programmed based on the MapReduce programming model and ported to this mini-cloud environment. Some implementation issues and considerations regarding the process will be discussed in the paper. Although the preliminary results may not show significant breakthrough over our previous studies, yet we do gain some experience through this process and see the potential of the MapReduce model in our future applications.
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I. INTRODUCTION

The term “learning disabilities” (LD) was first used in 1963 [1]. However, experts in this field have not yet completely reach an agreement on the definition of LDs and its exact meaning [2]. In fact, a person can be of average or above average intelligence, without having any major sensory problems (like blindness or hearing impairment), and yet struggles to keep up with people of the same age in learning and regular functioning. Due to such implicit characteristics of learning disabilities, the identification of students with LDs has long been a difficult and time-consuming process. In the United States, the so called “Discrepancy Model” [3], which states that a severe discrepancy between intellectual ability and academic achievement has to exist in one or more of these academic areas: (1) oral expression, (2) listening comprehension (3) written expression (4) basic reading skills (5) reading comprehension (6) mathematics calculation, is one of the commonly adopted criteria to evaluate whether a student is eligible for special education services.

In Taiwan, the diagnosis procedure pretty much follows the “Discrepancy Model”. The sources of input parameters required in such prolonged process include information from parents, general education teachers, students’ academic performance and a number of standard achievement and IQ tests. To guarantee collection of required information regarding students suspected with LD, usually checklists of some kind are developed to assist parents and regular education teachers. The Learning Characteristics Checklists (LCC), a Taiwan locally developed LD screening checklist [4], is commonly used in most counties of Taiwan. Among the standard tests, the Wechsler Intelligence Scale for Children, Third or Fourth Edition (WISC III or IV) plays the most important role in this LD diagnosis model. WISC-III consists of 13 sub tests [5]. The scores of the sub-tests are then used to derive 3 IQs, which include Full scale IQ (FIQ), Verbal IQ (VIQ), Performance IQ (PIQ), and 4 indexes, which include Verbal Comprehension Index (VCI), Perceptual Organization Index (POI), Freedom from Distractibility Index (FDI), Processing Speed Index (PSI). There are also a number of locally developed standard achievement tests (AT), which typical consist of reading, math, and fields that are related to students’ academic achievement.

Diagnosis of students with LDs then involves mainly interpreting the standard test scores and comparing them to the norms that are derived from statistical method. As an example, in case the difference between VIQ and PIQ is greater than 15, representing significant discrepancy between a student’s cultural knowledge, verbal ability, etc, and his/her ability in recognizing familiar items, interpreting action as depicted by pictures, etc, is a strong indicator in differentiating between students with or without LD [5]. A number of similar indicators together with the students’ academic records and descriptive data (if there is any) are then used as the basis for the final decision. Confirmed possible LD students are then evaluated for one year before admitting to special education. However, it is important to note that a previous study reveals that the certainty in predicting whether a student is having a LD using each one of the currently available predictors is in fact less than 50% [6].

The above identification procedure involves extensive manpower and resources. Furthermore, a lack of nationally
regulated standard for the LD diagnosis procedure and criteria result in possible variations on the outcomes of diagnosis. In some cases, the difference can be quite significant [7].

With the advance in artificial intelligence (AI) and its successful applications to various classification problems, it is interesting to investigate how these AI-based techniques perform in identifying students with LDs. In our previous study, we have shown that ANN classifier does well in positively identifying students with LDs [7]. In subsequent studies, we combined various feature selection techniques and genetic-based parameters optimization with the ANN classifier, which further improves the overall identification accuracy [8]. However, although ANN-based classifier performs well in LD diagnosis problem, the procedure is computation-intensive and may take quite a while to process. Accordingly, multi-threaded programming and grid-based parallel computing (a parallel distributed genetic algorithm based implementation, will be referred to as PDGA hereafter) have been used to speedup the ANN model training and validation [9, 10, 11].

In this paper, we still focus on the ANN classification model and work on porting the GA-based ANN classifier to the MapReduce programming model. To fit into the new programming model, we have done a number of modifications of the PDGA procedure. The rest of the paper is organized as follows. Section 2 briefly describes the history of applying AI techniques to special education and gives a short introduction to Hadoop related terms that are used in our implementation. Sections 3 and 4 present our experiment settings, design and corresponding results. Finally, Section 5 gives a brief summary of the paper and lists issues that deserve further investigation.

II. RELATED WORK

Artificial intelligence techniques have long been applied to special education. However, most attempts occurred more than one or two decades ago and mainly focused on using the expert systems to assist special education in various ways [7]. There were also numerous classification techniques other than neural networks that were developed and widely used in various applications [12]. Among all the classification techniques, artificial neural networks (ANN) have received lots of attentions due to their demonstrated performance and have gained wide acceptance [13].

An artificial neural network is a mathematical representation that is inspired by the way the brain processes information. Many types of ANN models have been suggested in literature, with the most popular one for classification being the multilayer perceptron (MLP) with back propagation. The goal of this type of network is to create a model that correctly maps the input to the output using historical data so that the model can then be used to predict the outcome when the desired output is unknown. MLP with back propagation is typically composed of an input layer, one or more hidden layers and an output layer, each consisting of several neurons. Each neuron processes its inputs and generates one output value that is transmitted to the neurons in the subsequent layer. Fig. 1 provides an example of an MLP with one hidden layer and one output neuron.

The output of \(i\)-th hidden neuron is computed by processing the weighted inputs and its bias term \(b_i\) as follows:

\[
h_i = f(h + \sum_{j=1}^{n} w_i x_j) \tag{2}
\]

where \(w_i\) denotes the weight connecting input \(x_i\) to hidden unit \(h_i\). Similarly, the output of the output layer is computed as follows:

\[
y = f^{\text{output}}(h + \sum_{j=1}^{n} w_i x_j) \tag{3}
\]

with \(n\) being the number of hidden neurons and \(w_i\) represents the weight connecting hidden unit \(i\) to the output neuron. A threshold function is then applied to map the network output \(y\) to a classification label. The transfer functions \(f^h\) and \(f^{\text{output}}\) allow the network to model non-linear relationships in the data. Also note that the number of hidden layer nodes does not need to be the same as the number of input nodes.

The training of a neural network is the process of presenting the network with sample data and modifying the weights to approximate the desired function. In particular, an epoch indicates one iteration through the process of providing the network with a sample input and updating the network’s weights. Let \(N_i\), \(N_h\) and \(N_o\) respectively represent input feature size, number of hidden and output nodes, the total order of complexity is then \(O(N_i \times N_h + N_h \times N_o)\) for one epoch [14]. Since a typical ANN training process usually takes 500 epochs, the computation complexity for training of an ANN model is roughly equal to \(500 \times N \times (N_i \times N_h + N_h \times N_o)\), where \(N\) represents the size of input samples for training.

In the field of special education, ANN has been used in a number of applications [7]. To improve the ANN classification accuracy, genetic algorithms have been used in
the training and constructing of ANN model [15]. However, the GA optimization procedure may require numerous applications of the above ANN training process (depending on the number of chromosomes and evolution generations), and thus usually takes quite a long time to process [7]. Accordingly, researches have been applying parallel processing, which may provide affordable computational power, to speedup the time-consuming process [16]. For network connected cluster or grid environment, message passing interface (MPI) is usually used to coordinate computing nodes for completing a common task. On the other hand, to take full advantage of the currently available multi-core processor technology, OpenMP may be used explicitly to direct multi-threaded, shared memory parallelism [9].

With the advance of the cloud computing, a number of distributed computational models have also been developed. Among them, the MapReduce, together with GFS and GigTable were developed by Google in 2003. MapReduce is a programming model for large-scale data processing problems, which may separate the original problem from the details of parallelization. However, other than the related documents and algorithms, Google did not release their source codes. Fortunately, Hadoop, developed by Apache foundation that originally includes HDFS, HBase and MapReduce, is an open-source alternative for Google’s implementation [17].

HDFS (Hadoop Distributed File System) is designed to operate upon low-cost hardware with high fault-tolerance and provide high throughput access to applications that have massive data sets. An HDFS cluster operates in a master-slave setup consisting of a name-node (master) and a varying number of data-nodes (slaves). The name-node maintains the metadata for all the files and directories in the file system. It also knows the data-nodes on which all the blocks for a given file are located [17].

MapReduce, operating upon the HDFS, is a distributed programming model that may work on a cluster of tremendous computational nodes and is suitable for processing problems with massive data sets. In MapReduce programming model, a computation is specified by two functions: Map and Reduce. The underlying MapReduce library then proceeds to parallelize the computation, while hiding issues such as data distribution, load balancing and fault tolerance from the programmers. Accordingly, MapReduce programmers may thus be able to concentrate on the programming logic in solving the problems.

A MapReduce job, which consists of input data, MapReduce program, and configuration information, is divided into map and reduce tasks. The job-tracker and a varying number of task-trackers control the job execution process, with the job-tracker coordinating all the jobs on the system and the task-trackers running tasks and sends job progress to the job-tracker [17]. The configuration of various roles in a Hadoop cluster environment can be shown in Fig. 2. As can be seen, the master can be a job-tracker / name-node and a task-tracker / data-node at the same time, while a slave can only be a task-tracker and a data-node.

In this study, we will work on porting the GA-based ANN classifier for LD identification [9] to the emerging cloud computing paradigm.

III. ENVIRONMENT SETUP AND IMPLEMENTATION ISSUES

A virtualized 12-node mini-cloud environment, established on top of 2 multi-cores PCs running Ubuntu server, is set up for the experiment. The hardware details of the PCs and the mini-cloud setup are shown in Table I and Fig. 3. Note, virtualization (through kernel-based virtual machine: KVM) is adopted in this study so that we may take full advantage of the current multi-core CPU technology.

| PC 0 | Intel (R) Core (TM) i7 (2.7 GHz) | 4 physical cores (8 logical cores) | 12 GB |
| PC 1 | AMD Phenom (TM) II (3 3 GHz) | 6 physical cores | 8 GB |

![Fig. 3. The mini-cloud setup in our study.](image)

To map the regular genetic algorithm to the MapReduce model, we re-arrange the order of the GA procedure as shown in Fig. 4. The most computation-intensive step, which would be the fitness function calculation (ANN model construction and validation), is implemented in the Map stage, while the other GA processes such as selection, cross-over, and mutation are organized in the Reduce stage. Note there is only one Reducer in our implementation, which means only the most computation-intensive fitness function is parallelized while the GA processes are executed.
sequentially. Although this may somewhat degrade the overall performance (in terms of execution time), yet the implementation is much simpler and we may also avoid the GA procedure converging to some local maxima when each reduce task is distributed with too few chromosomes in a multiple Reducers setup [10]. Furthermore, as our input data is much smaller than the HDFS block size (64 MB), we manually split the input data for each map task to avoid potential overhead in managing the splits and map task creation when it is done by Hadoop [17].

In addition, as shown in Fig. 5, in each generation the reduce task would preserve at most $N$ best chromosomes in the HDFS.

Note, these $N$ chromosomes also have to be better, in terms of accuracy, than a threshold value (which would be the average of all the elite chromosomes stored in HDFS) to be preserved. Those accumulated elite chromosomes may later be randomly selected to replace the $N$ worst chromosomes in consecutive generations. In all of our experiments in this study, $N$ is set to 5.

IV. EXPERIMENT DESIGNS AND RESULTS

Our objectives in this study are two-fold: (1) to gain some experience in a mini-cloud environment, and hopefully this may be extended to future application with more input and in a larger scale cloud environment setup, (2) to evaluate how the parallel genetic algorithm performs in constructing the ANN-based LD identification model with the MapReduce programming model as compared to implementations using multi-threaded APIs (OpenMP) and grid-based distributed computing.

The data sets used in this study are summarized in Table II, which together with the corresponding pre-processing (such as normalization and feature selection) are exactly the same as those used in [9].

<table>
<thead>
<tr>
<th>Data set</th>
<th>Sample size</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>set 1</td>
<td>652</td>
<td>7</td>
</tr>
<tr>
<td>set 2</td>
<td>125</td>
<td>7</td>
</tr>
<tr>
<td>set 3</td>
<td>159</td>
<td>10</td>
</tr>
</tbody>
</table>

To fulfill the above mentioned objectives, we have design and conducted three experiments. The ANN code (fitness function computation, adopting five-fold cross validation and 500 epochs in each ANN training) is exactly the one used in [9] (in C language), and is invoked by the Map tasks (implemented with Java language) through external procedure call. Three parameters of the ANN classifier (number of hidden nodes, learning rate and momentum), together with random number seeds, which might affect the initial weights and bias of neural network, are encoded into the chromosomes. For genetic algorithm, real-value encoding is adopted with the crossover rate, mutation rate and number of generation set at 0.8, 0.1 and 50, respectively. Furthermore, accuracy in classification is used to evaluate the fitness of populations. A performance index: correct identification rate (CIR) is defined to evaluate the experiment outcomes, as listed in equation 1 below.

$$CIR = \frac{\text{(number of correct LD and non-LD identification)}}{\text{(total number of cases)}}$$

In the first experiment, we evaluate our MapReduce implementation of the GA-based ANN classifier in terms of CIR and execution time by fixing the population size (number of chromosomes) assigned to each map task to 20 in the PDGA-based ANN classifier, while varying the number of computing nodes (1, 2, 4, 8, and 12, respectively). Accordingly, the overall population size also varies between 20, 40, 80, 160, and 240, respectively. In the second experiment, we fix the overall population size to 200, while varying the number of computing nodes (1, 2, 4, 8, and 12, respectively). In other words, the overall population is evenly distributed to each map task (in case of 12 nodes scenario, each node is assigned 17 chromosomes). The results of the two experiments are shown in Tables III and IV, with all numbers as averaged over twenty consecutive runs.

In general, according to Table III, the CIR improves as the overall population size increases. From Table IV, when
adding more computing nodes (and thus reducing population size assigned to each individual node), it is possible to achieve higher CIR and lesser execution time at the same time. The above two findings are reasonable and consistent with our previous studies [9, 10].

### TABLE III. PERFORMANCE COMPARISON BY FIXING POPULATION AT EACH NODE TO 20 AND VARYING COMPUTATIONAL NODES (ALL TIME IN SECONDS)

<table>
<thead>
<tr>
<th>data set</th>
<th>slave node</th>
<th>CIR execution time</th>
<th>CIR execution time</th>
<th>CIR execution time</th>
<th>CIR execution time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>87.9%</td>
<td>4048</td>
<td>84.7%</td>
<td>2390</td>
<td>86.2%</td>
</tr>
<tr>
<td>2</td>
<td>87.9%</td>
<td>3689</td>
<td>84.9%</td>
<td>1998</td>
<td>86.4%</td>
</tr>
<tr>
<td>4</td>
<td>87.9%</td>
<td>3624</td>
<td>85.4%</td>
<td>2275</td>
<td>86.4%</td>
</tr>
<tr>
<td>8</td>
<td>87.9%</td>
<td>4431</td>
<td>85.8%</td>
<td>2584</td>
<td>86.6%</td>
</tr>
<tr>
<td>12</td>
<td>87.9%</td>
<td>5145</td>
<td>86.2%</td>
<td>3641</td>
<td>86.9%</td>
</tr>
</tbody>
</table>

### TABLE IV. PERFORMANCE COMPARISON BY Fixing the TOTAL POPULATION TO 200 AND VARYING THE COMPUTATIONAL NODES (ALL TIME IN SECONDS)

<table>
<thead>
<tr>
<th>data set</th>
<th>slave node</th>
<th>CIR execution time</th>
<th>CIR execution time</th>
<th>CIR execution time</th>
<th>CIR execution time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>88.0%</td>
<td>20368</td>
<td>85.9%</td>
<td>8170</td>
<td>86.3%</td>
</tr>
<tr>
<td>2</td>
<td>88.0%</td>
<td>9781</td>
<td>85.8%</td>
<td>4116</td>
<td>86.8%</td>
</tr>
<tr>
<td>4</td>
<td>88.0%</td>
<td>6456</td>
<td>85.6%</td>
<td>3046</td>
<td>86.9%</td>
</tr>
<tr>
<td>8</td>
<td>88.0%</td>
<td>5293</td>
<td>85.8%</td>
<td>2977</td>
<td>86.5%</td>
</tr>
<tr>
<td>12</td>
<td>88.0%</td>
<td>4378</td>
<td>85.7%</td>
<td>3407</td>
<td>86.9%</td>
</tr>
</tbody>
</table>

However, in [10], we notice that in the later case (experiment 2) there may be a limit on the trend. It appears the sub-population size assigned to each node has to be at least 20 to avoid the possibility that evolutionary process contains too few chromosomes and potentially causes the GA optimization process to be trapped into some local maximum. But we do not see this obvious trend in Table IV. One possible reason may be the sub-population size (17) in the 12-node scenario is very close to the above mentioned threshold (20). However, it is more likely due to our non-parallelized implementation of the Reduce stage where the GA procedure proceeds. In other words, no matter how many nodes are involved, all 200 chromosomes are taking part in the evolutionary phase in one node. Furthermore, we need to note that 88.1% (in Table IV) is the best (average) CIR we have achieved so far with data set 1.

In the last experiment, we compare our MapReduce implementation of the GA-based ANN classifier and the grid and OpenMP implementations in terms of CIR and execution time by varying the population size in a fixed 7-node mini-cloud environment. By OpenMP, we mean OpenMP APIs are used to multi-thread the most time-consuming ANN model constructions and verifications in our case. A simple static scheduling that evenly assigns population to the available threads (cores) is adopted. The outcomes are shown in Table V, again with all numbers as averaged over twenty consecutive runs. Note that all three parallel computing environments are built upon PC0 as listed in Table I so that the performance comparison can be meaningful. In addition, the outcomes of the sequential version (depicted as NA) of our ANN classifier implementation are also shown and used as the baseline for comparison.

### TABLE V. PERFORMANCE COMPARISON ON VARYING THE POPULATION IN THE 7-NODE SETUP (1 MASTER + 6 SLAVES, ALL TIME IN SECONDS, NA, MR, GRID AND OMP REPRESENT SEQUENTIAL, MAPREduce, GRID COMPUTING AND OPENMP IMPLEMENTATIONS, RESPECTIVELY)

<table>
<thead>
<tr>
<th>data set</th>
<th>population</th>
<th>CIR execution time</th>
<th>CIR execution time</th>
<th>CIR execution time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>NA</td>
<td>87.5%</td>
<td>6302</td>
<td>84.7%</td>
</tr>
<tr>
<td></td>
<td>MR</td>
<td>87.9%</td>
<td>3395</td>
<td>86.3%</td>
</tr>
<tr>
<td></td>
<td>Grid</td>
<td>87.4%</td>
<td>1991</td>
<td>85.7%</td>
</tr>
<tr>
<td></td>
<td>Omp</td>
<td>87.3%</td>
<td>1450</td>
<td>84.6%</td>
</tr>
<tr>
<td>200</td>
<td>NA</td>
<td>87.6%</td>
<td>3046</td>
<td>84.8%</td>
</tr>
<tr>
<td></td>
<td>MR</td>
<td>88.0%</td>
<td>5600</td>
<td>86.0%</td>
</tr>
<tr>
<td></td>
<td>Grid</td>
<td>87.3%</td>
<td>3775</td>
<td>85.7%</td>
</tr>
<tr>
<td></td>
<td>Omp</td>
<td>87.6%</td>
<td>2562</td>
<td>85.0%</td>
</tr>
<tr>
<td>300</td>
<td>MR</td>
<td>88.1%</td>
<td>6809</td>
<td>86.4%</td>
</tr>
</tbody>
</table>

According to Table V, it seems distributed implementations (either MapReduce or grid computing) perform somewhat better in terms of CIR. But when it comes to execution time, the OpenMP version of the PDGA performs the best (with speedup between 4.35 and 5.25), and the grid implementation stands second (with speedup between 2.50 and 3.57), and the MapReduce implementation falls far behind (with speedup between 0.90 and 2.40). The primary cause may be attributed to the sequential operation in the Reduce stage (the GA procedure), which in our measure may take between 25% (population=300) to 50% (population=100) of the overall execution time. Accordingly, the parallelization of the Reduce stage would be our first priority in future research.

In addition, we also note that CPU usage jumps from 23% with sequential implementation to 92% with multi-thread implementation using OpenMP APIs. In cases of MapReduce and grid computing implementations, the CPU usage can be as high as 100%. Apparently, the computing power of the underlying multi-core CPUs has indeed been fully utilized. However, considering the speedup depicted above, there may be quite a lot of work to do in reducing overhead associated with the MapReduce and grid implementations (especially with the former one), which would be another focus of our future study.

### V. SUMMARY AND FUTURE WORK

In this study, we modify our grid-based PDGA implementation of the ANN classifier for identifying students with learning disabilities to the MapReduce distributed programming model. Compared with the grid computing model, MapReduce has the advantage of hiding...
the underlying hardware details and thus allow the programmers to be able to concentrate on the programming logic in solving the problems. The preliminary results show that in 50% of cases, the MapReduce implementation may achieve the best CIR when compared to the other parallel programming models. However, in terms of execution time, the MapReduce model does not show significant breakthrough. But we do see the potential of the MapReduce model in our future applications. For example, increase the population size, which may easily be extended by simply adding more nodes to the Hadoop-based cloud environment, seems to be a good direction to optimize the ANN LD classification model. In addition, more diagnosis data for students with LDs will be collected so that we may explore the processing power of MapReduce upon massive data sets. Finally, a more sophisticated parallelized GA procedure in the Reduce stage is also under development.
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Abstract—This paper gives a survey of the principles and the state-of-the-art of engineering optimization techniques. Both the classic and emerging approaches to nonlinear optimization problems are reviewed and analyzed. All the techniques are discussed in two basic types: point-based transition and population-based transition, depending on whether a single point or multiple points are generated as new approximate solution(s) in each step. We also consider multi-objective tasks as new application trend and point out the strong potential of population-based methods to tackle multiple objectives simultaneously.
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I. INTRODUCTION

Nowadays, optimization has become an important issue in industrial design and product development [1]. It is necessary to enhance system performance whereas reduce product cost to meet challenges in the competitive market. From engineering perspective, optimization means adjusting or fine tuning system designs in terms of one or more performance factors. This is not a trivial task, in particular when the problem space is complex and of high-dimensionality. Application of suitable optimization techniques has shown its benefit in supporting human designers to acquire optimal or near optimal solutions within a short design time.

Generally, an engineering optimization problem can be formulated as:

minimize \( f(X) = f(x_1, x_2, \ldots, x_n) \)
subject to \( g_i(x_1, x_2, \ldots, x_n) \leq 0, \ i = 1 \ldots m \)

where \((x_1, x_2, \ldots, x_n)\) is the vector of design variables, \(g_i(1 \ldots m)\) denote constraint functions that define the region of feasible solutions in the problem space, and function \(f(X)\) provides objective values for vectors of variables representing alternative designs. The set of design variables \(x_i\) take continuous or discrete values or a mixture of both depending on specific problems. Besides, the above statement is generic since maximization of a certain function is equivalent to minimization of the minus of it.

The optimization techniques can be divided into two basic categories: linear programming [2] and non-linear programming [3], [4]. The former is applied to optimization problems that have linear objective and constraint functions. Important progresses in this area include the polynomial-time ellipsoid algorithm [5] and the interior point algorithm [6], both were proposed to reduce time complexity and to allow for extremely efficient problem handling in the optimization procedure. At present, linear programming has been advanced to a soundly founded discipline and widely used technology for linear optimization problems. The second category of optimization is called nonlinear programming, which refers to the consortium of methods and approaches that are designed to deal with problems with nonlinear objective or constraint functions [7]. Nonlinearity is a very common property for many engineering optimization problems, and solving such problems often presents a challenge due to the high complexity, high dimensionality and multi-modality of the problem space.

Although many techniques for nonlinear programming have been developed, there are always pros and cons for them and no single method can more competently solve all kinds of problems than others.

This paper focuses on the study of nonlinear optimization techniques. Special emphasis is made on presenting the general principle and ideas of how to reach the optimum rather than the details of computational procedures. Both the classic and emerging approaches to nonlinear optimization problems are reviewed and analyzed. We also consider multi-objective tasks as new application trend when discussing the potential capability of optimization methods.

The organization of this paper is as follows. Section II highlights the basic idea and principle for general nonlinear optimization problems. The review of concrete approaches for optimization is given in Sections III and IV, respectively. The type of approaches called point-based transition is discussed in Section III, and the type of approaches called population-based transition is addressed in Section IV. Finally, Section V provides concluding remarks and discussion.

II. GENERAL PRINCIPLE OF OPTIMIZATION

Mathematically, it is well known that an optimum of a nonlinear function \(f(x_1, x_2, \ldots, x_n)\) must be some point at which the partial derivatives of the function with respect to all variables are equal to zero, i.e.,

\[
\frac{\partial f}{\partial x_i} = 0, \quad i = 1, 2, \ldots, n
\]  

(1)

A solution satisfying all the equations in (1) is called a stationary point of function \(f\). Further, the stationary point is
a minimum solution if the Hessian matrix of the second-order derivatives, as defined in (2), is positive definite.

$$H = \begin{bmatrix}
\frac{\partial^2 f}{\partial x_1^2} & \frac{\partial^2 f}{\partial x_1 \partial x_2} & \cdots & \frac{\partial^2 f}{\partial x_1 \partial x_n} \\
\frac{\partial^2 f}{\partial x_1 \partial x_2} & \frac{\partial^2 f}{\partial x_2^2} & \cdots & \frac{\partial^2 f}{\partial x_2 \partial x_n} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial^2 f}{\partial x_n \partial x_1} & \frac{\partial^2 f}{\partial x_n \partial x_2} & \cdots & \frac{\partial^2 f}{\partial x_n^2}
\end{bmatrix}$$  (2)

The above principle suggests a simple procedure to obtain exact solution of an optimization problem. It is done by finding all stationary points of the objective function and then examining the property of the Hessian matrices of these points. The global optimum solution is selected from those stationary points for which the Hessian matrices are positive definite.

Unfortunately, the approach to exact solutions of optimization is rarely applicable in engineering practice. The main reason lies in the difficulty of acquiring the derivative information analytically. In many applications, only concrete objective values of individual designs are calculable through specific calculations such as simulation. But the explicit expression of the objective function is not available, not to mention the analytic formulation of the partial derivative functions. It follows that we are unable to construct the equations as formulated in (1) for determining the stationary points of the objective function.

Numerical approaches present a pragmatic alternative to solve engineering optimization problems. The main idea is to create arbitrary initial approximate(s) to the problem and then improve them progressively. The whole procedure consists of a number of iterations. In each iteration, new approximate(s) are created from the old one(s) as more promising solution(s). Depending on the number of approximates generated at a single step, two types of numerical approaches (point-based and population-based transitions) can be defined and explained as follows.

With point-based transitions, only one point as new approximate is generated and evaluated in each of the iterations. The new point is made as transition from an old one with expected better performance. The general form of such a transition can be expressed as

$$X_{i+1} = X_i + h S_i$$  (3)

where $X_{i+1}$ and $X_i$ denote the new and old approximates respectively, $h_i$ decides the length of transition, and $S_i$ is a vector determining the direction of the move from $X_i$. There are many different methods to determine the direction vector $S_i$ in the literature. Some use merely values of the objective function while others require partial derivative information in addition to the objective values.

Sometimes, it is beneficial to apply point-based transition methods in combination with random sampling to increase their global search ability and thereby reducing the risk of getting stuck into local optima. For instance, the initial approximate for iteration can more favorably be decided by resorting to a random scheme [8], which generates a set of uniformly distributed points in the region of feasible solutions. We then select the sample solution that receives the best objective value as the starting point of search. The other possibility is to follow the multi-start strategy [9] when doing optimization with point-based transitions. This means that we run the optimization algorithm multiple times and every time a sample solution is selected randomly as the starting point. The best solution found from individual runs is treated as the final solution of the global optimum.

Population-based transition starts from an initial population of feasible solutions. Then it undergoes an iterative procedure in which new populations are successively created from old populations to reach progressively refined approximates to the problem. As many points in the space are explored simultaneously, population-based transition is superior to point-based transition in the global search ability; hence it has less likelihood of ending with a local minimum. Many biologically inspired optimization techniques rely on transitions of populations, such as genetic algorithms, memetic algorithms, differential evolution, particle swarm optimization, as well as ant colony optimization, which will be reviewed in Section IV.

III. OPTIMIZATION WITH POINT-BASED TRANSITION

The approaches of this type explore the problem space via transition from one feasible solution to another. The transition procedure is controlled by either deterministic or probabilistic rules. Six well known approaches in this category will be surveyed here.

A. Hill-Climbing

Hill-climbing [10] is the simplest numerical approach for optimization. It starts by creating an arbitrary solution (approximate) to the problem and then it evaluates all the neighbors of the current solution. If the best neighbor has a lower objective value than the current solution, the current one is replaced by that neighbor and the search moves on to the next iteration, otherwise the search is terminated.

Hill-climbing is a local search and can only be applied in discrete spaces as it implicitly assumes a finite number of feasible neighbors at every point. The advantages of hill-climbing lie in its simplicity and high efficiency. It has been widely used to solve many machine learning and technical optimization problems (e.g., [11], [12]). Hill-climbing is particularly recommended when there is limited time for search; for example, for real-time systems.

B. Gradient Descent

Gradient descent [13] aims to solve continuous optimization problems. It has very similar idea to that of hill-climbing. The only difference between both methods lies in the way to determine the best successor solution from a current one. Since it is not possible to evaluate every successor in the continuous space, the gradient information is utilized to identify the direction of move to reduce the objective function most quickly. Hence, the normalized direction vector of the move can be written in (4). The length
of move along $S_i$ can be determined by solving a one-dimensional optimization problem. The golden section method is often used in gradient descent to find the optimal size of transition at each step.

$$S_i = \left\{ \frac{\partial f_i}{\partial x_1}, \ldots, \frac{\partial f_i}{\partial x_n} \right\}$$

(4)

Gradient descent is simple and very useful in solving many optimization problems when partial derivatives of the objective function are available. However, as local search scheme, this method cannot guarantee the global optimality of the solutions returned. It should preferably be combined with the multi-start strategy to increase the chance of finding the global minimum. The other weakness with gradient descent is that, when the current solution gets close to a minimum solution, the search will become quite inefficient due to the decreasing lengths of the moves.

C. Newton’s Method

Newton’s method [14] attempts to improve the speed of convergence of gradient descent in the vicinity of a minimum solution. According to Taylor’s expansion, the objective function near a minimum $X^*$ can be expressed by an approximate form as:

$$f(X) = f(X^* + \Delta X) \approx f(X^*) + \langle \Delta X \rangle g + \frac{1}{2} \langle \Delta X \rangle^T H(\Delta X)$$

(5)

where $g$ is the vector of the first-order partial derivatives of the objective function and $H$ is the Hessian matrix of the second-order partial derivatives of the objective function. For all the first-order derivatives at the optimum $X^*$ are zero, Eq.(5) is simply rewritten as:

$$f(X) = f(X^*) + \frac{1}{2} \langle \Delta X \rangle^T H(\Delta X)$$

(6)

From (6), it can be seen that the objective function is approximately quadratic in the vicinity of $X^*$. A quadratic function has the following property:

$$g = H(\Delta X)$$

(7)

where $g$ is the vector of partial derivatives evaluated at the current point, and $H$ is the Hessian matrix which is constant for a quadratic function. Using the property in (7) enables us to obtain the minimum solution $X^*$ from a nearby point $X$ in terms of the following transition rule:

$$X^* \approx X - H^{-1}g$$

(8)

This transition rule indicates that a single move suffices to reach the minimum $X^*$ when the current solution is nearby. This shows a substantial improvement of the late convergence speed compared with that of gradient descent.

Nevertheless, it has to be noticed that globally the objective function is not quadratic. Hence, an iterative procedure is needed to generate a sequence of moves for progressive refinement. At iteration $i$, we first calculate $g$ and $H$ at the current point $X_i$ and then, we use the Newton’s method to create the next refined solution as

$$X_{i+1} = X_i - H^{-1}g_i$$

(9)

Generally, the Newton’s method stated above is still a local approach and it has two drawbacks. Firstly, it requires heavy computation with the Hessian matrix of second-order derivatives and its inverse. Secondly, the method is only efficient in the neighborhood of an optimum, but away from the optimum it may progress very slowly and even diverge. So, our suggestion is not employing the Newton’s method alone, but in combination with some other optimization technique and using it at the final stage.

D. Tabu Search

Tabu search [15] [16] is a metaheuristic local search algorithm to solve discrete optimization problems. It can be considered as extension of the hill-climbing search in the two aspects as follows. Firstl, there is added driving force to enforce the local minimization procedure out of a local minimum. Secondly, various memory structures are used to store historical information which is then utilized to guide the further exploration of new solutions. For instance, the tabu list is introduced as short term memory to save recently visited solutions to prevent cyclic behaviors during the search. Intermediate and long term memory is used to intensify and diversify the search to ensure adequate exploration of the problem space.

The search starts from an arbitrary point as the current solution. All the solutions in its neighborhood that are not in the tabu list or satisfy the aspiration level are successor solutions and their objective values are calculated. Then the move is made to the best successor according to the objective values, and the tabu list is updated accordingly. Both uphill and downhill moves are allowed here to give chance to escape from a local minimum. This process is repeated in a number of iterations until the termination condition is satisfied.

It is useful to apply tabu search in many practical scenarios [17] [18], mainly in combinatorial problems. A main limitation with this technique is that it requires considerable memory resources to store historical information. Besides, domain specific knowledge is needed to design suitable aspiration criteria.

E. Simulated Annealing

Simulated annealing [19] [20] is a stochastic and metaheuristic algorithm for solving global optimization problems. It is inspired by the physical principle of annealing used in material engineering. In an annealing process, the solid is first heated to a high temperature, causing atoms to move away from their initial positions. When the material cools down slowly, the atoms adjust themselves into a new thermal equilibrium that corresponds to a minimum energy state.
The algorithm is iterative and the main idea is to randomly select a new solution in the neighborhood of the current solution at every step. The difference of objective values, $\Delta E$, between the new and current solutions is calculated as analogy to the change of energy. If the new solution is better than the current one ($\Delta E < 0$), the current solution is replaced by the new one. In case when the new solution is worse ($\Delta E > 0$), there is still a chance to move to it. The probability of this move is given by the Boltzmann probability function:

$$P(\Delta E) = \exp\left(\frac{-\Delta E}{T}\right)$$

(10)

The parameter $T$ in (10) is the temperature used during the search. In the early iterations, the temperature is high, which results in high probability of moving into inferior points and thereby avoiding local minima. Contrarily, during late stages, the temperature is reduced to such a level that gives little chance for accepting worse solutions and consequently the search will finally converge.

The merit with simulated annealing is that it does not require the objective function to be continuous and differentiable, and it can handle both continuous and discrete optimization problems. But, proper parameter settings with this method are not difficult.

**F. Simplex Method**

A simplex is a geometric object consisting of $n+1$ points (vertices) in the $n$-dimensional spaces. Every vertex of the simplex corresponds to a feasible solution to the problem. The initial simplex can be generated randomly. The main idea is to move the simplex iteratively and every time replacing the worst vertex of it with a new better point. The search terminates when the standard deviation of the objective values of the $n+1$ vertices of the simplex is lower than a specified value.

According to the simplex method by Nelder and Mead [21], the new better points for replacement are generated through the operations such as reflection, expansion, and contraction. The worst vertex is first reflected through the centroid of the remaining points of the simplex. If the reflection produces a better point, expansion is done to see whether the objective function can be reduced further via moving in the same direction. Otherwise, if the reflected point is not satisfactory, contraction is performed via generation of a point between the worst vertex and the centroid for possible replacement.

The main advantage of the simplex method is that it is a global optimization technique and it does not require any derivative information of the objective function. The method is robust and efficient with a small number of design variables but it does not scale well up to high-dimensional problems. As noted in [7], the efficiency of simplex diminishes when the design variables are more than five.

**IV. OPTIMIZATION WITH POPULATION-BASED TRANSITION**

The approaches of this type explore the problem space via transition from one population of feasible solutions to another. They are biologically inspired techniques and probabilistic rules are used to create new solutions from old ones. Five well known approaches in this category will be reviewed here.

**A. Genetic Algorithms**

Genetic algorithms (GAs) are stochastic optimization algorithms that emulate the mechanics of natural evolution [22]. They are attractive to be applied in engineering optimization tasks due to the two following reasons. First, a GA evaluates many points in the search space simultaneously, as opposed to a single point, thus reducing the chance of converging to the local optimum. Second, a GA uses only values of objective functions; therefore they do not require the search space to be differentiable or continuous.

Essentially, a GA is an iterative procedure maintaining a constant population size. An individual in the population encodes a possible solution to the problem with a string analogous to a chromosome in nature. At each step of iteration, new individuals are created via applying genetic operators on selected parents, and subsequently some of the old, weak individuals are replaced by new strong ones. In this manner, the performance of the population will be gradually improved in the evolutionary process.

A classical GA works with binary code, i.e., individuals in the population are represented by binary strings. However, binary coding would not be the most appropriate choice in applications to optimization problems with continuous spaces. One reason lies in the matter of resolution, i.e., a binary string is inherently related to some loss of precision for representing the continuous value of a variable. The other reason is the extra job of decoding that is needed when doing fitness evaluation for a binary string in the population.

The other alternative is to directly adopt arrays of real numbers as population individuals. Real-coded GAs have been studied by many researchers and nowadays become a popular, extended version of GAs for solving real-valued optimization problems. The interesting features of real-coded GAs together with their used mechanisms and genetic operators haven been carefully discussed in [23] and [24]. In [25], real-coded GA was used to optimize similarity models for case-based reasoning.

**B. Memetic Algorithms**

Memetic algorithms (MAs) [26] are population-based metaheuristic search methods inspired by the principle of natural evolution and Dawkin’s notion of memes capable of local adaptation. MAs can be considered as enhancement of GAs by embedding local search to allow for self-refinements of individuals. According to the idea of
Lamarckian learning [27], local search can be done on all or part of the population to reach a local optimum or improve the current solution.

As hybridization of GAs and local search, MAs aim to exploit the best search regions gathered by global sampling with GA. Hence, an important demand for MAs is the synergy between the exploration abilities of the GA and the exploitation abilities of the local search. In [28], a local search scheme was combined with the global search capability of evolutionary algorithms for rule extraction. The simplex method by Nelder and Mead was adopted as the local search mechanism in the memetic algorithm [29] for optimal fuzzy controller design. The hierarchical memetic algorithm was proposed in [30] for combined feature selection and similarity modeling in case-based reasoning.

C. Differential Evolution

Differential evolution (DE) [31] is a stochastic and meta-heuristic technique that has been developed for solving optimization problems with real parameters. It provides a powerful tool for searching for optimal solutions in high-dimensional spaces that are nonlinear, non-differentiable, non-continuous, and containing multiple local optima. DE is similar to GAs in the sense that both are evolutionary, population-based algorithms. But DE algorithms differ from GAs in the way evolutionary operators are manipulated to produce new child solutions. The main loop of DE algorithms is briefly explained in the following.

A DE algorithm maintains a population of real-valued parameter vectors and works iteratively. Each iteration starts with mutation, in which three distinct parameter vectors are randomly selected for every population member. The weighted differences between two parameter vectors are added to the third parameter vector to get the perturbed vector. Then, crossover is done to combine the population member and the perturbed vector to yield a new trial vector. Every parameter in the perturbed vector has a certain probability to enter the trial vector. Finally, the trial vector replaces the old population member if it has a lower objective value. A comprehensive review of various DE algorithms together with associated operators is given in [32].

DE attains increasing popularity in engineering applications due to its attractive features such as fewer running parameters to specify, ease in programming, high efficiency, as well as strong global search ability. In [31] and [33], it was indicated that DE algorithms were more efficient and more accurate than several other optimization methods, including controlled random search, simulated annealing and genetic algorithms. A weakness for DE is that there is no theoretic proof for its convergence.

D. Particle Swarm Optimization

Particle swarm optimization (PSO) algorithms [34] mimic the flocking behaviors of animals in their movement. Similar to GAs, PSO algorithms work with a population of particles which represent feasible solutions to the problem. The particles move around in the search space to improve their fitness (objective values), iteratively. The movement of each particle is determined in terms of both its best position in the history and also the best position known so far from all particles. In view of this, the speed of a particle at iteration $k+1$ is updated as:

$$v_{k+1} = w \cdot v_k + c_1 \cdot r_1 \cdot (P_{pb} - X_k) + c_2 \cdot r_2 \cdot (P_{gb} - X_k)$$

(11)

In (11), $P_{pb}$ and $P_{gb}$ denote, respectively, the best position of the particle and the best known position from all particles, $w$ is the momentum, $X_k$ is the position of the particle at iteration $k$, $r_1$ and $r_2$ are two randomly generated positive numbers, and $c_1$ and $c_2$ are the parameters used to balance the individual and social influences.

PSO is simpler than GAs in its nature. Therefore, it incurs lower computational cost in creating a new population from the old one. But, the performance of PSO is heavily dependent on the parameters $w, c_1$, and $c_2$ in (11), and proper valuation of such parameters to ensure strong search ability is a crucial task.

E. Ant Colony Optimization

Ant colony optimization (ACO) [35] [36] mimics the behavior of a colony of ants in searching for food. It is a population-based metaheuristic technique used to solve hard combinatorial problems. Prior to applying ACO, the optimization problem has to be transformed into the problem of path finding on a graph. Then a group of ants work collectively to find a shortest path on the graph by pheromone communication during path formation [37].

An ant builds its path incrementally. It starts from a randomly selected vertex and then chooses an edge to go to the next vertex. The choice of an edge is stochastic yet its probability is decided by the pheromone values and heuristic information associated with the edge. The most well known rule for determining the selection probability for edge $c_{ij}$ is given in (12):

$$P(c_{ij}) = \frac{\tau_{ij}^a \eta_{ij}^\beta}{\sum_{k \in S_j} \tau_{ik}^a \eta_{ik}^\beta}$$

(12)

where $S_j$ denotes the set of feasible edges immediately after the current partial path, $\tau_{ij}$ and $\eta_{ij}$ are the pheromone and heuristic values respectively associated with edge $c_{ij}$; $a$ and $\beta$ are the parameters controlling the relative importance of pheromone versus heuristic information.

Further, when the ants completed their paths, the quality of their solutions is used to update the pheromone values of the edges. These updated values are then utilized by the ants in the next iteration to build new paths. This procedure continues until the maximum iteration number is reached or all ants tend to produce a similar path.
F. Extension to Finding Multiple Solutions

As is seen in this section, the optimization techniques with population-based transition are actually beam search, they can handle a set of feasible solutions at the same time. It follows that it would be relatively easy to modify or extend these techniques such that a set of optimal solutions rather than a single one will be returned from a single run of the algorithm. For example, the niching genetic algorithms were developed in [38] to find multiple interesting solutions in the job shop scheduling.

Finding multiple solutions as interesting trade-offs is also very important for multi-objective optimization tasks. Traditional ways to cope with multiple objectives is to build an overall objective function as weighted combination of individual objective values. However it is very hard to assign exact weights to reflect human preference, and therefore the final solution obtained may not be most preferred by human decision makers.

Multi-objective genetic algorithms have received intensive research for more than one decade (see [39][40], as examples). A nice feature of these algorithms is that a diversity of Pareto-optimal solutions can be found and presented to human decision makers, who then choose the most preferred alternative according to their preference. The Fast Non-dominated Sorting Genetic Algorithm (NSGA-II) [41] is an improved version of the early algorithms, which incorporates a fast non-dominated sorting algorithm and the crowding-distance assignment to improve the efficiency and effectiveness of the algorithm respectively.

More recently, multi-objective PSO algorithms were developed as extension of the single-objective counterparts. The key issue here is how to select global and local best particles in terms of multiple criteria. Different selection strategies have been proposed for this purpose. In [42] the tournament niche method was used to decide the global best particle, and the local best particle was identified according to Pareto-dominance. The other interesting strategy is to stochastically choose the global best particle from the non-dominated solutions using density-based probabilities [43].

V. CONCLUSION

This paper provides a survey of the principles and the state-of-the-art of numerical techniques for solving nonlinear optimization problems. All the techniques discussed are classified into two basic types: point-based transition and population-based transition, depending on whether a single point or multiple points are generated as new approximate solution(s) in each step of the iterations. Generally, the point-based approaches are simple and effective for optimization problems with a low number of parameters. However, when the dimension of the space increases, they become less efficient and are more likely to get stuck in a local optimum. In many practical applications, a point-based search method is often combined with the random sampling or multi-start strategy to increase the chance to find a global optimum. The population-based approaches are superior to the point-based ones in global search capability; they seem to be more suitable to be applied in high-dimensional search spaces. But, larger memory requirements and more computational cost are connected with them as side effects.

Most of the optimization approaches addressed here are derivative-free. This is a very useful property to promote wide applications in various situations without requiring the problem space to be continuous and differentiable. On the other side, some classical search methods such as gradient descent and Newton’s method are also valuable and recommended to use, as long as the derivative information is available or achievable. The derivative-based methods are theoretically well founded and can contribute to substantial improvement of local search performance. The exploitation of derivative-based local search in a global evolutionary algorithm would be a promising direction of research for building new memetic computing frameworks.

Both the point-based and population-based approaches can be used to solve multi-objective optimization problems. For point-based approaches, it is necessary to construct an overall objective function as a weighted combination of individual objective values, and a single solution will be returned after the running of an algorithm. Since there is no clear relation between the weighting and the solution obtained, we cannot guarantee that the solution found is really the one that is most preferred by human decision makers. Comparatively, the population-based approaches appear to be more appropriate or have more potential for tackling problems with multiple objectives. As noted in Section IV, the population-based methods like GAs can easily be extended to deal with multiple objectives simultaneously and thereby returning a set of Pareto-optimal solutions rather than a single one. This enables human decision makers (designers) to choose the most preferred solution from a group of interesting trade-offs.
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Abstract-This paper addresses an improvement idea for Particle Swarm Optimization Algorithm (PSO). As a search algorithm, the PSO is used to tune a set of parameters and find the best combination of parameter values for this set. These parameters habitually take their values in a static search space. This paper proposes a solution to improve the efficiency of the algorithm with optimization problems using parameters, which take their values in dynamic space. The appreciable experiments’ results prove that this one is an efficient solution to such problems.
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I. INTRODUCTION

Nowadays, in the aim to solve optimization problems, the algorithms of non-deterministic search are commonly used. These problems, such as robots’ motion optimization [1], require to find the best combination of parameter values for the particular problem at hand. There are various kinds of search algorithms [2], such as tabu algorithms, genetic algorithms, PSO (Particle Swarm Optimization) algorithms, and others. Among all these algorithms, this paper will focus on the particle swarm optimization algorithm also called the PSO algorithm. This choice has been motivated by the high degree of adaptability of this algorithm which is the best choice to implement our improvement.

The concept of the PSO algorithm is based on the simulation of a simplified social model and more particularly on the animals flocking [3]. Its conception follows some standard which have evolved overtime [4].

Like the other algorithms of non-deterministic search, these standard PSO algorithms allow to tune a set of parameters, which take their values in static search space.

This means that any time during the optimization, the search space of each variable will stay the same.

However, some optimization problems use a set of variables, which take their values in dynamic search spaces [1]. This means that the search spaces of the variables may vary during the optimization.

This paper presents our solution to improve the efficiency of the PSO algorithms in case of problems using variables with dynamic search space. First, in the next section, we will describe the global concept of the search algorithms and detail the standard versions of the PSO algorithm. Next, the third section will explain in details the particularities of these dynamic problems and the algorithm’s improvement used to solve them. The fourth section will give the results of some experiments which compare the efficiency of both algorithms, standard and new, on these problems. Finally, we will conclude on the quality of the PSO and the efficiency of the new algorithm.

II. STANDARD PARTICLE SWARM OPTIMIZATION

A. An algorithm of non deterministic search

As introduced before, the PSO algorithm is an algorithm of non-deterministic search. This means that it searches for the best combination of values for a set of variables. As the Table 1 shows, the variables take their values in search spaces defined by a minimal and a maximal values. These limits are given by the user and will take constant values.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>SET OF VARIABLES’ STATIC SEARCH SPACES</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Min</td>
</tr>
<tr>
<td>2</td>
<td>-5</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>-10</td>
</tr>
<tr>
<td>C</td>
<td>5</td>
</tr>
<tr>
<td>0</td>
<td>-2</td>
</tr>
</tbody>
</table>

In addition, it means that the algorithm follows the same global processes. Firstly, the algorithm generates a set of random solutions. A solution is a combination of values for the set of parameters. After that, the solution’s quality will be determined through a fitness function. This function is completely dependent on the problem to be optimized and is given by the user. This quality value is used to compare the actual solution to the precedent best solution, and a new solution will be generated. These three steps (calculate solution’s quality, compare solutions and generate a new solution) will be repeated so long as the optimization continues. This one stops when the stop criterion satisfies certain criteria chosen by the user (time, number of iterations, etc.). To finish, the generation of the new
solution depends on the algorithm (tabu search, genetic algorithm, PSO), but it generally uses the best and previous solutions.

This process is described in the Figure 1.

B. Concept overview

The special feature of the PSO algorithm is that its concept is based on the animals flocking [3].

As explained above, a solution is a combination of values for a set of parameters, while a problem is defined by these parameters, which take their values in static search spaces. Consequently, another way to represent an optimization problem is to consider a solution as a position in a search space defined by crossing all the individual parameters’ search space. The position takes place in a hyper-space of dimension equals to the numbers of parameters. And its coordinate’s values correspond to the parameter’s value of the solution.

Coming back to the animal’s social behaviour subject and more particularly on the birds flocking; during their feeding time, multiple birds evolved in the same space and search for the position where there is the biggest quantity of foods. In the course of their search, each bird always remembers the position where they have found the biggest quantity of food. In addition, as the birds follow a social behaviour inside the flock, they also share the best position found by the whole flock. Finally, as shown in Figure 2, each bird adapts its movements in the search space according to these knowledge.

![Figure 1. Global algorithm of an algorithm of non-deterministic search.](image1)

![Figure 2. Birds’ movements according to Best Positions knowledge.](image2)

This social behaviour is used by the PSO algorithm as a conceptual idea to generate new solutions and optimize the set of parameters. In this transposition, the birds will be called particles, the flock will be the swarm and the quantity of foods will correspond to the quality of the solution. As the flock of birds seeks for the best food’s position, the swarm of particles seeks for the best quality’s position.

C. Standard algorithm

Our research is based on 2011’s version of the standard PSO algorithm described in the paper of Maurice Clerc [4], with the particularity of not using the neighbourhood system (in case of neighbourhood system, the particles are grouped in teams and they share the information about the best position found by all the team’s member only inside the team, in our case there is only one big team, which correspond to the whole swarm). This part of the paper gives some details about this version of standard PSO algorithm.

1) Particle’s components and algorithm: As explained in the previous part on the birds flocking transposition, a swarm of particles is included in the search space. Each particle is aware of:

- Its Position (initialized randomly in the search space)
- Its Velocity (initialized randomly in the search space)
- Its Best Position ever found (initialized as the first particle’s position)
- The Swarm’s Best Position (initialized by comparing all the quality Particle’s first position)

It should be noted that in the 2011 version, the initialization of the positions’ and velocities’ values are randomly generated, parameter by parameter.

Each iteration of the optimization, these particles’ attributes are updated following the process described in Figure 3:
2) Evolution rules: Below are given the equations used for the velocity and position update and all the other details useful to the implementation of the 2011 version of the PSO algorithm.

a) Swarm size and initialization: In the 2011 version the swarm size (number of particles) will be user defined, with 40 as suggested value. The initialization of the particles’ attributes will be conducted as described before.

b) Calculate Velocity and Position: First the velocity will be updated by using the following equations:

\[ G_i = x_i + c \cdot \left( \frac{p_i + l_i - 2x_i}{3} \right) \]  

\[ H_i(G_i, || G_i - x_i ||) \]  

\[ v_i(t + 1) = wv_i(t) + x'_i(t) - x_i(t) \]  

In these equations:

- \( x_i \) (or \( x_i(t) \)) is the actual position value of the \( i \)th particle
- \( p_i \) is the particle’s best position of the \( i \)th particle
- \( l_i \) is the swarm’s best position of the \( i \)th particle
- \( G_i \) is the centre of gravity of the three points \( x_i, p_i \) and \( l_i \)
- \( H_i \) is the hyper sphere of centre \( G_i \) and radius \( G_i - x_i \)
- \( x'_i(t) \) is a position randomly choose in the hyper sphere \( H_i \)
- \( v_i(t) \) is the actual velocity of the \( i \)th particle
- \( v_i(t + 1) \) is the new velocity of the \( i \)th particle

Next, the position is updated by using the equation:

\[ x_i(t + 1) = wv_i(t) + x_i(t) \]  

In cases where \( l_i = p_i \), the following gravity centre equation is used for the velocity updating:

\[ G_i = x_i + c \cdot \left( \frac{p_i - x_i}{2} \right) \]  

c) Confinement: But, sometimes, the new position of the particle is out of the search space. In those cases, the algorithm uses a confinement procedure, which moves the particle on the closest edge of the search space. This movement is conducted by replacing the value of each parameter of the position by the closest corresponding parameter’s search space limits, min or max. Finally, the velocity forced to the following value:

\[ v_i(t + 1) = -0.5 \cdot v_i(t + 1) \]

d) Particle’s and Swarm’s Best: To finish the quality of the new position is calculated by using the fitness function. As said before, this function depends on the problem and is defined by the user. Its results will be used to compare the different positions found by the algorithm. During a first comparison the value of the particle’s best position is updated in function of the previous one and of the actual position. In order to do the second comparison, the algorithm waits that all the particles’ best of the swarm are updated. All the particles’ best position of the swarm will be compared to determine which the swarm’s best position is, and this knowledge will be shared with all the swarm’s particles.

III. PSO IN DYNAMIC SEARCH SPACES

This section discusses the topic of the problems based on set of parameters with dynamic search spaces. And then the proposed solutions to deal with such problems and through the changes made on the standard PSO algorithm are explained.

A. Dynamic Search Space problems

Contrarily to the previous standard types of problems, which used parameters taking their values in static search spaces, some problems are based on dynamic search spaces. In these kinds of problems, the search spaces limit of some parameters depends on the value of other parameters. Table II gives an example of such a set of parameters:
TABLE II. SET OF VARIABLES’ DYNAMIC SEARCH SPACES

<table>
<thead>
<tr>
<th>A</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>-A</td>
<td>A</td>
</tr>
<tr>
<td>C</td>
<td>-5*A+B</td>
<td>+5*A+B</td>
</tr>
<tr>
<td>D</td>
<td>-15</td>
<td>2*A</td>
</tr>
<tr>
<td>E</td>
<td>-20</td>
<td>10</td>
</tr>
</tbody>
</table>

TABLE III. SET OF VARIABLES’ MAXIMAL SEARCH SPACES

<table>
<thead>
<tr>
<th>A</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>-A</td>
<td>A</td>
</tr>
<tr>
<td>C</td>
<td>-5*A+B</td>
<td>+5*A+B</td>
</tr>
<tr>
<td>D</td>
<td>-15</td>
<td>2*A</td>
</tr>
<tr>
<td>E</td>
<td>-20</td>
<td>10</td>
</tr>
</tbody>
</table>

In those kinds of problems, commonly used in robots’ motion optimization [1], the search spaces limits depend on the value of the parameters and consequently on the position of the particle. Finally, as shown in Figure 4, all the particles evolved in a different search space, which changes in function of the particle’s position. However, a maximal space search can be created by using the maximum value possible for each parameter’s maximum limit and the minimum value possible for the parameter’s minimum limit.

![Figure 4. Dynamic search space representation in a two-parameter optimization problem.](image)

Table III uses the Table II’s example to create the corresponding maximal search space.

This space consequently contains all the individual search spaces possible. By individual search space, we mean the search spaces which are created by using the position value. But it also contains positions which are not included in these individual search spaces. To keep the precedent example (Table II and Table III), the position of coordinate (0;5;0;0;2) is available in the maximal search space but not in individual spaces. As the search spaces limits are user-defined, we will call these positions, “uninteresting positions”.

B. Dynamic search space PSO concept

To solve such problems, there are two options. The first one is to apply the optimization on the maximal search space. As described above, this space includes all the search spaces possible and has the particularity to be static. The advantage of such a solution is that, as the search space is static, the standard PSO algorithm described before can be used. The disadvantage is that the optimization will also be conducted on uninteresting positions. This may result in loss of time and a final optimization position not intended by the user.

The second solution is to use individual search spaces. This means that each particle will have its own search space and this one will change as the same time as the particle move. This solution avoids the search on the uninteresting positions but implies some modifications to the standard algorithm.

As we chose to improve the efficiency of the PSO algorithm in case of dynamic search space problems, we will explain in the following part the necessary changes to the standard algorithm.

C. Dynamic search space PSO modifications

This part discusses about the problem faced by the standard algorithm resulting from the choice of the second solution and about the possible modifications to avoid it.

1) Problem: During the initialization step as well than during the confinement methods, the new value of the position will be generated parameter by parameter. A random value will be generated between the parameter’s search space limits for the initialization and the closest limit will be searched for the confinement. But, by using dynamic search spaces, these limits values will depend on others parameters’ values. Also, the algorithm would not be able to generate a parameter’s value if its limits have not ever been defined. That is why the parameters’ values need to be defined in the good order.

2) Modification: This order will of course be based on the links between the parameters. The parameter A is linked with the parameter B if value of B is required to calculate the limits of A’s search space.

In the aim to represent these links, we chose to use an acyclic graph representation.

These graphs are tree graphs with the particularity to allow multiple roots and multiple parents for a same child. Of course we can’t allow cycle due to the impossibility to generate a position value if the parameters are linked through a cycle. In this case, the first proposed methods using the maximum search space should be used.

Our implementation uses a unique root, which does not correspond to any parameter, but it allows us to insert all the parameters in the same graph, even the one which are not linked with others parameters (search space limits have
constant value). These special parameters will be direct leaf of the root.

Each parameter is represented by a node which is linked to other nodes following the parameters links. The node A is parent of the node B if the parameter A needs the value of B. The nodes will be sorted in depth layers, a node will also be in the layer under the layer of its deepest parents. The direct leafs are inserted in the deepest layer of the graph.

Finally, to generate the position value, the order to follow is decided by using the graph. This path corresponds to a back breadth-first search of the graph. This means that we start from leafs and we head to the root of the graph by visiting each node of a layer before to go to the upper one. Each node includes calculate its search space limits and generate its value (or search the closest limits for the confinement method). Figure 5 is the acyclic graph representation of the example given in Table II. It also shows the calculation path (dotted arrows):

![Diagram](image)

**Figure 5.** Acyclic graph representation of parameters link and calculation path.

**IV. EXPERIMENTS**

In order to compare the efficiency between the standard and the new algorithm on dynamic search spaces problems, we set up two experiments. The problem is that there are no such problems in literature [5]. Consequently, we cannot compare it with the other algorithms’ results but have to create our own artificial problems. This is the why the two next experiments do not correspond to any known problems and have no real correspondence with the real life. These problems have only been designed to proof the functionality and efficiency of the new algorithm compared with the standard algorithm.

**A. Experiment 1**

For this one, we will use a swarm of 40 particles and launch optimization of 500 iterations. We created three optimization problems very simple (so they will be solved in 500 iterations) and compared how many iterations are required to find the optimal position (position with the best fitness quality).

These problems have the following characteristics:

- two dimensional problems (parameters: X, Y)
- The Y’s search space limits depends on X’s value
- The optimal position is the point of coordinate (5.5 ; 0.01) and the fitness function calculate the distance between the particle position and the optimal position.
- X’s value vary in [0 ; 1000]
- Y’s vary in the limits defined by Table IV, the standard algorithm will use the maximum search space:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>New Algorithm</th>
<th>Standard Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>- (0.05 * x) + 0.25</td>
<td>+ (0.05 * x) - 0.25</td>
</tr>
<tr>
<td>B</td>
<td>- (0.25 * x) + 1.25</td>
<td>+ (0.25 * x) - 1.25</td>
</tr>
<tr>
<td>C</td>
<td>- (0.5 * x) + 2.5</td>
<td>+ (0.5 * x) - 2.5</td>
</tr>
</tbody>
</table>

We repeated the optimization 10 times and took the average number of iterations needed to find the optimal point (as we calculate the distance, the fitness value = 0). Table V regroups the results of this experiment:

**TABLE V. AVERAGE NUMBER OF ITERATIONS NEEDED TO FIND THE OPTIMAL POSITION**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Standard algorithm</th>
<th>New algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>279</td>
<td>282</td>
</tr>
<tr>
<td>B</td>
<td>297</td>
<td>255</td>
</tr>
<tr>
<td>C</td>
<td>298</td>
<td>250</td>
</tr>
</tbody>
</table>

We remark that the standard algorithm has better results for the problem A, but becomes less efficient on B and C. This means that the new algorithm would be more efficient on big search spaces, and more particularly, when the number of uninteresting positions grows up, which make sense.

**B. Experiment 2**

As the previous results seems indicate that the new algorithm is more efficient on big search space we set up a second experiment to confirm. To do so we still used the same configuration for the PSO algorithm (40 particles, 500 iterations and we created a more complicated problem evolving on a bigger maximal search space. The search spaces limits of this problem are described in Table IV, the standard algorithm will use the maximum search space:
It should be noted that the maximal search space is not given, but it can be easily calculated, as shown in the previous examples. Also to be noted is the optimal position is a static position (0,0...,0), centre of the search space. The fitness function calculates the distance to this point, so the best quality value possible is 0.

V. CONCLUSION AND FUTURE WORK

To conclude, the PSO is a very simple and easily adaptable algorithm. The actual standard version of the PSO algorithm is able to deal with dynamics search space by venturing a loss of time and falling on an uninteresting result. This paper described an efficient solution to improve its performance in this case. However, there is actually no efficient solution for dynamic search space problems, where parameters are cycled linked. Our future objectives will be to be able to deal with cycled graph, and to test our solution on real world problems.
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I. INTRODUCTION

Linear relaxation [1] is a common method to solve non-linear systems in several variables with domains $D_i \subset \mathbb{R}$, $i = 1, \ldots, N$. For the system with variables $x_1 \in [0, 1]$ and $x_2 \in [0, 1]$,  

$$
\begin{align*}
    x_1^2 - x_2 &= 0 \\
    x_2 - x_1 &\leq 0
\end{align*}
$$

a linear relaxation derived from the tangent plane in $x_1 = x_2 = 0.5$ is

$$
\begin{align*}
    (x_1 - 0.5) - (x_2 - 0.5) - 0.25 &\geq 0 \\
    x_2 - x_1 &\leq 0
\end{align*}
$$

In [2], we presented linear relaxations for the monomials $x_i^2$ and $x_i x_j$, $i < j$ with $x_i \in D_i$, $x_j \in D_j$, which are derived from the Bernstein polynomials on domain $D$. The curves $(x_i, x_i^2)$, and the surfaces $(x_i, x_j, x_i x_j)$, $i < j$ are enclosed in a polytope, called Bernstein polytope (Figure 2).

With linear relaxation, a quadratic system

$$
F(x) = 0, \quad G(x) \geq 0, \quad x = (x_1, \ldots, x_N)
$$

gives a linear system in the variables $x_i$, $x_{ii}$, and $x_{ij}$, $i < j$. For example, a lower bound for component $i$ can be obtained by solving a linear program: minimize $x_i$ on the linear system obtained with the Bernstein polytope for domain $D$.

In this article, we show how to use interval arithmetic in a tableau-form implementation of the dual simplex algorithm (Section II) to verify computations and to generate a tight lower bound on the minimum value. The tableau has floating-point entries and uses an interval right-hand side. In a pivot operation of the Gauss-Jordan algorithm, rounding errors are collected and stored in the right-hand side intervals (Section II-B). For the application of linear relaxations using the Bernstein polytope, we give two ways to generate a start basis for the occurring linear programs in Section II-C. Finally, we conclude on this work in Section IV.

A. Related Work

In an overview, there are three classes of methods for solving polynomial systems. Using computer algebra, polynomial expressions (resultants) can be defined, which are equal to zero if and only if the polynomials have a common root. They provide simple and effective methods for low degree problems due to the degree of the resulting expression. Decomposing an arbitrary polynomial in the ideal of the given polynomials is possible with a special generator of the ideal. Such an ordered generator (Gröbner basis) can be used to compute common polynomial factors. From a computational point of view, these methods need exact arithmetic. Recently, some articles [3] work towards their numerical computation with tools from interval arithmetic.

An established semi-numerical method solves a given polynomial system $P$ with the same number of equations as variables. The method uses a continuation method [4] with a scalar parameter $t \in [0, 1]$ to deform a polynomial system $P^t$ with known solutions to the given system $P$. Finding an initial simple polynomial system $P^0$ for the given $P$ is the main difficulty of the method.

In this article, we solve quadratic polynomial systems by branch-and-bound using a linear relaxation for the monomials. We compute an outer bound for the optimum value of the linear program reliably. In [2], the revised simplex code SoPlex [5] in floating point arithmetic and a backward analysis of the linear system for the objective value was used. The article [6] gives a comparison of linear programming codes using rational arithmetic and floating-point arithmetic. Of course, the use of floating-point arithmetic, which is used at least in parts of the code, is significantly faster than exact rational arithmetic. [7] describes how to compute a lower bound using an arbitrary linear program solver. The authors use the weak optimality theorem of linear programming: Any feasible point $y$ of the dual problem $A^T y \leq c$ (max $b^T y$) gives a lower bound $b^T y$ for the minimum of the primal problem $Ax = b$, $x \geq 0$ (min $c^T x$). As outlined in [7], the lower bounds obtained from a verified, feasible point can be away from the optimum value for ill-conditioned problems. The article [7] additionally
Fig. 1: Linear relaxation (dashed below) for $x_1^2 - x_2$ (solid above).

Fig. 2: Bernstein polytope enclosing the curve (left) $(x, x^2)$: $B_0^2(x) \geq 0$, $B_1^2(x) \geq 0$, $B_2^2(x) \geq 0$. The surface (right) $(x, y, xy)$: $B_0^1(x)B_0^1(y) \geq 0$, $B_0^1(x)B_1^1(y) \geq 0$, $B_1^1(x)B_0^1(y) \geq 0$, $B_1^1(x)B_1^1(y) \geq 0$.

considers the computation of upper bounds. Concerning the parallelization of simplex codes, [8] summarizes a number of attempts. The authors of [9] consider the parallelization of the sparse dual simplex code CPLEX. They make out the steepest-edge pricing rule as a good candidate for parallelization, which compares all infeasible rows based on the resulting change of the dual variables.

B. Notation

As usual, an inequality between vectors, like $x \geq 0$, applies to all components $i$: $x_i \geq 0$.

II. Linear Programming Problem

A linear program in standard form is defined by

$$\min c^T x$$

$$Ax = b$$

$$x \geq 0$$

where $A$ is a $m \times n$ real matrix, $b$ is a $m$-component real vector, and $c$ is a $n$-component real vector. The system $Ax = b$ contains the linear equality constraints, and the function $c^T x$ defines the linear objective function to be minimized. An inequality $a^T x \leq b_1$ is transformed into an equality by a new variable $x_s \geq 0$: $a^T x + x_s = b_1$, which is called a slack variable [10]. Note that in our case it is $m \leq n$, i.e.,
our problem has at least as many variables as rows due to the slack variables. There are several ways to ensure non-negativity of variables. The first way is to use symbolic substitution of the problem variables \( \tilde{x}_i \rightarrow (x_i - D_i) \) if \( D_i < 0 \) and change all equations and inequalities into problem variables \( \tilde{x}_i \in [0, D_i - D_i] \). This adds a linear number of additional terms to the given problem. The second and preferred way is to substitute all variables \( x_i \) and \( x_{ij} \) locally into \( \tilde{x}_i \rightarrow (x_i - D_i) \) resp. \( \tilde{x}_{ij} \rightarrow (x_{ij} - D_i \cdot D_j) \) so that \( x_i = \tilde{x}_i + D_i \) resp. \( x_{ij} = \tilde{x}_{ij} + D_i \cdot D_j \). Then row \( r \) changes into \( \sum_k a_{rk}(\tilde{x}_k + D_k) = b_r \), which needs to be done only once during tableau setup.

The tableau-form implementation of the simplex algorithm (with column basis) selects a maximal subset of \( m \) linear independent columns of \( A \) (corresponding to the basic variables of \( x \)), where \( m \) is the rank of the matrix \( A \). The subset with index set \( B \) is called a basis, and the corresponding submatrix \( A_{s,B} \) is invertible; the rest matrix is denoted by \( A_{s,N} \). Non-basic variables always have a zero value. A basis update operation maintains the reduced row-echelon form of the tableau \( (x_B = A_{s,B}^{-1}b_B) \)

\[
\begin{pmatrix}
  c_B^T x_B & (c_N - c_B A_{s,B}^{-1} A_{s,B})^T & (c_N - c_B A_{s,B}^{-1} A_{s,N})^T \\
  A_{s,B}^{-1} A_{s,B} & A_{s,B}^{-1} A_{s,N}
\end{pmatrix}
\]

which allows to look up the reduced costs in the first row, the objective function value in the first column of the first row, and the basic variable values \( x_B \) in the first column below the first row of this tableau [10]. Furthermore, we group matrix rows into equalities (without a slack variable) given by the index set \( E \) and inequalities (each having a slack variable) given by the index set \( I \). Maintaining this form is possible with the Gauss-Jordan algorithm from numerical linear algebra. As tableau rows define basis variables, it is possible to check the non-negativity constraints \( x \geq 0 \) and to select a leaving variable in the simplex algorithm (pricing) [10]). The leaving variable is replaced by an entering variable, which can be selected from the reduced costs in the first tableau row (ratio test) [10]). For applications, this dual form of the simplex algorithm is beneficial [11], which changes an infeasible basis with a subminimum value into an optimum, feasible basis. It selects the leaving variable from the infeasible basis first and replaces it by the entering variable. In contrast the primal form of the simplex algorithm, selects the entering variable first, then selects the leaving variable until an optimum value is reached.

A. Pricing Rule and Ratio Test

Important for the performance of the solver is the pricing rule, the ratio test, and the start basis [11]. For the pricing rule, we consider the steepest-edge rule

\[ \text{Definition 1 (Goldfarb-Forrest pricing rule): Select row } r \text{ which has the most negative ratio } \frac{c_i}{A_{s,B}^T B}. \]

where \( d = c_i^T A_{s,B}^T B \) is the change of the dual variables per unit change of \( x_i \) (see Equation 1). The values \( x_i \) are stored as right-hand sides described in the following Section II-B, and \( A_{s,B} \) is part of the tableau.

For the ratio test, we use

\[ \text{Definition 2 (Harris ratio test): Select column } s \text{ so that } a_{r,s} \text{ is minimum with } \frac{c_r}{a_{r,s}} \geq \theta_r(\epsilon), a_{r,s} < 0, \theta_r(\epsilon) := \min \{ \frac{a_{r,s}}{a_{r,s}} : a_{r,s} < 0 \}. \]

This rule chooses the element \( \frac{c_r}{a_{r,s}} \) of the set \( \{ \frac{c_r}{a_{r,s}} \geq \theta_r(\epsilon) : a_{r,s} < 0 \} \) defined by a small parameter \( \epsilon > 0 \). This allows to choose the denominator \( a_{r,s} < 0 \) with largest magnitude for the division. Note that \( c_j \) is non-negative up to rounding errors for the dual simplex algorithm always. The ratio test traverses the objective function row and the row \( r \) of the tableau in parallel.

B. Pivot Steps using Interval Arithmetic

For the collection of computer arithmetic errors during a pivot step of the Gauss-Jordan algorithm, we use interval arithmetic. Let \( a_{r,s} \) be the pivot element in row \( r \) and \( D_i \) the variable domain for variable \( x_i \). Then the linear equation

\[ \sum_j a_{r,j} x_j = b_r \]

transforms into an interval equation

\[ \sum_j a_{r,j} x_j = R_r \]

where we can select a floating-point value \( a_{r,j} \in R_r \) of the interval so that \( R_r \subset a_{r,j} + [(R_{r,j} - a_{r,j})^{-}, (R_{r,j} - a_{r,j})^{+}] \). The intervals can be collected and stored as an interval right hand side \( R'_r \)

\[ \sum_j a_{r,j} x_j = R_r - \sum_j [(R_{r,j} - a_{r,j})^{-}, (R_{r,j} - a_{r,j})^{+}] D_j =: R'_r \]

With the representative \( a_{r,j} := \text{median}(R_{r,j}) \), the resulting interval \( [(R_{r,j} - a_{r,j})^{-}, (R_{r,j} - a_{r,j})^{+}] \) has smallest width. Figure 3 shows the hyperplane arrangement for an example.

Similarly, a row operation as required in the Gauss-Jordan algorithm between row \( r \) and row \( i \)

\[ \sum_j (a_{i,j} - a_{r,j}) \frac{a_{i,s}}{a_{r,s}} x_j = b_i - b_r \frac{a_{i,s}}{a_{r,s}} \]

can be performed in interval arithmetic

\[ \sum_j R_{i,j} x_j = R_i \]

and rewritten using an interval right-hand side

\[ \sum_j a_{i,j} x_j = R_i - \sum_j [(R_{i,j} - a_{i,j})^{-}, (R_{i,j} - a_{i,j})^{+}] D_j =: R'_i \]

In this form, a sufficient condition for the feasibility of \( x_i, i \in B \) is \( R_k \geq D_k \). In case \( R_k < D_k \), it is infeasible and a candidate for the pricing rule. Otherwise some \( R_i \) have smaller and larger than \( D_i \), in which case we stop the solving process with a lower bound of the optimum value. Due to use of interval right-hand sides, it is possible to reduce the number of variables \( \{ x_j \} \) by replacing a variable \( x_j \) with its interval
D_j. In this way, an active subset of variables of the linear program can be defined.

In the geometric view of the polytope defined by interval right-hand sides, the thick hyperplanes bound a set of polytopes, which are not necessarily of the same topology. See Figure 4 for an example, where the minimum-\(y\) vertex of the outer hyperplanes is defined by the intersection of \(r_1\) and \(r_3\), but the minimum-\(y\) vertex of the inner hyperplanes is defined by the intersection of \(r_1\) and \(r_2\).

Note that these topology changes make situations possible, where the outer polytope is non-empty but the inner polytope is empty. In such cases, the algorithm can not decide feasibility of the linear program.

C. Start Basis Generation

Inside the non-linear solver, we only have to handle objective functions of the form \(x_i = c_i^T x\) for a variable index \(i\). Start basis generation can be done by performing the Gauss-Jordan algorithm on the equation part \(A_{E,*}\) of the system. This defines a subset \(B_E\) of the basis \(B\). Note that the set \(B_E\) depends on the pivot selection strategy in the Gauss-Jordan algorithm and does not need to change during pivoting in the simplex algorithm. Also pricing rule and ratio test only consider the inequalities \(I\) and the inequalities of the Bernstein polytope.

The first possibility is to select only pivots with column index different from \(i\). In this case, where \(B_E\) does not contain variable index \(i\), we can easily complete the basis from the vertex with smallest value \(x_i\) of the Bernstein polytope for \((x_1, x_2^2)\). I.e., for minimization (with \(B_1^{(2)}\) the 1-th quadratic

<table>
<thead>
<tr>
<th>Bernstein polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td>(B_0^{(2)}(x_i))</td>
</tr>
<tr>
<td>(B_1^{(2)}(x_i))</td>
</tr>
<tr>
<td>(B_2^{(2)}(x_i))</td>
</tr>
</tbody>
</table>

for maximization

<table>
<thead>
<tr>
<th>Bernstein polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td>(B_0^{(2)}(x_i))</td>
</tr>
<tr>
<td>(B_1^{(2)}(x_i))</td>
</tr>
<tr>
<td>(B_2^{(2)}(x_i))</td>
</tr>
</tbody>
</table>

The second possibility is to select a pivot with column index \(i\). In this case, where \(B_E\) contains the variable index \(i\), we can generate a start basis from the equation row \(k\) defining variable \(x_i\). Let \(x_i + \sum_{j \neq i} a_{k,j} x_j = R_k\) be row \(k\). If there are columns \(a_{k,j} > 0\) the current basis part \(B_E\) is not optimum, and it can be changed by primal steps into an optimum basis. I.e., for each such column \(j\) with \(a_{k,j} > 0\) we determine a row \(r\) such that \(a_{r,0} \geq 0\) and \(-a_{r,0} a_{k,j} < 0\) is minimum. Both strategies are compared in Section III based on a numerical example.

III. IMPLEMENTATION AND NUMERICAL EXPERIMENTS

We implemented the dual simplex algorithm in C/C++ using the tableau organization shown in Figure 5. The tableau can be stored as an \(m \times n\) array of double-entries or in a sparse form as an array of \(m\) rows of index/entry pairs. The right-hand side vector is represented using the boost interval arithmetic library. We additionally keep a basis description consisting of arrays, \(\text{var}\) giving the index of the defining row for a variable index, and \(\text{row}\) giving the index of the variable defined in a row. Both are inverse to each other: \(\text{row}[\text{var}[j]] = j\) for variable index \(j\) and \(\text{var}[\text{row}[i]] = i\) for row index \(i\). We have one pivot operation \(\frac{1}{a_{i,r_*}} A_{r_*}\) for the pivot row \(r\), and \(m\) row operations \(A_{i,*} + f_i A_{r,*}\) for all other rows \(i \neq r\). The \(m\) different row operations can be done in parallel using OpenMP. We use the basis description to exclude basis columns, which are unit vectors and therefore contain a zero value in the pivot row \(r\). Altogether, the number of multiplications and additions for a row operation ranges from \(n - m\) to \(n\). Note that in the interval version (Equations 2 and 3), the pivoting and row operations are not entrywise as in [12] but require a reduction operation for the right-hand side interval. We avoid a parallel reduction by storing the right-hand side updates \([(R_{i,j} - a_{i,j})^{-1}, (R_{i,j} - a_{i,j})^+]D_j\) in an array and perform the summation sequentially. Similarly, we perform the loop for the steepest edge pricing rule and the loop for the ratio test in parallel using OpenMP but without a critical section for the minimization.
Fig. 4: Polytope bounded by thick hyperplanes $r_1$, $r_2$, $r_3$ and $r_4$. Note that the topology of the polytope built by the outer hyperplanes (thick) is not the same as the one by the inner hyperplanes (thin).

In the following, we demonstrate the different strategies for start basis generation on the example system `mixed.sys`:

\[
\begin{align*}
0.5x_1 &= x_2x_3 \\
0.5x_2 &= x_1x_3 \\
0.5x_3 &= x_1x_2
\end{align*}
\]

on $D_1 = D_2 = D_3 = [-1, 1]$. The basis variables are marked with a box around them. When pivoting with $x_{23}$, $x_{13}$, $x_{12}$, the system is in reduced row-echelon form

\[
\begin{align*}
0.5x_1 &= x_{23} \\
0.5x_2 &= x_{13} \\
0.5x_3 &= x_{12}
\end{align*}
\]

and can be completed with three inequalities of the Bernstein polytope for $x_{ii}$, $i = 1, 2, 3$ into a start basis. Figure 6, left, shows a statistics of the interval width of the objective value in the course of the pivot steps. The computation as described in [2] performs one reduction of each variable before bisecting the largest interval. For this problem (tableau size $m = 19 \times n = 33$) on $D_1 = D_2 = D_3 = [-1, 1]$, it needs 47 reductions (410 pivot steps in total), 10 bisections, and the solution time is 0.30s using the sparse form (Windows 7/Visual Studio 2008, Intel Pentium P8700, Dual Core 2.53GHz). The same solving using the dense form takes 0.82s and produces different error widths. The largest condition number of the tableau is 2.0.

When pivoting with $x_1$, $x_{13}$, $x_{12}$, the system is in reduced row-echelon form

\[
\begin{align*}
0.5x_1 &= x_{23} \\
0.5x_2 &= x_{13} \\
0.5x_3 &= x_{12}
\end{align*}
\]

and can be completed with three inequalities of the Bernstein polytope $x_{23}$ into a start basis. Note that the reduced row-echelon form for variables $x_2$ and $x_3$ is similar and thus omitted here. Figure 6, right, shows a statistics of the interval width of the objective value in the course of the pivot steps. For this problem, the computation performs 47 reductions (275 pivot steps in total), 10 bisections, and the solution time is 0.32s. The same solving using the dense form takes 0.72s. The worst condition number of the tableau is 846.3, and it results in larger objective value intervals, i.e., worse lower bounds. In the comparison, the second start basis results in less pivot steps in the dual simplex iteration. Tableaus of larger condition number normally occur if very small pivots were chosen. This can be necessary for Bernstein inequalities corresponding to very small intervals $D_i$. It is possible to replace such a Bernstein polytope by a thick plane or a thick line as described in [2].

In general, the tableau method tends to populate rows quickly. On the system `mixed.sys`, the user and Bernstein region of the tableau get filled approximately 60% to 80%.

For comparison with the revised simplex implementation SoPlex, we compute a rigorous lower bound $b^t y + e$ using the duality gap

\[ e = \min \{ (c^t - y^* t) x : x \in D \} \]

The primal solution vector $x^*$ is directly available, and the corresponding dual solution vector $y^*$ can be derived from the constraint slackness at $x^*$. When solving the system `mixed.sys`, the code performs around 500 pivot steps, which are fast due to the revised simplex implementation. But large duality gap sizes (larger than $10^{-10}$) occur for linear programs, where no bound reduction could be achieved due to an early termination in SoPlex.
Fig. 6: System mixed.sys with start basis from Bernstein polytope for \( x_{ji} \) (left) and from the equation system itself (right).

Errors are derived from the interval width of the objective value.

IV. Conclusion

In this paper, we presented a new way to implement the dual simplex algorithm in tableau form with pivot steps using interval arithmetic for the direct computation of a reliable lower bound. Such an algorithm can be used for example in a polynomial system solver using linear relaxations. Compared to a lower bound computed from the duality gap, it is not so much affected by the condition number of the given linear program and an early termination of the simplex code. But due to the use of the tableau form it performs more floating-point operations than a revised simplex implementation (e.g., SoPlex [5]) for a sparse input system due to the gradual increase of non-zeros during pivot steps.

The computation is based on the Gauss-Jordan algorithm and performs pivot steps in interval arithmetic that are parallelizable with OpenMP. We always avoid critical sections for reduction operations. In the steepest edge pricing rule and for reduction operations. In the steepest edge pricing rule and for tableau storage, we choose row major order, which avoids recomputing the row factors for a row operation. We prefer sparse storage (as rows of index/entry pairs) over dense (as an array). To avoid further fill-in, we make use of a separate basis description so that the locations of unit vectors in the tableau are known.

For large systems, it is possible to work with an active set of variables \( \{x_j\} \) and replace all others with their interval \( D_j \), which is a major benefit of using an interval right-hand side. But with such wide intervals the topology changes, outlined in Figure 4, need to be handled.
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Abstract — The paper proposes an extension of Cobb-Douglas model for production functions applicable in multi-product and regional contexts and a combined symbolic & numeric method for solving the system. In this respect, we propose a new application of Buchberger’s algorithm for computing Gröbner basis in simplifying the polynomial set that is obtained by modelling economic production systems. We present our Mathematica categorical implementation of Gröbner basis algorithm that can be applied for performing necessary computations. We apply Gröbner basis algorithm for some specific production function cases proposed in the economic literature and discuss the results. We consider that Gröbner basis algorithm is important in processing (according to various variable orderings) the polynomial set that is constructed and in synthesizing the most important economic characteristics taken into account by the model. Further on, numeric methods can be applied if necessary. We also note the importance of generic implementations of Buchberger’s algorithm, which can be easily adapted for various domains.

Keywords—Cobb-Douglas model; generalized production functions; symbolic modelling; Buchberger algorithm; generic implementations.

I. INTRODUCTION AND WORKING FRAMEWORK

Category theory in symbolic computation introduces techniques for implementing general working contexts of performing symbolic algorithms. The defined categories can later be particularized for various domains, by elegantly using the same definition. Definitions for categories and domains, from the symbolic point of view, can be found in [1], [2]. In these papers, we describe an extension of Mathematica – a computer algebra or symbolic computation system [15] – with a new type system, containing algebraic categories and abstract definitions of Gröbner basis [4] simplification algorithm. Within this package, the algorithms that implement Buchberger’s method for computing the Gröbner basis and the reduced Gröbner basis for a given set of polynomials are applied for multivariate polynomial domains over various coefficient rings.

Buchberger’s algorithm for Gröbner basis [4] has found numerous applications in various fields related to polynomial simplification over various fields [10], [11] including computational geometry [12].

Within this paper, we present a new application of Buchberger’s algorithm for Gröbner basis, belonging to the economic field, namely, for simplifying production function sets according to Cobb-Douglas model [7].

Section 2 describes the Cobb-Douglas model for economic production functions [7]. Section 3 presents the basic principles of Buchberger algorithm for computing the Gröbner basis. In Section 5, we present the model we propose for generalizing the Cobb Douglas model at a macroeconomic scale, taking into account many countries. In Section 6, we describe the basic principles of categorical polynomial definition and processing from our Mathematica implementation, while Section 7 presents our implementation of computing the Gröbner basis. Conclusions reveal the most important contributions of the paper.

II. COBB-DOUGLAS MODEL FOR ECONOMIC PRODUCTION FUNCTIONS

In economic modelling, the Cobb-Douglas functional form of production functions [7] is widely used to represent the relationship of a production output in respect with specific inputs. The model was proposed by Knut Wicksell [14], and tested against statistical evidence by Paul Douglas and Charles Cobb in 1928 [7].

The model states [7] that a production function can be written in the functional form:

\[ Y = AL^\alpha K^\beta \] (1)

where:
- \( Y \) the production output
- \( L \) represents the labour input
- \( K \) represents the capital input
- \( A, \alpha \) and \( \beta \) are constants determined by technology. The exponents \( \alpha \) and \( \beta \) are output elasticity coefficients with respect to labour and capital, respectively. Output elasticity measures the responsiveness of output to a change in levels of either labour or capital used in production [7].

According to the original model [7], the following cases are considered relevant:
- if \( \alpha+\beta=1 \), the production function has constant returns to scale;
- if \( \alpha+\beta<1 \), returns to scale are decreasing;
- if \( \alpha+\beta>1 \) returns to scale are increasing. Assuming perfect competition, \( \alpha \) and \( \beta \) can be shown to be labour and capital’s share of output.

Cobb and Douglas were influenced by statistical evidence that appeared to show that labour and capital shares of total output were constant over time in developed...
countries; they explained this feature by applying statistical fitting in least-squares regression of their production function [7].

III. BUCHBERGER’S ALGORITHM

Buchberger’s algorithm computes the Gröbner basis [4] of a given set of polynomials over a coefficient ring as a “simplified” polynomial set; the Gröbner basis G for a polynomial set F is a “reduced” form of G [4], [5] that generates the same ideal as F.

The “simplified” polynomial set that is obtained in the reduction process is significant in solving various problems involving polynomial sets. Buchberger synthesizes [5] a variety of application fields for Gröbner basis algorithm, revealing its importance in systems theory. The application presented in this paper is founded on the principles presented in [5].

Based on category theory and generic principles, recent versions of Buchberger’s algorithm [6] are abstract implementations, which offer generic frameworks for applying the algorithm. The implementation we presented for Mathematica in [1] and [3] are based on these generic principles, proving to have important flexibility and extendibility advantages in applying the algorithm over various domains.

Present built-in Mathematica implementations of Buchberger algorithm support polynomials over the following coefficient domains: InexactNumbers, Rationals, RationalFunctions and Polynomials[x] [16].

IV. GENERALIZED COBB-DOUGLAS MODEL. APPLYING BUCHBERGER’S ALGORITHM

We generalize the Cobb-Douglas model for production functions in order to represent production states at a macroeconomic scale. We consider that such a model is relevant in order to better grasp the production phenomena that appear in economies.

In this respect, we propose a set of Cobb-Douglas functions for expressing the necessary labour input and capital input to obtain a certain output within an economy. Taking into consideration the economy of a country, we consider the variables Lp, Kp as the labour input, respectively capital input for obtaining the product p and Gross Domestic Product (GDP) as the output. For more economic regions, Gross Domestic Products (GDPs) can be represented as:

\[
Y_{i,1,m} = Y_i \text{ being the Gross Domestic Product (GDP) generated by region } i. \text{ If we consider that each region } i \text{ produces } n_i \text{ products, we arrive to the generalized model (2).}
\]

We consider that the model we propose is relevant for expressing production characteristics at a macroeconomic scale. Furthermore, the possibility of expressing production characteristics in regional development frameworks, can be very useful in the context of economic European integration.

Consequent to defining the functional production polynomials, an important task is to simplify the polynomial set in order to obtain in a canonical form the functions that express labour and capital inputs for different products and regions at a macroeconomic scale. Such a form is important for characterizing the production features in a synthesized manner. In order to obtain this simplified form, we can apply Buchberger’s algorithm.

For monomial exponents representing elasticity coefficients that have real values, we can apply the reduction steps by computing the necessary subtractions of the exponent lists: in respect with the order relation on the real set \( \mathbb{R} \), extended to tuples of real exponents, \( \mathbb{R}_n \), the “leading” monomial of each polynomial can be reduced by computing monomials with corresponding exponent subtractions in respect with the other polynomials. For the reduction step in Buchberger’s algorithm, instead of taking into account the least common multiple for pairs of exponent vector lists, we compute the maximum of two exponent vector lists in respect with \( \mathbb{R}_n \).

In our Mathematica implementation based on generic principles [1], [3], we easily defined the Lcm (Least Common Multiple) operator in the exponent vector package VectExp as a Max operator and we supplementary defined the real domain in our coefficient domain package DomCoef – for which a code overview is given in Fig. 1:

```
DomReal[R_]:=Module[],
InelCom[R_]:=Module[],
 (* Mathematica definition [2] *)
R["+",a_Real,d_Real]:=a+d;
R["+",a_Real,Infinity]:=Infinity;
R["+",Infinity,d_Real]:=Infinity;
R["+",a_Real,b_Real]:=a+b;
R["*",a_Real,b_Real]:=a*b;
R["0"]:=0;
R["<",a_Real,b_Real]:=a<b;
R["<=",a_Real,b_Real]:=a<=b;
R[","a__b__]:=SameQ[a,b];
R[","a__b__]:=UnsameQ[a,b];
R[","a__b__]:=a<b;
R[","a__b__]:=a=b;
R[","a__b__]:=a>b;
R[","a__b__]:=a>=b;
R["0"]:=0;
R["max"]:=Infinity;
R["+",a_List,b_Real]:=a+b;
R["+",a_List,b_Real]:=a+b;
R["+",a_List,b_Real]:=a+b;
R["+",a_List,b_Real]:=a+b;
R["+",a_List,b_Real]:=a+b;
]
```

Figure 1. Mathematica abstract definition for the real domain.
The higher impact of labour L or capital K variables in the above described polynomials – (2) – can be evaluated by taking into account appropriate orderings of L, i=1,m, K, i=1,m. Moreover, the model can be enhanced by supplementary taking into account new production variables. In this respect, [17] proposes to take into account a third variable as a sum of variables with a smaller production impact. Still, the model we propose may take into account any number of variables.

We applied Buchberger’s algorithm for sets of 2-3 polynomials representing GDPs in 2 countries by taking input values and elasticity coefficients proposed in [17].

For cases in which the reduced polynomial set should be further processed, numeric solving methods may be consequently applied.

V. POLYNOMIAL CATEGORICAL IMPLEMENTATION

In order to implementing the multivariate polynomial category, we define an auxiliary domain for monomials [1], naming it the exponent vector domain [9].

An exponent vector with a given base of identifiers (for example, x,y,z) will be retained by the list of exponents corresponding to each variable. In operating upon exponent vectors, we use two types of representations: lists, respectively products of primes with the exponents in question [9]. We use the latter representation [11], the exponent vector e₁, e₂, ... , eₙ will be retained and processed by the number

\[ p₁^{e₁} \times p₂^{e₂} \times ... \times pₙ^{eₙ}, \]  

(3)

where p₁, p₂, ..., pₙ are prime numbers, for simplifying computations - the first prime numbers. In this representation, an exponent vector sum reduces to the corresponding prime numbers product, whereas the greatest common divisor (Gcd) and the least common multiple (Lcm) can be computed by similar operations upon prime products.

The exponent vector domain is an abelian monoid [2] that introduces the following operations:

- computing neutral, minimum and maximum elements ("0", "Max", "Min");
- conversions between the list and number internal forms ("ListInVectorNr", "VectorNrInList");
- sum ("+"), greatest common divisor ("Gcd") and least common multiple ("Lcm") for two exponent vectors;
- positiveness test for an exponent vector ("Pozitiv");
- divisibility test for two exponent vectors ("|");
- relational operators ("\langle\langle", "\rangle\rangle", "\langle\rangle", "\rangle\langle") between two exponent vectors - we shall consider the lexicographical ordering corresponding relations are implemented by string[...] functions;
- conversions between external and internal forms ("Inp", "Out").

We give in Fig. 2 an overview of the Mathematica package which defines the exponent vector domain (for the functions in italics we omitted the body). All operations within an exponent vector domain V, created by the function VecExp[V,lv], where lv is the variable list representing the base, will be prefixed with the domain name and will have as the first parameter the operation code. For example, V["+",v1,v2] returns the sum of two exponent vectors (in internal form), V["Gcd",v1,v2] computes the greatest common divisor, while V["Lcm",v1,v2] computes the least common multiple.

BeginPackage["VectorExp"]
VecExp::usage="VecExp[V,lv,list] defines the exponent vector domain V, with the base lv"
Intreg::usage="Integer domain"
string::usage="String operations"
Begin["VectorExpPrivate"]
Needs["HierMath"]
string["Rel",s1 String,s2 String]:= Mathematica definition[2]
(\"tests the relation <, =, > between s1 and s2, returning -1,0,1\")
(* \"Rel\" may be \"<\", \">\", \"\langle\langle\" *)
VecExp[V,lv,list]:= Mathematica definition [2] (\"creates the exponent vector domain V, with the base lv")
(\"creates an abelian monoid [2]\")
V[ListInVectorNr,l List]:= Mathematica definition [2]
V[VectorNrInLista,\[NR] Integer]:= Mathematica definition [2]
V[\[Rel\],l1 List,l2 List]:= Mathematica definition [2]
V[\[Rel\],l1 List,l2 List]:= Mathematica definition [2]
V[Pozitiv,l List]:= Mathematica definition [2]
(\"tests if all list elements are >0\")
V[\[Gcd\],l1 List,l2 List]:= Mathematica definition [2]
(\"computes greatest common divisor \")
V[Lcm,l1 List,l2 List]:= Mathematica definition [2]
(\"computes least common multiple \")
V[\[Rel\],l1 List,l2 List]:= Mathematica definition [2]
(\"tests the relation <, >, between l1 and l2, returning -1,0,1\")
V[\[Rel\],l1 List,l2 List]:= Mathematica definition [2]
(\"divisibility test \")
V[Out,l List]:= Mathematica definition [2]
(\"output form \")
V[\[Inp\],e]:= Mathematica definition [2] (\"transforms an input with the syntax x["e"]\[NoteNames] into the internal list form; the code is rather complex and based on Mathematica internal forms\")
V[\[Max\]]=max; V[\[Min\]]=min;
End[]
EndPackage[]

Figure 2. Mathematica abstract definition for the exponent vector domain.

The representation of a polynomial (polinom.m package) uses a list of two elements: the exponent vector list, lexicographically ordered, and the corresponding coefficient list [2]. For example, the polynomial 2*x² + 2*z² - 5*y (with the base \{(x,y,z)\}) will be represented as \{\{0,1,0\},\{2,0,1\}\}. [-5,2].

We give below the main part of the Mathematica package which defines the polynomial category (polinom.m package [2]; we omitted the bodies for the functions in italics). Within Mathematica definitions, functional and parametric specification of operations within various domains can be noticed (Figs. 1, 2).
For example, within the polynomial domain Pol, defined by Polinom[Pol, DCoef, DVect, l], where DCoef is the coefficient domain and DVect is the exponent vector domain with the base l, the construction DVect[”,v]Pol[“Monom”,i,P]] performs a divisibility test - within DVect exponent vector domain - between two exponent vectors, the second one corresponding to a monomial selected from a polynomial P (by "Monom" operation, within the polynomial domain Pol). DVect[”+”,0,1,0,2] is the sum of 01 and 02 in DVect domain, whereas DCoef[”+”,0,1,0,2] is a sum in DCoef domain. An overview of the Gröbner basis package we have defined [1], [2] is given in Fig. 3:

BeginPackage[“Polinom”]
Polinom::usage="Polinom[Pol,DCoef,DVect,l] defines the multivariate polynomial domain Pol, over the coefficient domain DCoef and the exponent vector domain DVect (of monomials), with the basis l”
Begin[“Polinom’Private”]
Needs[“VectoriExp”, “DomCoef”]

Polinom[Pol_, DCoef_, DVect_, baza_] := Module[n, lv,
(“defines a multivariate polynomial domain, with coefficients in DCoef, over the exponent vector domain DVect, with the base baza”)]

inelCom[DCoef,”+”,”*”];
baza*)

(*defines a multivariate polynomial domain, parameterized with a polynomial domain, therefore they can be applied for polynomial domains over any consistent coefficient domain that is previously defined. Note that a polynomial domain is created by using the polynomial category definition within polinom.m package, which is parameterized with a coefficient domain defined in domcoef.m package [1], [2]. Within groebner.m package [1] we implemented Buchberger’s Gröbner basis algorithm [4] - BazaGroebner[] function. We completely described the algorithmic iterations for computing the normal form of a polynomial modulo a polynomial set - Normal[Pol,F,g] function, where Pol is the current polynomial domain. For computing the S-polynomial of two polynomials, we implemented the formula proposed in [9] - SPol[] function.

An overview of the Gröbner basis package we have defined [1], [2] is given in Fig. 4:

BeginPackage[“Groebner”]
Groebner::usage="Groebner[Pol,F,g] verifies if g is in normal form mod F, over the polynomial domain Pol"

Normal::usage="Normal[Pol,F,g] returns, for F set of polynomials over the domain Pol(DCoef,DVect), F’s Groebner base”

MultPolExtInInt::usage="MultPolExtInInt[Pol,M] transforms a set of polynomials in external representation into internal representation (operations over Pol domain)“

TipPerechi::usage="prints a set of polynomial pairs given in internal representation”

Begin[“GroebnerPrivate”]
Needs[“Polinom”]

Polinom[Pol_, F, List, g_] := Mathematica definition [2] ("Verifies whether g is in normal form mod F, i.e. no
monomial of g is divisible by the leading monomial of any polynomial belonging to F - set of polynomials. Operations are performed within the polynomial domain Pol(*).


("Returns p’s normal form mod F; operations are performed within the polynomial domain Pol(*)."

SPol[Pol, DCoef, DVeet, P1, P2] := Mathematica definition [2]

("computes, within the polynomial domain P, Rez=SPol(P1, P2)"


("transforms M polynomial set from internal form into a set of external forms")


("transforms M polynomial set from external form into a set of internal forms")


(*displays a set of polynomial pairs")


(* returns the Grobner basis of the polynomial set M (given as a list), within the polynomial domain Pol(*)

End]

EndPackage[]

Figure 4. Mathematica abstract definition for the Gröbner basis algorithm.

Groebred.m package [1], [2] implements Buchberger’s algorithm for computing the reduced Gröbner basis [4].

Comparing our implementation to the Mathematica built in one GroebnerBasis([poly1, poly2, ..., {x1, x2, ...}]), our abstract based one is obviously slower, but it enables computations over various abstract coefficient domains, which can be defined. The built in GroebnerBasis implementation works over rational numbers, integers, rational functions or inexact numbers, with additional computation options [16].

We have applied the Gröbner basis algorithm in Mathematica for various cases of production functions proposed for Romania and Moldova for the period 2002-2004 in [17]. We have denoted with R the polynomial corresponding to Romania’s Gross Domestic Product (GDP) function for this period and with M – the polynomial corresponding to Moldova’s Gross Domestic Product (GDP) function for the same period.

For the set of polynomial production functions:

\[
\begin{align*}
R &= 37.4 \times 62.6 X + 45.3 \times 54.7 Y + 49.1 \times 50.9 Z \\
M &= 33.8 \times 66.2 X + 33.4 \times 66.6 Y + 40.5 \times 59.5 Z
\end{align*}
\]

where X, Y, Z are technology based variables, and using symbolic elasticity coefficients a, b [17], the Gröbner basis still contains two polynomials in X, Y, Z:

\[
\begin{align*}
t &= -1531.14 \times 3621.14 \times 1249.16 \times 4169.16 \times 1659.58 \times 3369.58 \times Z + 1514.7 \times 3724.7 \times Z + 33.8 \times 66.2 X + 33.4 \times 66.6 Y + 40.5 \times 59.5 Z
\end{align*}
\]

Using the \( \alpha, \beta \) elasticity proposed in [17] as a, b values, we obtain the linear polynomials:

\[
\begin{align*}
R &= 45.3457 X + 48.6099 Y + 49.7656 Z \\
M &= 43.4613 X + 43.2359 Y + 46.7666 Z
\end{align*}
\]

The GroebnerBasis function reduces the X variable (corresponding to year 2002) from the R polynomial and the Y variable (corresponding to year 2003) from the M polynomial, generating the following simplified set:

\[
\begin{align*}
\{1. Y + 0.2775 Z, 1. X + 0.799942 Z)\}
\end{align*}
\]

We may infer that during the period 2002-2004, for Romania and Moldova, the most relevant evolution years from the production point of view were 2003 and 2004 for Romania and 2002 and 2004 for Moldova. Such results have to be correlated with other macroeconomic variables.

Another possible application case would be the one taking into account countries from Latin America, considering the K values as capital flows and the L values given in [18]. Simplified polynomials would mean similar evolutions in different countries.

VII. CONCLUSION AND FUTURE WORK

We addressed a problem from an economic field, namely a generalized model for production functions, by applying computer algebra tools.

We generalized Cobb-Douglas model for production functions in multi-product and regional contexts by constructing a representative polynomial set in respect with the production inputs (labour, capital, other variables) and we propose the application of Buchberger’s algorithm in simplifying the polynomial set that is obtained. We consider that Gröbner basis algorithm is important in processing (according to various variable orderings) the polynomial set that is constructed and in synthesizing the most important economic characteristics taken into account by the model.

We presented our Mathematica categorical implementation of Buchberger’s algorithm for Gröbner basis algorithm that can be applied for performing necessary computations. We underline the importance of such abstract implementations, which can be easy adapted for various domains based on parameterized principles. Our implementation is actually an extension of Mathematica with a type system.

We applied the Gröbner basis algorithm for Gross Domestic Product (GDP) functions of Romania and Moldova for the period 2002-2004 using data proposed by Zaman et al in [17] and we discuss the results of applying Buchberger’s simplification algorithm on these polynomial sets. Similar processings can be performed for other countries, using specific values that are available in economic analyses for the input data in the production functions.

We intend to further work on the proposed model and to study other cases from the economic literature. We also intend to extend our implementation of Buchberger algorithm for new domains, based on the same abstract principles.
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Abstract—Updating a shared data structure in a parallel program is usually done with some sort of high-level synchronization operation to ensure correctness and consistency. However, underlying synchronization instructions in a processor architecture are costly and rather limited in their scalability on larger multi-core/multi-processors systems. In this paper, we examine work queue operations where such costly atomic update operations are replaced with non-atomic modifiers (simple read+write). In this approach, we trade the exact amount of work with atomic operations against doing more and redundant work but without atomic operations and without violating the correctness of the algorithm. We show results for the application of this idea to the concrete scenario of parallel Breadth First Search (BFS) algorithms for undirected graphs on two large NUMA shared memory system with up to 64 cores.
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I. INTRODUCTION

Updating a shared data structure in a parallel program as for example an insert operation on a work queue is usually done on an application level with some sort of high-level atomic update operation (e.g., in OpenMP [1] lock-protected, atomic operation, etc.; see [2] [3] for a general discussion). The implementation of such a high-level synchronization operation itself is done by the compiler or inside a runtime system with one or even more atomic instructions (atomic-add, test-and-−Φ, compare-and-swap, etc.) of the underlying processor architecture. The general problem with such atomic instructions is that they are rather costly compared to an ordinary memory access and not really scalable on larger systems [4] [5] (see also section IV for our own investigations on that). The time for one such atomic instruction increases significantly under contention as the number of cores in a multi-core/multi-processor system gets larger.

As the use of such synchronized updates on shared data guarantees correct operations on that data, this strict enforcement is often not really necessary. An example is a work queue, where working threads insert new items and idle threads remove items to be worked on. But for certain algorithmic scenarios (e.g., within a certain program phase), a work item may be inserted even multiple times without violating the correctness of the algorithm, but only causing additional redundant work to be done. In such cases, the costly synchronized access can be completely removed for the cost of eventually additional work to be done.

An example for such a scenario is a Breadth First Search (BFS) for undirected graphs (see section III for details). Most of the published parallel BFS algorithms iterate over a vertex frontier where the vertices of the current vertex frontier insert new unvisited vertices to the following vertex frontier. In this scenario, adding a vertex twice in such a frontier generates more work to be done in the next level iteration but does not influence the correctness of the algorithm. Another, more general scenario is the development of asynchronous algorithms [6].

In this paper, we examine such a general strategy for a concrete parallel BFS algorithm on large shared memory multi-core multi-processor systems with up to 64 cores. We examine, what the factors are that influence the amount of additional work, what the amount of additional work is, and whether this additional work without any synchronized access to the work queue trades off against the traditional synchronized access to a work queue doing exactly the amount of work that is necessary.

The paper is organized as follows. After this introduction, we start with an overview of related work, followed by a brief overview on parallel BFS algorithms. After that, we present our new approach, describe our experimental setup, and then evaluate the new approach against the traditional way.

II. RELATED WORK

There are several papers on certain aspects on the optimization of synchronization constructs in a wider sense. This includes, amongst others, reducing the number of consecuting mutex lock/unlocks [7] in a program and compiler optimizations for read/write barriers [8]. Furtheron, there are advanced synchronization techniques trying to minimize synchronization costs including RCU (Read-Copy-Update) [9], special monitors [10], read-writer optimizations [11], and specialized lock-free data structures (e.g., [12]). [2] gives an overview of different aspects on related topics. [13] shows a similar benign race as ours in a parallel BFS algorithm, but without analyzing the influence of that.

An interesting general approach to handle possible concurrent accesses to shared data structures is the concept of transactional memory (original paper [14]). This approach has some similarities with our approach as both are optimistic: do a read-modify-write operation without a critical section and react only is something went wrong. The idea with transactional memory as well as in our approach is that the bad thing happens rather seldom. Transactional memory detects the problem and (depending on the API in use) rolls back the whole transaction and restarts the operation. We instead ignore the problem (and do not even detect the problem) and have more work to do in the future.
III. PARALLEL ALGORITHMS FOR BFS

In our application scenario for the examination, we are interested in undirected graphs \( G = (V, E) \) where \( V \) is a set of vertices \( v_1, \ldots, v_n \) and \( E \) is a set of edges \( e_1, \ldots, e_m \). An edge \( e \) is given by an unordered pair \( e = (v_i, v_j) \) with \( v_i, v_j \in V \). The number of vertices of a graph will be denoted by \( |V| = n \) and the number of edges is \( |E| = m \).

Assume a connected graph and a source vertex \( v_0 \in V \). For each vertex \( u \in V \) define \( depth(u) \) as the number of edges on the shortest path from \( v_0 \) to \( u \), i.e., the edge distance from \( v_0 \). With \( depth(G) \) we denote the depth of a graph \( G \) defined as the maximum depth of any vertex in the graph relative to the source vertex.

The problem of Breadth First Search (BFS) for a given graph \( G = (V, E) \) and a source vertex \( v_0 \in V \) is to visit each vertex in a way such that a vertex \( v_1 \) must be visited before any vertex \( v_2 \) with \( depth(v_1) < depth(v_2) \). As a result of a BFS traversal, either the level of each vertex is determined or a (non-unique) BFS spanning tree with a father-linkage of each vertex is created. Both variants can be handled by BFS algorithms with small modifications and without extra computational effort. The problem can be easily extended and handled with directed or unconnected graphs. A sequential solution to the problem can be found in textbooks, based on a queue where all non-visited adjacent vertices of a visited vertex are enqueued. The computational complexity is \( O(|V| + |E|) \).

If one tries to design a parallel BFS algorithm, different challenges might be encountered. As the computational density of BFS is rather low, BFS is bandwidth limited for large graphs and therefore memory bandwidth has to be handled with care. For a similar reason in ccNUMA systems, data layout and memory access should respect processor locality. In multicore multiprocessor systems, things get even more complicated, as several cores share higher level caches and NUMA-node memory, but have private lower-level caches.

```
1: function BFS(graph g, vertex source)
2:     var d, distance vector of size |V|. Initial values: \( \infty \)
3:     current, next, vertex container. Initially empty
4: end var
5: d[source] <- 0
6: current.insert(source)
7: while current is not empty do
8:     for all \( v \) in current do
9:         for all neighbours \( w \) of \( v \) do
10:             old = CompareAndSwap(d[w], \( \infty \), d[v] + 1)
11:             if old = \( \infty \) then
12:                 next.insert(w)
13:             end if
14:         end for
15:     end for
16:     Barrier
17:     swap current with next
18: end while
19: return d
20: end function
```

Fig. 1: Parallel BFS with an atomic CAS-operation

In BFS algorithms housekeeping has to be done on visited / unvisited vertices with several possibilities how to do that. Some of them are based on special container structures for vertex frontiers where information has to be inserted and deleted. Scalability and administrative overhead of these containers are of interest. Generally speaking, these approaches deploy two identical containers (current frontier, next frontier) whose roles are swapped at the end of each level iteration. Fig. 1 shows this in a rather straightforward version with an atomic Compare-And-Swap (CAS) operation in an inner loop (line 11) to detect and update unvisited vertex neighbors. In this atomic operation, a vertex is checked whether it is visited already \( (d[w] \neq \infty) \), and if not, marks the vertex as visited. Based on this knowledge, only an unvisited vertex gets inserted into the next vertex frontier. After all vertices in the current container are visited, all threads wait at a barrier before work on the next container / frontier gets started (level iteration). This version can be further optimized using chunked lists for every thread. The insert operation of a new vertex into a thread-local chunk can be done in a non-atomic way. But the construction of a global list from thread-local chunks (i.e., the insertion of each chunk into a global list) must still be done in a synchronized way. But as this is done only if a chunk gets full, this is not the critical operation of this algorithm but the detection of visitedness in line 11. Container centric approaches are eligible for dynamic load balancing but are sensible to data locality on ccNUMA systems. Container centric approaches for BFS can be found in some parallel graph libraries [15] [16]. [17] contains an overview and evaluation of several parallel BFS algorithms.

For level synchronized approaches, a simple list is a sufficient container. There are approaches, in which each thread manages two private lists to store the vertex frontiers and uses additional lists as buffers for communication [18] [19]. This approach deploys a static one dimensional partitioning of the graph’s vertices and therefore supports data locality.

IV. ALTERNATIVE TO ATOMIC ACCESSES

Atomic operations in a higher level parallel API for shared memory systems as mutual exclusion, atomic update, locks, compare-and-swap etc. are usually mapped on shared memory systems to atomic instructions that the underlying processor architecture provides. These atomic instructions are by itself rather costly if no contention exists. But if multiple threads concurrently access a shared state with such instructions, the cost per operation increases significantly. Fig. 2 shows the cost for one lock/unlock-operation \( \text{omp_set_lock/omp_unset_lock} \) in OpenMP on a shared memory system dependent on the number of processor cores utilised. In this test, \( p \) processors do in a loop \( n \) lock/unlock-operation with an empty function call between that. The test was executed on a large 64 core AMD based system. Other systems show a similar behaviour.

Looking at the formulation of the parallel BFS algorithm in Fig.1, an atomic CAS-Operation is used in line 11 to check whether the child vertex \( w \) is unvisited \( (d[w] = \infty) \), and if so, replace the depth-value of \( w \) with the depth value of the current vertex \( v \) incremented by one. And if the neighbour vertex \( w \) was unvisited, additionally insert \( w \) into the next vertex frontier. The CAS operation guarantees, that every vertex is inserted exactly once into a vertex frontier (detection and mark
of visitedness), Without the atomic operation, a race condition exists on \( d[w] \). Replacing the critical operation with a non-atomic code results in Fig. 3 (only relevant parts are shown).

```plaintext
1: for all neighbours \( w \) of \( v \) do
2:   if \( d[w] = \infty \) then
3:     \( d[w] = d[v] + 1 \)
4:     next.insert(\( w \))
5:   end if
6: end for
```

Fig. 3: Parallel non-atomic BFS (relevant part)

The code of interest is in line 2 and 3 that was previously guarded by the CAS-operation. There are two possibilities when executing this code in parallel:

1) Between the read access \( d[w] \) in line 2 and the completion of the write access in line 3 no other thread accesses \( d[w] \). In this case (and an appropriate memory model discussed above) there is no problem with this version, the vertex \( w \) is inserted exactly once in a vertex frontier as before.

2) More than one thread detects for a certain vertex \( w_x \) that \( v \) is unvisited (i.e., \( d[w] = \infty \)) before any of the other threads can change the \( d[w] \) to some visited value. In this case, the vertex \( w_x \) gets inserted twice or even more into the next vertex frontier.

It is important to state that even the second case produces no wrong results as any thread that detects that \( d[w_x] \) is unvisited, writes into \( d[w_x] \) in the next step the value \( d[v] + 1 \) that is equal for all threads in one level iteration. Therefore, correctness is guaranteed in our scenario. But, as stated above, in such a case the vertex \( w_x \) gets inserted twice or even more into the next vertex frontier and due to that, generates more work and redundant work in the next level iteration.

Looking at the generated assembler code (and this is more or less invariant of the compiler used), the read access to \( d[w] \) in line 2 (i.e., a load instruction) and the write access to \( d[w] \) in line 3 (i.e., a store instruction) are nearby instructions in the code sequence. With an assumption, that a thread is not suspended during execution, the time window between the two instructions is therefore rather small (few cycles in practice). This assumption will be mostly true for many real scenarios, e.g., running OpenMP programs on a dedicated system with not more threads than processor cores available.

Another aspect in this discussion is the memory consistency model in use. In a strict memory consistency model, it is guaranteed, that the write operation is visible to other threads immediately after this operation. But todays, all memory consistency models in practical use (e.g., [20] [1]) are rather relaxed and the compiler may buffer the value of \( d[w] \) in a register, a processor core may buffer that value in write buffers, or the new value is not propagated between different processors soon etc. This can enlarge the time window for problems substantially even under the assumption made above that a thread is not suspended. A programmer may insert an appropriate flush operation of the used parallel API before line 2 and after line 3 such that all threads / processors are forced to read / write \( d[w] \) to / from main memory in the corresponding operation. But dependend on the implementation of such a flush-operation, this could lead to substantial additional overhead as this is done inside an inner loop iteration.

The question we are interested in is now, whether the relaxation using non-atomic modifications to \( d[w] \) as given in Fig. 3 (which surely is faster than a CAS-operation) pays off as we might increase the work to be done substantially. The amount of additional work to be done will be influenced generally speaking mainly by:

1) problem time window (influenced by the generated code sequence and implemented consistency model) in relation to the time threads spend in non-critical code
2) the number of threads in use (number of concurrent parties)
3) the problem data influencing access collisions, i.e., in our case the topology of the graph (vertex degrees, shared neighbours)

The larger the time window is that another thread may see the vertex in question as unvisited, and the more threads are participating, and the more vertices have connections to the unvisited vertex, the higher the probability that additional work is generated.

Although we state this here in the context of a parallel BFS algorithm, the discussion is a general discussion on the technique itself and not specific to BFS. We propose to replace costly atomic operations with probably redundant work but with cheaper simple load/store operations without modifying the correctness of the algorithm. The hypothesis is, that especially on large shared memory systems with many concurrent threads this technique pays off.

V. EXPERIMENTAL SETUP

In this section, we describe the test setup to systematically compare the two alternatives (atomic accesses vs. redundant work) in the concrete scenario of a parallel BFS. The general algorithmic approach for parallel BFS chosen for this discussion was already given in Fig. 1. We optimized this algorithm to work on chunked array based lists where each thread inserts a new vertex into a thread-private chunk. If such a chunk gets filled, the chunk is inserted into a global list. The insertion of a chunk into the global list is done in all algorithm versions with one atomic operation. But the influence of that atomic operation is negligible.
TABLE I: CHARACTERISTICS FOR USED GRAPHS

| graph name     | V  | |E | avg. depth |
|----------------|----|--------------------------|
| RMA T-1M-1G    | 10 | 10^6                     | 1,000 | 599,399   | 8 |
| RMA T-1M-10M   | 50 | 10^9                     | 10    | 4,726     | 16 |
| Streets-Europe | 50 | 10^9                     | 2,123 | 13        | 17 |
| degree         |    |                          |       |           |   |

In the first version named \textit{atomicBFS}1, every thread uses a CAS operation as described in Fig. 1 to detect unvisited vertices and updates them accordingly. This guarantees, that every vertex is inserted exactly once in a vertex frontier. But on the other side, every check is done atomically even on vertices that were visited already, even in a previous level iteration.

This last aspect can be optimized easily with a standard optimization technique in prefixing the expensive CAS-operation with a normal read operation followed by the CAS-operation only, if the test was successful (i.e., a test-and-test-and-set operation). This technique is also done in the OpenMP reference implementation of the Graph500 benchmark [15] for BFS. We name this version \textit{atomicBFS}2. In this version, all vertices already visited are no longer handled with a CAS operation. We discuss the performance effect of this optimization later.

The third approach (named \textit{nonatomicBFS}) does not use atomic operations for the unvisited-detection, but rather the code shown in Fig. 3. Therefore, a vertex may be inserted more than once in the next vertex frontier. The main difference to the other versions is therefore that the detection of an unvisited vertex and the subsequent update to a visited state is no longer done atomically but rather with simple read/write accesses including the possibility of multiple insertions of a vertex as multiple threads may see a vertex as unvisited concurrently. Further algorithmic optimizations different to that discussed here and a general overview of parallel BFS algorithms can be found in another paper [17]. There is also shown, that there are better but more complex algorithms for the parallel BFS problem. But as we are only interested in this paper in the discussion of atomic operations vs. redundant work, the relative comparison of the introduced three versions is sufficient for that.

As we discussed already in section IV, the first factor influencing the probability of multiple insertions is the time window related to the time spent in non-critical code. Although the BFS algorithm has only few instructions between the read and write operation on the critical data, there is not much work to do in the non-critical part. Therefore, BFS is an example for a rather problematic algorithm in this sense.

The second factor influencing the probability of double insertion is the degree of parallelism. We used in our tests different parallel systems. The largest one is a 64 core AMD-6272 Interlagos based system with 128 GB shared memory organised in 4 NUMA nodes, each with 16 cores (1.9 GHz). Another system is a 2-way Intel E5-2670 system with 128 GB main memory and 16-way parallelism (including 2-way Hyperthreading).

The third factor is the probability of a data collision, i.e., two vertices having a common neighbor in the graph. Only unvisited neighbors lead to an atomic operation in version \textit{atomicBFS}1. This factor is mainly influenced in our scenario by the graph topology / degree distribution. We used several large graphs from different application areas. Besides real graphs we used also synthetically generated pseudo-random graphs that guarantee certain topological properties. Due to the limited space in this paper, we will show only results for a street graph (Streets-Europe) and two R-MAT graphs with parameters \(a, b, c\) influencing the topology, degree distribution, and clustering properties of the generated graph. See [21] for details on R-MAT graphs and [22] for a general discussion on degree distributions for R-MAT graphs. We used as R-MAT parameters in the results shown \(a = 0.45, b = 0.25, c = 0.15\). After graph generation, we introduced artificial edges to get a connected graph. Table I shows some important properties of the graphs used.

VI. RESULTS

Fig. 4 and Fig. 5 show performance results for the three versions of investigation on the two different parallel systems using different data sets. The performance is given as a rate Million Traversed Edges per Second (MTEPS), a usual measure for BFS performance (the higher, the better). The relative performance degradation Fig.4b and 4c in all versions with higher thread numbers is caused by memory bandwidth restrictions. Details on that can be found in [17].

The unoptimized atomic version \textit{atomicBFS}1 is in all tests slower than the other two versions as with every access to \(d[w]\) in the relevant code section an atomic operation is executed. The performance difference to the other versions is very high, if many of the atomic operation were done unnecessarily, i.e., a vertex of investigation was visited already before (e.g., Fig. 4a and Fig.5a). For the two atomic versions, most times the optimized second atomic version \textit{atomicBFS}2 is much better due to the prefixed test done with a normal read operation.

But the best version out of the three is the version \textit{nonatomicBFS} using our proposed technique without any atomic operation in the code section of investigation. The difference to the better atomic version \textit{atomicBFS}2 is rather small if there is a lot of vertex sharing (e.g., vertices have high degrees). In that case, vertices may get visited very often and only the first visit leads to a CAS operation in version \textit{atomicBFS}2 (see again Fig. 4a and Fig.5a). On the other side, the difference between the non-atomic version \textit{nonatomicBFS} and \textit{atomicBFS}2 is quite high, if update operations are done more frequently on vertex visits, as for example in sparse graphs with small vertex degrees (Fig.4b, 4c, 5b, 5c).

To further examine these results, we determined frontier sizes during each level iteration. The edge frontier size gives the number of outgoing edges from vertices in the current frontier, i.e., the number of vertex candidates that have to be checked for inclusion into the next frontier. On the other side, the vertex frontier size gives the number of unique vertices that get inserted into the next vertex frontier (i.e., the vertex was checked, found unvisited, and then successfully inserted). The edge frontier size is therefore the amount of checks to be done (in algorithm version \textit{atomicBFS}1 with a CAS operation, in the other versions by a simple read operation), and the vertex frontier size is the amount of actual insertions into the next frontier (in version \textit{atomicBFS}2 with a CAS, in version \textit{nonatomicBFS} with a simple write).
Fig. 4: Performance data on AMD-based system with 64x parallelism.

<table>
<thead>
<tr>
<th>number of threads</th>
<th>min. percentage</th>
<th>median</th>
<th>max. percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.0000002</td>
<td>0.00000030</td>
<td>0.00000049</td>
</tr>
<tr>
<td>4</td>
<td>0.0000004</td>
<td>0.00000014</td>
<td>0.00000026</td>
</tr>
<tr>
<td>8</td>
<td>0.0000006</td>
<td>0.00000013</td>
<td>0.00000037</td>
</tr>
<tr>
<td>16</td>
<td>0.0000002</td>
<td>0.00000018</td>
<td>0.00000039</td>
</tr>
<tr>
<td>24</td>
<td>0.0000006</td>
<td>0.00000020</td>
<td>0.00000037</td>
</tr>
<tr>
<td>32</td>
<td>0.00000010</td>
<td>0.00000022</td>
<td>0.00000035</td>
</tr>
<tr>
<td>40</td>
<td>0.00000010</td>
<td>0.00000022</td>
<td>0.00000037</td>
</tr>
<tr>
<td>48</td>
<td>0.00000010</td>
<td>0.00000026</td>
<td>0.00000035</td>
</tr>
<tr>
<td>56</td>
<td>0.00000012</td>
<td>0.00000027</td>
<td>0.00000055</td>
</tr>
<tr>
<td>64</td>
<td>0.00000016</td>
<td>0.00000029</td>
<td>0.00000051</td>
</tr>
</tbody>
</table>

shows frontier sizes during each level iteration. Setting this information in relation to the performance numbers, a large difference between edge frontier size and vertex frontier size in a level iteration means that many atomic checks were made in version \texttt{atomicBFS1} that didn’t lead to an unvisited neighbor vertex / insert operation. On the other side, if the difference between vertex and edge frontier size is small, the difference between the three versions is less, as the amount of critical operations is rather small compared to all operations executed.

Furtheron, we measured how many vertices get inserted multiple times in version \texttt{nonatomicBFS}, i.e., the additional and redundant work that is generated. The factors influencing that were discussed already. We show results only for the largest system and for the street-graph, this is the most problematic test instance where the probability for double insertion is highest. In Tab. II we show the overhead in percentage of vertices inserted more than once, i.e., leading to redundant and more work. As can be seen, the probability increases slightly with more threads, but still this overhead is for our scenario negligible (also in all other tests with different data sets not shown here). Even with 64-fold concurrency, there are very rare situations that lead to multiple insertions. The maximum overhead value is 0.000055 percent or absolutely seen, instead of 50,912,018 vertices to be inserted, with \texttt{nonatomicBFS} 50,912,046 vertices were inserted, the difference is 28.

VII. CONCLUSIONS

We propose in parallel programs, and within certain scenarios, to replace costly atomic update operations on shared data structures with simple read-write updates. If the correctness of the algorithm is not affected by this change, this leads to an algorithm variant that does not need any atomic operations. This algorithm variant still works correctly, but on the other side, it may generate more and redundant work to be done.

As an example for such a scenario, we used a parallel BFS algorithm where the atomic detection and update of
unvisited neighbour vertices was replaced with simple nonatomic read/write updates. The results show, that for this scenario the non-atomic version has a huge performance improvement in many situations compared to a straightforward implementation with atomic accesses (atomicBFS1). And our version has most times a performance improvement of up to 50% compared to an optimized atomic version (atomicBFS2) that uses atomic accesses only if necessary. The higher the frequency of atomic operations, the greater the advantage is. Our proposed technique delivers in all tests equal or better performance results within the error of measurement than any of the versions with atomic operations.

The upcoming mainstream transactional memory hardware implementations (e.g., Intel Haswell) use a different approach. But similar to our approach, this is an optimistic approach, too, as only the conflict case has to be handled, and not every access. It would be rather interesting to compare these two alternatives with relevant scenarios.
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Abstract—Cloud Computing comes along with easy and self-managed resource provisioning and releasing. However, booting and shutting down of instances still means dealing with latencies, administrative efforts and supplementary costs. Considering that, scaling of required resources needs to be well-scheduled, especially, as resources in Clouds are often highly and complexly dependent among each other. The challenge, thereby, is to manage Cloud services with less overhead while fulfilling negotiated SLAs. To automatically provide the exact amount of required instances, our approach enables the detection of resource dependencies and the automated scaling of them without the need for observing the utilization of every single instance. For that reason, we introduce a model addressing resource dependencies and a self-calibration process of the dependency graph used by a regulation method for the dynamic management of dependent resources.

Keywords—Resource Management, Dependencies, Cloud.

I. INTRODUCTION

Although Cloud Computing has set new standards regarding redistribution of virtual machines [1], especially dynamic integration of physical resources, some challenges remain [2], [3]. In particular, the allocation and shut down of these resources as well as their distribution on the same hardware requires a minimum of time [4]. Since a Cloud service does not know in advance when a client plans its usage, an efficient resource planning is not fully automated until now [5] and rule-based mechanisms need to be conducted by the Cloud user [6]. However, in industrial environments, deterministic behaviour is a fundamental requirement and resource availability should be guaranteed for every service, even though they share a pool of physical hardware. Negotiated Service Level Agreements (SLAs) have to be fulfilled and high quality of service should be ensured to satisfy Cloud user interests in time. There is still an enormous need of automated and efficient reaction upon variable resource demands to reduce the amount of precautionary allocated machines, which may then be underutilized most of the time in normal operation causing unnecessary costs.

In this context, resources of Cloud service deployments often show high complex dependencies among each other, as they have a multi-layer structure [7] and avail themselves of other services on the same layer (i.e., composite services). Thereby, a service normally consists of external facing nodes (e.g., Web servers) and internal dependent resources which are required to provide the service. Additionally, resources are shared between the single services, for the purpose of an optimized service-oriented architecture. These dependencies are essential to be considered in service offerings.

Consequently, the question raises how to manage these services while causing less administrative overhead in complex Cloud environments. The goal is to offer a proactive automatic instance management of dependable resources. To achieve this, we enable the automated detection of resource capacity dependencies for supplying the requesting clients with an exact amount of resources required during operation. Then, the scaling process can be done based on the dependency model without having to observe the utilization of each instance.

The paper is organized as follows: Section II gives an overview about research on load management and dependencies in Clouds. The fundamental developed protocol for reservation and feedback based load management through a Service Load Manager (SLM) is pointed out in Section III. The construction of the treated environment and its dependency model is described in Section IV. Section V explains our approach for deducting the capacity demands for dependable resources with the self-calibration and resource regulation methods. Section VI outlines the implementation and results and Section VII concludes and demonstrates future work.

II. RELATED WORK

Load management is important in Clouds and studied by many researchers. The ‘SigLM’ system, e.g., concentrates on exact resource allocation in shared Cloud environments through fine-grain signatures [8] and Chen et al. use patterns on forecast load (not automated by now), which means trusting historical data and predicting the future [9]. However, without considering dependencies of resources which cover emerging loads on service usage, they waste potential for cost savings.

Brandic [10] wants to support applications according to predefined schedules. While minimizing user interaction with services, she focuses on failure minimization instead of efficiency and performance – we intent to improve the latter. A resource provisioning algorithm for the generation of reservation plans and for the reduction of total provisioning costs is formulated by Chaisiri et al. [11] However, cost factors are here the driving force and again performance issues are disregarded.

Takahashi et al. [7] identify issues emerging under the multi-layered resource environment of Clouds, while concentrating on problems caused by the damage of a single resource
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affecting other resources, which (in-)directly use the faulty one. While creating a dependency graph, as we do, they focus on the aspect of failure tolerance when parts of the system break down. Furthermore, Takahashi et al. build on a very inflexible basis that requires an administrator to monitor all resources and their dependencies. In contrast, we implement active booting and shut down by automatic processes to save these efforts.

The SWAP system, developed by Zheng and Nieh [12], enables automatic dependency detection, too. They use system operation histories to determine resource dependencies among processes and consider them in scheduling. However, their scheduler only has fixed resource pools and scaling processes, which we are concentrating on, are not considered. Also the analyzed algorithms in [13], which are implemented to support optimal provisioning for multiple a priori known tasks, do not consider that the resource pool is changed during operation. In [6] auto-scaling scheduling is proposed, which finishes submitted jobs within specified deadlines considering costs. However, they need to constantly monitor workload changes and, again, newly submitted jobs are ignored in their test bed. Though an automated scheduling architecture managing changes in the Cloud workflow, especially in peak-load situations, is presented by [14], this work lacks the scheduling of tasks regarding their dependencies – unlike we do.

The optimization of scheduling mechanisms have been studied for decades, as in [15]–[17], etc. However, on these approaches, relatively static directed acyclic graphs [18] are assumed, which are given by administrators and elasticity and fast changing environments as common in Cloud Computing are not supported. To sum it up, load management still lacks of fully automated and highly efficient scaling processes, and more studies are needed within this research field.

III. LOAD SMOOTHING BY THE PROTOCOL ReFeLoMAP

In the proposed solution for automatic scaling in Cloud environments, we base on our developed environment already described in [19] and [20], and extend this approach by the possibility to deduct capacity demands for dependable resources. In previous work, we created a technique to dynamically manage the load of Cloud services based on resource reservation and service feedback and a method to influence the behaviour of service usage by the service itself. The implemented light-weight protocol ReFeLoMaP handles the communication between the Cloud services and their clients via a service load manager, which coordinates the actual

IV. CONSTRUCTION OF SERVICE ENVIRONMENT AND ITS DEPENDENCY MODEL

In order to get a better understanding of the typical multi-layered composite service architecture of Clouds, imagine a service environment consisting of several Web and Worker instances as well as databases for storing persistent information. Instances of the same type can be clustered to groups - called roles. Such a system may look as depicted in Figure 3 (a), wherein a shared database and a composite service are located - the latter comprising one Web role, two Worker roles and exactly that database. More abstractly, in this example, the service environment exists of five different services $S_1$ to $S_5$. At first, we define which services are related to which others in order to build up a dependency graph for scaling processes. For that purpose, every service indicates its relationships to others on the initial registration at the SLM. The SLM
stores these connections and sets up attributes about the passed on minimal and maximal amount of instances per each scalable resource (Min./Max. # Instances) and the time, a service needs for starting and stopping of new instances (Inst. Start/Stop Time). With reference to our example, on registration at the SLM, the Web role (represented by service $S_1$) indicates a dependency to the Worker role (service $S_2$), $S_3$ a relation to another Worker role (service $S_3$) as well as to the shared database (service $S_4$). Another Web role (service $S_5$) states a direct dependency to this database $S_4$, too (see Fig. 3(b)).

In order to organize the dependencies of all listed services at the SLM, we start up from common Directed Acyclic Graphs (DAG) $G = (V, E)$, where $V$ is a set of $n_1$ nodes and $E$ is a set of $e_i$ directed edges. In [18], DAG-nodes represent tasks and the weight $w$ of a node $n_i$ is called the computation cost $w(n_i)$. An edge is represented by $(n_i, n_j)$ and its weight (communication cost) is given by $c(n_i, n_j) = \frac{w(n_i)}{w(n_j)}$. Based on this, we apply the traditional DAG and modify its usage. In our implementation the nodes are the different Web, Worker or database roles registered at the SLM and their weight is the number of running instances of a role. In our example, we have a node set of $V = \{S_1, ..., S_5\}$. The weight of an edge represents the ratio between the two associated roles. If the Wee Role $S_1$ has, e.g., four running instances and the underlying Worker Role $S_2$ needs two instances, their ratio of running instances is 2:4 with leads to a ratio of 2.

For the automated graph generation, shared resources must not be influenced by other related ones, because the instances can not be used simultaneously by different roles at the same time. Therefore, in the detection process, resource $S_5$ should be inactive when defining the graph of $S_1$, $S_2$, $S_3$ and $S_4$. Vice versa the services $S_1$ to $S_4$ must be idle on the graph creation of $S_5$, because, with using the same instances, the different sequence threads can not be parallelized. When defining the capacity demands for the resources, we then can guarantee always the same workload and no sum of load at each resource.

V. Deduction of Capacity Demands for Dependable Resources

Having defined the essential fundamentals of the distributed system, we got a starting point for the further solution. Our following approach consists of two procedures to automate the scaling of dependable resources in service provisioning of Cloud Computing systems. First, we implemented a self-calibration process at the SLM before productive operation. This technique for generating the dependency graph as well as setting up the initial amount of resources on each system layer is explained in Subsection V-A. Secondly, we describe the resource regulation method of the SLM during the active operation in Subsection V-B.

A. Self-calibration before Operation at the SLM

In order to be capable of scaling the whole composite service without monitoring every single instance utilization, the SLM sets up the dependencies between the resource-instances on the different layers in a DAG (see Figure 4(a)). The ratio between the instances of dependable resources can be either defined manually by an administrator or, as in our approach, automatically with boundary conditions. With this management by the generated dependency graph, organizational efforts can be minimized, as we do not have to constantly observe each resource utilization by an administrator. For automatic ratio detection of the instance amount per each dependable resource, the SLM specifies a target value for each resource-instance regarding, e.g., the average CPU or RAM utilization. For instance, it can be determined that the average CPU load must not exceed 50%. Although, in real scenarios, the server utilization in a datacenter is estimated to range only from 5% to 20% [21], [22], we are able to offer a higher utilization because of better knowledge of future resource demands based on our developed protocol ReFeLoMaP [20].

In a second step, the SLM defines a default value in the configuration file for each service and boots according to that value the amount of resources. The minimal amount of instances of service $S_1$ (Min. # Instances $S_1$) is, e.g., two virtual machines: $w_{min}(S_1) = 2$. Then the regulation process starts: a fictional load is generated on the first node of the graph (root node), which is the external facing resource of the service, and it passes, thereby, the depending load to behind nodes. As stated before, the load of shared resources is only generated at the first node in order to not falsify the measurement, and then, passed on by the first service node. So, we can exclude accumulated load values and guarantee reproducible test scores. This implies that other services are not active during the automated detection of the amount of needed instances for achieving the target value.

Afterwards, the SLM allocates instances on the according resource (role) until the previously set target value is reached and stores the corresponding amount of running instances ($w_{act}(n_i)$) in the nodes as its weight ($w(n_i)$). Analogous to that, the SLM proceeds for all depending resources on lower layers and adjusts the instance amount for each of them. In our implemented test scenario (see section VI), the Web role $S_1$ holds four instances and the underlying Worker role $S_2$ needs two instances. This Worker role requires one active instance at the lower Worker role $S_3$ and two running machines at the database service $S_4$ in order to achieve the corresponding target.
values regarding CPU utilization and storage occupancy. In a second iteration, the required amount of instances in Web role $S_5$ can be set on two with an according process. By means of the list of the instance amount of every single layer, the role ratios can be defined. In our case, Web role $S_1$ holds four instances ($w(S_1) = 4$) and the underlying Worker role required two ($w(S_2) = 2$). Consequently, their ratio is 2, which is also the weight of the corresponding edge:

$$c(S_1, S_2) = \frac{w(S_1)}{w(S_2)} = \frac{4}{2} = 2 \quad (1)$$

This Worker role has a weight of 2, similar to the other Worker role $S_3$ ($c(S_2, S_3) = \frac{2}{2} = 2$) and a ratio of 1 to the database ($c(S_2, S_4) = \frac{2}{2} = 2$). The ratio of the Web role $S_5$ to the shared database $S_4$ is 1, too ($c(S_5, S_4) = \frac{2}{2} = 2$). As shown in Figure 4(b), the ratio and the amount of instances are inscribed at the edges and in the nodes of the dependency graph. Following this, the basic dependency graph is completed with concrete values by the SLM after the registration period.

After this completion, the regulation process is stopped and the required instances per each resource can be scaled during operation based on the dependency graph. The self-calibration procedure can be triggered periodically in order to correct the specified dependency values as appropriate.

B. Resource Regulation Process of the SLM

With this dependency graph, the SLM is able to regulate the resource amount during operation, described as follows. First, all composite services (meaning all depending resources) are reduced on one virtual resource. As a result, the corresponding limits regarding the minimum and maximum of instance amount and their booting and shut down time are well known for all composite services. In the case, there are shared resources (as database $S_4$), the maximum aggregated limit between the dependable resources is additionally defined.

In every single regulation step, the SLM:

1) accumulates all of the client requests on each virtual provided service, then,
2) controls the limit checks on basis of the external facing node accessed by the client and
3) checks the aggregated limits of the dependable services in case of shared resources.

The SLM modulates the role instance counts according to the relations between the roles and their defined weights of nodes and edges, as long as the aggregated instance counts stay within defined limits. Thereby, the SLM does not deceed the minimal amount of resource-instances predefined by the services themselves before their actual execution – nor exceed their corresponding maximum. For instance, we define a minimal amount of least two and maximal ten instances at resource $S_1$. Then $S_1$ will always run with at least two instances, even though, one would be sufficient to cover the actual load. That way, it is possible to react on unexpected load peaks if needed. If anon in $S_2$ we have at least one and maximal four instances, the maximum of four instances in $S_2$ is not extended, even though $S_1$ is scaled up to five and higher instance amounts.

In the case, aggregated limits of shared resources would be exceeded, a load release occurs according to the determined service priority defined by the protocol ReFeLoMaP. On equal priority the sharing is defrayed in equal proportions. Thereby, we can additionally focus on maximization of throughput, meaning the service delays specific client requests about a defined interval. This is possible even then the client is running in a higher priority class of the service level agreement as long as the client allows its procrastination by the manipulation of the service load manager. Thereby, also lower prioritized client requests need not to be dropped. For further information about the concrete implementation and the benefits of the protocol ReFeLoMaP, see our paper [19].

If no aggregated limits are exceeded but particular service limits of virtual external facing nodes, the client load management feedback is generated on basis of this maximum load in order to distribute the load in a way that load dropping through request refusing can be avoided.

VI. IMPLEMENTATION AND RESULTS

Having defined the dependency graph and regulation method, the SLM is now able to regard dependable resources during the instance management process. Figure 5 provides an implementation overview of this control algorithm. As shown, an external server, which runs the SLM, generates a fictional load on Role 1. Role 1 now boots new instances ($I_1, ..., I_n$) until the target value of 50% CPU and RAM workload is achieved and stores the number of running instances with their average utilization in an internal log file. The load is passed on to all subsequent roles (Role 2, ..., Role X) and they proceed accordingly. After having completed the log files, they are transferred to a complex event processing engine, which analyses the data streams from the resources about the happening events, consolidates all values and passes it on to the SLM. The SLM integrates this data in the dependency graph and starts scaling corresponding to this. If an instance brakes down, it is replaced by a self-healing routine of the roles.

In a first simulation for testing the time constraints about the generation of a corresponding dependency graph, we could make the following observations. We successively simulated the registration of 5, 10, 20, 30 and 50 services at the SLM. All of them indicated random dependencies to each other. As shown in Figure 6, we took the measurements after which time the complex event processing engine announces the completion of the dependency graph generation. With an amount of 5 services it took 3 seconds until all dependencies were stored in the graph with their corresponding weights regarding instance
amount and ratios to each other. With 10 services, the time-demand linearly rises to 4 seconds, and with 20 services, to 5 seconds. On the registration of 30 services at the SLM, we measured 6 seconds and with 50 services we had 8 seconds for the graph creation. On the first glance, these values increase more and more. However, we assume that after the initial graph generation the time demand for dependency detection even with more services will not increase too extensively as the values do only rise sparsely. Furthermore, since we are concentrating on services with no real-time requirements, we can hazard these consequences and accept this delay to benefit from the more efficient service provisioning as a whole.

In a further realized scenario, we simulated an rising load requirement at the external facing node of the clients (i.e., Web service $S_1$), which results in a new demand of two additional instances on the resource of $S_1$ ($w_{act}(S_1) = 6$). Consequently, an upregulation of the related services $S_2$, $S_3$, and $S_4$ (Worker roles and database service) is needed, too.

Following the regulation by the dependency graph, the SLM initiates the booting of an additional instance in the Worker role $S_2$ on the second layer, because the initial defined weight of their relation is $2$ (see Formula 1) and the weight with the additional two instances on service $S_1$ is now $3$:

$$c_{act}(S_1, S_2) = \frac{w_{act}(S_1)}{w_{act}(S_2)} = \frac{6}{2} = 3 \neq 2 = c(S_1, S_2) \quad (2)$$

That means the actual running virtual machines of the Worker role $S_2$ need support by a further resource-instance in order to achieve the given weight of $2$ ($w(S_2) = 3$).

Since the load is passed on to the lower lying database service $S_4$ also in this resource a new instance is started in order to fulfill the determined weights of the dependency graph ($w(S_4) = 3$). Although the load is also transferred to the Worker role of layer three ($S_3$), here no additional instances are required: with three instances in $S_2$ and one already running instance in $S_3$ the ratio is yet sufficient because its weight is smaller than four (see Formula 3), on which an up-scaling of the resource-instances would be necessary ($w_{act}(S_3) = w(S_3) = 1$).

$$c_{act}(S_2, S_3) = \frac{w_{act}(S_2)}{w_{act}(S_3)} = \frac{3}{1} = 3 < 4 \quad (3)$$

With a second scenario, we covered the case that $S_5$ is the most stressed service in the system. The high load generated on service $S_5$ leads to an up-scaling of the database service $S_4$ through $S_3$ and $S_1$ according to the process described before. After a specific time, the internal maximal limit of instances is reached. As a consequence, the maximal amount of instances in the back-end reduces also directly the maximal instance amount of the front-end, and additional instances in $S_1$ as well as in $S_3$ cannot be supported by the fully exhausted resource pool of $S_4$. This situation is recognized by the complex event processing engine with the aggregated information of the log files from each resource and a corresponding warning is send to the SLM in order to take countermeasures. The SLM is now able to interrupt on its higher management level and can counteract an inefficient service provisioning which only supports one part of the composite service while neglecting the majority of the entire resource environment. For that reason, it throttles service $S_5$ in order to keep the whole composite service functional and reliable.

So, a predictive detection of resource bottlenecks can be conducted. With the aid of the defined resource limit values, the SLM is able to proactively respond to congestions by delaying client requests in times of overload. This prescient bottleneck identification is also possible with shared resources by using the computation of the accumulated resource loads of the composite service. On this basis the SLM can decide which service is postponed according to the specified service priority when exceeding the limit of the shared resource.

By means of the anticipatory recognition of the composite resource limitations caused by dependencies, it is possible to make an assumption of the limits for the virtual external facing node directly accessed by the client. In our example, at its registration, the external facing node $S_1$ in the root level states that it needs at least two and maximal ten instances ($w_{min}(S_1) = 2$ and $w_{max}(S_1) = 10$). This resource $S_2$ has only one minimal and four instances ($w_{min}(S_1) = 1$ and $w_{max}(S_2) = 4$). As calculated before, the dependency ratio of $S_1$ to the hidden resource $S_2$ is $6:3$ (proved by Formula 2). So, with the defined dependency ratio $c(S_1, S_2) = 2$ (see Formula 1), $S_1$ is allowed to double the instance amount of $S_2$ as long as it does not exceed its own maximum. Following this reasoning, we can conduct these minimum evaluations:

$$\min\{w_{min}(S_1), [2 \times w_{min}(S_2)]\} = \min\{2, [2 \times 1]\} = 2 \quad (4)$$

$$\min\{w_{max}(S_1), [2 \times w_{max}(S_2)]\} = \min\{10, [2 \times 4]\} = 8 \quad (5)$$

Consequently, $S_1$ is restricted in its instance amount by its dependency to service $S_2$ which has less capacity. So, the virtual resource $S_1$ has the actual instance limit range of minimal two (see Formula 4) and maximal eight running instances (see Formula 5). Thereby, it is recognizable that an utilization of the technically possible amount of ten instances in $S_1$ would not create added value.

Another result benefit of our approach is the possibility to make estimations, until when the additional capacity is available at the highest level on booting new instances. How long the entire starting time interval is, can be calculated already before based on a maximum evaluation along the dependency graph. In our scenario, booting new Web role instances in $S_1$ and $S_3$ needs a time interval of three minutes. An extra Worker role instance in $S_2$ and $S_3$ is available after five minutes each and the start of an additional database instance takes nine minutes for installing the base image and the particular software of the tenants. Consequently, in our scenario, it requires a start time consideration of nine minutes for the up-scaling of the whole service, which is the maximum
of these parallel booting instances. Thereby, we are able to give estimations about the time point when the required instances are available earliest and the entire composite service is highly functional, again. On the other hand, it is calculable how long the release of redundant instances takes until unnecessary expense decreases.

In summary, we could observe an enhanced pro-active reaction of system resources upon proactively derived load demands. This is achieved by deriving load for dependable hidden resources from front-end resources instead of following an approach where roles manage their instance counts on local utilization monitoring. Hidden resources can be adjusted directly based on the metrics of the front-end nodes (dependency root nodes) and the dependency graph. This results in a significant improvement of the overall system load reaction.

VII. CONCLUSION

Load management is a driving force for comprehensive research in the area of Cloud Computing. Although this field already has its roots in basic Utility Computing and ranges from High Performance Computing (HPC) over Grid Computing to the today’s era of Cloud Computing, there are still unsolved problems showing space for improvements regarding cost savings and resource efficiency. In Cloud Computing environments, providers offer a theoretically unlimited pool of resources, which Cloud services can benefit from. Thereby, a lot of heterogeneous workloads emerge and one has to react on enormous load variations in time in order to comply with the SLAs concluded with the Cloud clients. For this reason, Cloud systems provide elasticity meaning an easy booting and release of instances while relaxing strong SLAs.

On closer examination, in Clouds sophisticated and intricate dependencies among the involved resources can be observed while offering specific services both on its one and in its entirety as a composition. This is because of the multi-layer structure of Cloud services and leads to considerable efforts regarding administration, costs and time. Within this approach, we offer a management of Cloud services with less administrative overhead within complex Cloud environments. Thereby, we want to offer a proactive automatic instance management of dependable resources. For this purpose, we detect resource dependencies automatically to supply requesting clients the exact amount of required resources. The corresponding scaling process is conducted on basis of the dependency model without the need for observing each instance utilization.

While building on the previously developed protocol for reservation and feedback based load management through a SLM, we constructed a Cloud service environment and described its dependency model. Our approach deducts the capacity demands for dependable resources, while introducing a self-calibration mechanism before the standard operation and a resource regulation procedure by the SLM during operation. We proof the concept by an implementation and simulation. In future, we aim to expand the described load management to offer a functional entity for adding and releasing instances while guaranteeing low costs and SLA compliance by reliable service provisioning. Furthermore, we will prove our approach by additional evaluation with a practical use in Cloud Computing environments. Afterwards, we will compare our results with cloud scaling algorithms based on utilization values.
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Abstract—Nowadays, the eScience big issue in Cloud Computing is how to leverage on-demand computing in scientific research. For this purpose, the specific requirements of the complex scientific applications have been addressed with DIRAC, which has the motto the interware, because it is a proven scientific community solution, currently providing transparent access and interoperability between different distributed infrastructures, such as European Grid Infrastructure (EGI), Open Science Grid (OGS), computing clusters, standalone hosts, and cloud infrastructures. In this context, Federated Hybrid Clouds are emerging as a model of coordinated service access and delivery to multiple Infrastructure as a Service (IaaS) providers. The term hybrid comes from the integration of community clouds and commercial clouds in a federated manner, which also requires the use of additional services, such as federated authentication, accounting or monitoring. This paper explains how DIRAC is providing Software as a Service (SaaS) for generic scientific computational purposes. The cloud extension of DIRAC (VMDIRAC) is used to instantiate, monitor and manage Virtual Machines (VMs) in multiple IaaS aggregations of Amazon EC2, OpenNebula, OpenStack and CloudStack. Furthermore, DIRAC and VMDIRAC extension can provide SaaS of any scientific application through a contextualization management of virtual machines, which automates the necessary context to run transparently in multiple IaaS providers, as well as the required software and tools for any eScience application.
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I. INTRODUCTION

VMDIRAC is the chosen tool in Cloud Computing matters for the scientific computing of LHCb[1] and Belle [2] in high energy physics (HEP) and the different Virtual Organizations (VOs) of the France Grilles[3] using the DIRAC portal, with an important community of life science. There is work in progress for the adoption of a DIRAC portal including the VMDIRAC extension for Federated Clouds in the context of National Grid Initiatives (NGIs) of the European Grid Infrastructure (EGI), as well as DIRAC portals of some scientific communities, like BES[4] and CTA [5] in astrophysics, or ILC[6] (HEP).

The proposed solution represents a big step forward in terms of scope. Any adopter is able to target cloud computing resources transparently, while the storage is supported by third-party solutions. Moreover, this allows the users to take advantage of the virtualization assets, mainly the VM encapsulation opening an opportunity window in the multicore running [7], to exploit the latest many cores hardware without dependency on the platform, which becomes user specific. Additional opportunities for user requirements in High Performance Computing (HPC) are also addressable by HPC Cloud providers [8], [9], [10].

The term VMDIRAC is used for the specific features of the federated cloud extension, while the term DIRAC is used for the general features or components.

This paper is focused on the IaaS provider and user communities requirements to deploy Federated Hybrid Clouds with DIRAC. It is organized as follows. Section 2 defines how to aggregate an IaaS provider to a DIRAC Federated Hybrid Cloud. Section 3 is focused on the DIRAC setup to run a generic eScience application using the available IaaS providers. Section 4 describes the Web interface for cloud management. The paper finishes with a conclusion section.

II. HOW TO AGGREGATE AN IAAS PROVIDER TO DIRAC

The first step is to have a DIRAC portal with a VMDIRAC extension installed, or request the VMDIRAC installation to the portal administrators. The installation, configuration and operational maintenance of a DIRAC portal is not a trivial matter, so the easy way would be to ask to your NGI for this purpose. Currently, some NGIs have their own DIRAC portals: France Grilles DIRAC portal[11] and also Ibergrid portal[12], which is the Spanish and Portuguese common infrastructure. Other NGIs are considering to deploy their own DIRAC portal, therefore NGI would be the first place to ask for support. For medium and big eScience communities interested in having a DIRAC portal, the official DIRAC webpage[13] may provide instructions for further support.

Once there is a DIRAC portal with a VMDIRAC extension installed, there are few IaaS provider requirements. This section describes the minimal requirements to deploy a Federated Hybrid Cloud using DIRAC, then, the supported IaaS cloud managers and some basic specifications and recommendations to the IaaS providers.

A. MINIMAL REQUIREMENTS TO DEPLOY A FEDERATED HYBRID CLOUD WITH DIRAC

Federated hybrid cloud computing model [14] is considering commercial and community cloud end-points as resources. An overall federated cloud model is including federated services which are necessary in a scientific community. Such federated services definition is usually related with Metadata
repository of images, Information System, Accounting and Monitoring, as well as third-party services, which are offshore of the Federated Hybrid Cloud infrastructure, for example authentication and authorization or external storage.

To facilitate the aggregation of IaaS providers in a federated manner, VMDIRAC is able to deal with minimal requirements that do not require external services, but include manually the necessary information in the DIRAC Configuration Server. This is a compromise solution to allow a fast deployment of the Federated Hybrid Cloud having only the IaaS providers end-points, then VMDIRAC is able to extend and automate specific implementations of such external federated services.

The minimal requirements for a Federated Hybrid Cloud can be deployed in DIRAC as follows:

- Including a metadata repository of images, with the necessary contextualization. Any third-party automated image distribution can be used or manually uploaded to the different IaaS providers, the corresponding metadata of these images is described in the DIRAC Configuration Server.

- The IaaS providers information about the end-points is defined in the DIRAC Configuration Server. This information is usually published in the Information System.

- VM Monitoring for the eScience community users by the VM Browsing of the Web interface, to monitor VM history logs and plots related with transfers, jobs and CPU loads. See Fig. 1.

- External IaaS provider monitoring of the VM running on their site can be included using VM contextualization to deploy the monitoring client. For example, monitoring and notification based on Nagios alarms[15] or VM statistics monitoring with Ganglia[16]. This is an IaaS provider requirement, which is optional to VMDIRAC.

The mentioned third-party services are transparent from DIRAC point of view, because the interaction with them is not directly assumed by VMDIRAC. Thus, scientific applications can use external storage resources. The current approaches are using Grid and Cloud Storage, such as standards gridftp[17] and Cloud Data Management Interface (CDMI[18]), a pay-per-use storage like Amazon S3[19] or external storage resource interfaces [20] [21]. Some of these storage resources can be supported as part of the IaaS resources. Authorization and authentication methods associated to different user access to the end-points, requires from DIRAC a minor support because Configuration Server has the information related to the user, X509 proxy or other user identifications. At the same time, VMDIRAC is not interacting with the third-party authentication service but with the IaaS provider, which transparently supports the authentication and authorization. In general terms, the IaaS auth is managed on VO basis, the VM are created and owned by the VO, not by a particular user. Once the VM is created DIRAC takes control supporting DIRAC user policies. VM can run multiple jobs and each one is corresponding to a particular DIRAC user. This job auth management is fully supported by DIRAC, which eventually may contact external services for proxy or token authorization and it is decoupled from the IaaS auth management.

Fig. 1: DIRAC VM Monitoring for the eScience community

### B. SUPPORTING IAAS PROVIDERS IN DIRAC

Current VMDIRAC release supports the following cloud managers APIs for commercial and private clouds:

- Amazon EC2
- OpenNebula OCCI 0.8
- OpenStack Nova 1.1
- CloudStack 2

It is necessary to have at least one of such end-point deployed in the cloud manager server. The VM needs to have out-bound connectivity to the VMDIRAC server.

From the scaling test in some IaaS providers [22] [23] [24], there are some known lessons that should be considered:

- To scale up in the IaaS site it is necessary to have a snap-shot image management, just to accelerate the instance creation in the host hypervisors. This has been particularly tested with OpenNebula, which can use qcow2 and NFS for the image distribution and creation in the host hypervisors.
- The opportunistic use of the hypervisor memory among the VMs it is highly discouraged. This has been particularly tested with KVM hypervisor. The result...
shows the average performances are not improved, while the dispersion on the performances is increased.

- The hypervisor kernel flags should be compatible with the software to run. In particular, KVM hypervisor is using *lib viewer*, which is working transparently on *Intel* platform for the wide range of scientific software tested, however, *AMD* processor architecture uses a different subset of kernel flags, which currently are not implemented on *lib viewer*. The platform compatibility of *lib viewer* roadmap should be checked before the IaaS deployment.

- The optimum VM network interface to work with VMDIRAC is an automatic network configuration with private IP and out-bound connectivity.

- VMDIRAC is able to deal with static network configuration. This can be used for testing purposes, but the maintenance of such approach in production level is problematic, any minor change in the IaaS network configuration, should have the corresponding adjustment in DIRAC Configuration.

- OpenStack floating IP assignment to a previously created VM is not recommendable because there is a gap in the responding time between the time the VM is booted and the time the network interface is available and routable [14].

Moreover, there are different ways to provide the scientific software and tools to be deployed at the VM. This part is related to the contextualization of the next section, but at the same time is a matter of the IaaS provider. For image maintenance reasons and also for performance reasons it is recommended to allocate the required software and tools in a *cvmfs* repository [25] and to setup a site http proxy for the VMs use of the *cvmfs* repository.

### III. DIRAC SETUP TO RUN A GENERIC SCIENTIFIC APPLICATION AMONG THE IAAAS PROVIDERS

Two main topics are related to DIRAC setup for the VMDIRAC extension: the image and contextualization setup, and the VM horizontal auto-scaling setup, which are the possible policies to create and stop VMs. Once the setup is ready, VMDIRAC is able to create and stop VMs among the IaaS providers and to contextualize those VMs in a transparent manner to provide computing resources to run user jobs. Such jobs can be any scientific software which is able to run decoupled jobs in distributed resources.

#### A. IMAGE AND CONTEXTUALIZATION SETUP

There are three steps to setup at DIRAC Configuration Server: Running Pods, Images and End-points. VMDIRAC defines the Running Pod as a logical abstraction of a particular running conditions. A Running Pod is matching an Image with the corresponding cloud end-point list to run VMs of such Image. VMDIRAC concept of an Image, is including a *boot image* and, optionally, the contextualization of such image. This approach can deal with *ad-hoc* image ready to run without further contextualization, this image has to be prepared to run in a specific endpoint and a particular DIRAC configuration. Additionally, VMDIRAC can manage context images that use a *golden image* and the necessary information for a particular contextualization method. The use of a *golden image* allows to simplify the image management [26], because all the specifics of the endpoint and scientific application environment is in the contextualization part, while the *golden image* can be distributed to the different IaaS providers without modification. On the latter contextualization, VM is deployed for a particular scientific application environment. HEP has a contextualization approach, namely HEPiX, using CernVM images and contextualization methods supported by OpenStack and OpenNebula. This CernVM approach can also be used with other scientific applications. Instead of a *golden image* depending on the CernVM platform, VMDIRAC also supports a generic *golden image*, which can be configured using a *ssh* contextualization, if an in-bound connectivity is available in the VM for *ssh* and *sftp* operations. A DIRAC image setup can be an *ad-hoc* image or the following contextualized images:

- HEPiX - OpenNebula: DIRAC image context is included in an ISO context image, which has to be previously upload to the IaaS provider to be mounted by the CernVM init process. The end-point context is passed to the VM at submission time. VMDIRAC gets the parameters from the corresponding end-point section and set this environment using the OpenNebula context section, which creates an on-the-fly ISO image, then CernVM mounts it and loads the end-point context.

- HEPiX - OpenStack: DIRAC image context is provided by *amiconfig* tools, sending the scripts in nova 1.1 *userdata*. End-point context is provided through nova 1.1 *metadata*, which is specific for each OpenStack IaaS end-point and selected on submission time from the DIRAC Configuration Server.

- Generic contextualization, using any platform for *golden image* with a *ssh* demon listening in a port with in-bound connectivity in the VM. The VM boots, the VMDIRAC polls the active *sshd* port, runs the DIRAC and the end-point configuration using *sftp* and *ssh* connections.

In this manner, a VM *golden image* is contextualized to deploy DIRAC on multiple IaaS providers, following methods of the industry and research image contextualization, and also considering a generic contextualization valid for any VM images with *ssh* connectivity.

#### B. VM HORIZONTAL AUTO-SCALING SETUP

VMDIRAC can be configured with different policies for the creation and stoppage of the VMs. Each end-point has associated a VM allocation policy and a VM stoppage policy.

The VM allocation policy can be *elastic* or *static*. The *static* VM allocation is used when a IaaS provider defines a constant number of VM slots that can be accessed. The *elastic* allocation is used to create new VMs when there are jobs queued in DIRAC. For this purpose the Running Pod configuration section has the *CPUPerInstance* option, which defines the minimal overall CPU of the DIRAC jobs waiting in the task queued to submit a new VM. The parameter is used for the tuning of the VM delivery elasticity. Therefore,
a CPUPerInstance can be set to a longer time to use the available resources in a more efficient manner, saving creation overheads, and to a shorter time to setup an exhaustive use of the available resources aiming to finish the production in a shorter total wall time, but with higher resource costs due to additional overhead. In regular basis, CPUPerInstance references, from shorter to longer values, could be defined to:

- **Zero** to submit a new VM with no minimal CPU in the jobs of the tasks queue.

- A longer value could be the average required CPU of the jobs as a compromise solution between VM efficiency and total wall time.

- A very large value to maximize the efficiency in terms of VM creation overhead, for the cases where the production total wall time is not a constrain.

The VM stoppage policy can be setup to elastic or never. Elastic policy stops the VM if there are no more jobs running in the last VM halting margin time, which is an option to be setup. Anyway, VMs can be stopped by the VMDIRAC admin or by the HEPIX stoppage in the CernVM images (responsibility of each IaaS provider). If a running VM is required to be stopped, then the VM orderly stops, declaring the running job stopped in DIRAC (which can be resubmitted), then halting the VM.

### IV. DIRAC WEB INTERFACE FOR CLOUD MANAGEMENT

DIRAC supports the job management that can be setup to run in Cloud or other distributed resources. This includes a wide number of tools to submit jobs, design workflows for eScience productions, manage execution, plots, accounting and all the necessary for eScience communities [27]. The Configuration Server Web interface allows to setup the Federated Hybrid Cloud as well as different Running Pods, Images and End-points to use transparently such IaaS infrastructure.

VMDIRAC, the DIRAC cloud extension, is also providing a Web interface for the management of the Cloud. There is a VM Browsing to monitor the VMs and take history logs and plots of each VM as it was shown above in Fig. 1. Furthermore, there is a VM Overview to plot the main statistics: running VM by end-point in Fig. 2, overall running VMs in Fig. 3, started jobs, average load, transfer data and transfer files.

Fig. 2 and 3 are plots of the same run. The running application is LHCb simulation of proton-proton collision. The IaaS providers are USC with CloudStack, CC.IN2P3 is supported by OpenStack and PIC by OpenNebula. The VM allocation policy is elastic for the three IaaS providers. Contextualization is an ad-hoc image with Centos, while PIC and CC.IN2P3 are using CernVM golden image and the corresponding contextualization. The VM stoppage policy is elastic in the three IaaS providers.

DIRAC configuration has a maximum number of 10 VMs for USC, once the threshold is reached there is a plateau until the end of the workload (green line in Fig. 2). For the case of CC.IN2P3 and PIC IaaS providers the maximum number of VMs has not been reached.

Fig. 3 shows the overall aggregation of the three IaaS providers. VM allocation and stoppage policy is corresponding to a scale-up when there are jobs pending in the DIRAC task queue, and a scale-down when there are no more jobs in the task queue and the VMs workload is finished.

Some of the operations, like the Configuration Server management or the manual VM stoppage, are only authorized...
for the VM administrator, who can also monitor all the jobs. A general DIRAC user is authorized to monitor his or her jobs, and the VM Web interface without operate with the VMs.

V. CONCLUSION

This paper has described how to run eScience applications in Federated Hybrid Clouds using DIRAC. This includes instructions and recommendations to the IaaS providers to be aggregated in a federated manner. It also has been defined how to setup the image and context management to run scientific applications, also considering the VM deployment of the scientific software and tools. At the same time, it has been shown the necessity of two roles: administrator of the configuration system and VMs, and the scientific user, who uses DIRAC submitting jobs, which transparently run in Federated Hybrid Clouds.

The deployment of DIRAC portals including the cloud extension VMDIRAC, is a proved tool to aggregate IaaS providers in the level of NGIs supporting multiple VOs, and also in medium and big scientific communities. This schema provides solutions to the deployment and management of SaaS of a wide range of scientific communities, from small communities which can be federated to face the DIRAC portal operations, to big communities who may exploit their own DIRAC portal or integrates in a multiple VO portal. Thus, the proposed strategy is addressing the sustainability through industrial concentration of the management of SaaS in Federated Hybrid Clouds, and at the same time allowing local development by the aggregation of distributed IaaS resources.
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Abstract—The purpose of this paper is to present a new software tool for graph edition and generation. The project focuses on providing a graphical editor for defining different types of graphs and rules describing their transformation. The idea of graph grammar systems has been adopted to extend graph derivation functionality. The system architecture with implementation details is described. To illustrate the features of the tool the examples of a graph building and generation are attached.
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I. INTRODUCTION

The concepts of a graph and graph transformations are applied to model structures and also to simulate flows or behaviours. The base definition presents a graph as a set of nodes and a binary relation defined on this set. Each element of the relation being a pair of nodes defines an edge that can be directed or undirected. A graph grammar enables the application of local transformations by means of rules called productions to subgraphs of derived graphs. An order of productions application is determined by so called control diagram. A process of graph generation by means of productions is called a derivation. The possibility of attributes assignment extends the graph model by defining an additional semantic layer.

The basic representation of the graph that includes nodes and edges does not require any dedicated graphical software product. However, taking into consideration the requirements for graph grammars and the process of graph derivation, a new application GraphTool [1] has been proposed in order to provide an unified graphical environment supporting graph operations. The motivation for implementing a new tool is to provide the editor for custom types such as composite graphs or layered graphs. Additionally, the new approach for defining a grammar system as a grouping mechanism for graph grammars has been addressed within the project. Furthermore, the GraphTool application deals with the area of attributes operations.

Section II provides the overview of existing applications supporting graph defining and automatic rewriting. The purpose of Section III is to present the functionality of the GraphTool and it is followed by the Section IV that provides example usage of the application for different types of graphs. The Section V describes the implementation details.

II. RELATED WORKS

There exist a number of tools for generating graphs but they are usually specialized for experts of a particular subject and focus on different areas.

PROgrammed Graph REwrting Systems (PROGRES) [2] offers a visual and operational specification language for defining graphs, transformation rules that is combined with the environment for executing specifications in this language. A transformation rule can be formatted as a simple one when only left-hand and right-hand sides are defined. There is an option to define a combined rule that describe several rules by textual control structures, e.g., loops. Additionally, the framework UPGRADE is available and its purpose is to display the flow of applying graph transformations with some formatting options.

A custom graphical language is also introduced by the Graph Rewriting and Transformation (GReAT) and is dedicated for graph transformations in the area of domain-specific modelling languages (DSMLs). The rules specify rewriting operations in the form of a matching pattern (closely related to UML class diagram). The application focuses on model transformations, but there is no verification if the generated graph is correct according to target language.

The area of attributed graphs with the theory on confluence and termination properties is investigated by the Attributed Graph Grammar System (AGG) [3]. The application supports attributes of algebraic data types, including Java expressions. The graph derivation process can be both manual and automatic, the intermediate steps are not stored. The GTXL format based on XML is used to export generated graphs.

GReaths for Object-Oriented Verification (GROOVE) [4] project focuses on the verification of object-oriented systems by means of a graph transformation tool set that uses labelled graphs and single push-out (SPO) transformation rules. There is a component for graphical editing of rules and graphs, a generator responsible for creating temporary graphs during the derivation. Additionally, the Model Checker component is available for verification whether the derived system satisfies specific properties.

III. APPLICATION OVERVIEW

GraphTool is a What You See Is What You Get (WYSIWYG) editor. The functional areas that are addressed by the tool cover support for creating different types of graphs, building graph grammars by defining productions and a control diagram. Additionally, the process of graph derivation can be simulated and controlled by the user. As an extension the functionality of building grammar systems is offered.

The base application view is presented in Figure 1. Following working areas can be marked within the view:

1) GraphTool Navigator is a component responsible for presenting the structure of grouped objects created by the user. By means of the context menu, new elements can be added.
As a helpful assistant, I can provide the plain text representation of this document as if I were reading it naturally. Please let me know if you need the specific part of the document you are interested in.
context of the production: a graph currently derived, its nodes, its edges and also a graph from left side of production.

Having defined transformations, the user builds a control diagram that represents productions’ flow. The diagram is a directed graph where nodes represent productions. Additionally, there are two marked nodes called start and stop node that point respectively to the node initializing derivation process and the node completing this process. The diagram is valid when at least one path exists from the start to the stop node. It is stored in the file called grammar.diagram within the project.

D. Graph derivation process

In order to derive a new graph, a grammar with a control diagram and an initial graph are needed. Therefore, in the GraphTool application the user creates a configuration that involves selecting a project and one of the graph available in its graphs folder as an initial graph. The process of derivation can be managed by the user by means of selecting next production from the set of available productions according to the control diagram.

The current state of implementation covers the derivation process only for the composite graphs.

E. Grammar systems

As an extension to a graph grammar, the concept of grammar system can be introduced. The main purpose of the system is to combine a set of graph grammars and introduce an upper level control diagram that is responsible for switching the context between graph grammars during a graph derivation process. Therefore, the nodes in such a diagram represent graph grammars. Thus, the derivation process is controlled by two diagrams: the grammar system control diagram points to a graph grammar that should be used and derivation follows the control diagram associated with this grammar. When the stop node is achieved, the control is returned to the grammar system control diagram and next grammar can be used. An example derivation within a grammar system is presented in Figure 3.

In the GraphTool application the grammar systems can be build from the beginning by defining all graph grammars or by using existing one. The process of graph derivation includes also defining a configuration like in a graph grammar case.

IV. EXAMPLES OF GRAPHTOOL USAGE

In this section, the examples of advantages of GraphTool for solving computational issues or modeling the structure are presented.

A. Graph grammar system for h-modeling finite element method

There were several attempts to adopt graphs and graph grammars to model h-finite element method [5]. GraphTool application has been used as a support tool to construct a grammar system for modeling three dimensional finite element method (3D FEM) with tetrahedral finite elements [7]. Composite, attributed and undirected graphs have been selected to model a finite element mesh.

The system contains a grammar that is responsible for generating the mesh. Its productions represent the mesh transformation. One of them is shown in Figure 4.

The presented production is an example of usage template attributes as the values of integer attribute fn can be incremented when the production is applied. By means of the template attributes, the number of productions could be reduced.

The next example of graph grammar within the system contains productions that focus mainly on attributes operations. By means of this process some logic operations such as calculating a solution vector can be performed. Thus, array attributes with variable lengths are useful to store information about such a vector. An example of such a production is shown in Figure 5.

The proposed system proves additionally the advantage of introducing the support for graph attributes. Such objects are used as a global memory in the given grammar system. The memory is initialized during defining a graph that is used in
the derivation process as an initial one. During this process the variables and their current values can be used to calculate values of predicates for productions or values for template attributes. For the grammar system for modeling 3D FEM the memory is defined as two attributes: error_max and accuracy. For the production shown in Figure 6, the value of its predicate depends on the current value of the attribute error_max that is assigned to the generated graph and the value of the attribute of a node in the graph according to the left side of the production.

\[
\text{predicate: max\_error} = (\text{err}[0] > \text{max\_error}) \ ? \ \text{err}[0] : \text{max\_error}
\]

\[
\text{had} = \text{had};
\text{err} = [s1, s2];
\text{had} = \text{had};
\text{err} = [s1, s2];
\]

Fig. 5: A production for assigning values to array attributes s, err for node with label I together with a predicate specified using attributes

B. Hierarchical graphs for generating virtual Grids

The Grid can be regarded as the implementation of the distributed computing concept. The structure of the environment that contains grouped components can be modeled by means of hierarchical graphs. The graph derivation process can be used to simulate building the grid environment.

The approach proposed by Lu and Dinda [8] suggests separating topology generation from annotations. The application of hierarchical graphs with attributes for the grid generation was proposed in [9] and the concept has been enhanced with the new structure including layers in [10].

GraphTool offers the environment to construct hierarchical graphs. It can be used to create graphs representing the grid structure together with attributes as presented in Figure 7. The application is able to verify the correctness of hierarchical graphs for example in the area of edges that cannot connect a node with its internal nodes. Additionally, the hierarchy can be built for hypergraphs where both nodes and hyperedges can be nested.

\[
\text{predicate: had} = 1 == -1 &\& \text{err}[0] >= \text{max\_error}
\]

\[
\text{had} = \text{had};
\text{err} = [s1, s2];
\text{had} = \text{had};
\text{err} = [s1, s2];
\]

Fig. 6: A production for virtual h-refinement

Fig. 7: A hierarchical graph representing a grid

V. IMPLEMENTATION DETAILS

GraphTool is an application based on Java Platform SE 7. It has been created as a plugin for Eclipse Integrated development environment. The required release is at least Eclipse Helios version 3.6.1, available at [11]. The tool can be also shipped as a standalone rich client application. Supported operating systems are both Windows and Unix based and the only additional requirement is an installed Java Runtime Environment in 1.7 version, available at [12].

The plugin uses several open sources libraries. The first is Graphical Editing Framework technology [13] that is regarded as a middleware for providing graphical layer within Eclipse editors and views. For transforming objects between Java and XML JAXB version 2.2.3 is used. Additionally, JUNG library [14] in version 2.0.1 is used to model basic structure of graphs and perform operations on them such as finding shortest path.

The current state of implementation covers the functionality for deriving graphs using both graph grammars and graph grammar systems for the composite graphs. This type of graph uses a constant embedding transformation during a production appliance. Therefore, there is no need to specify any additional conditions for the production. The character of the composite graphs add additional requirements for finding a subgraph during applying a production when the bonds of the edge have to be checked. Additionally, the parsing and calculating values of the expression in attributes JavaScript engine is used.

VI. CONCLUSION

In this paper, a new software application for editing and generating graphs has been presented. The design of the tool with the focus on task-oriented modules results in the support for creating different type of graphs, including attributed ones and productions for their generation. The concept of template attributes has been also described. By means of grammar systems the process of creating new graphs has been enhanced. The functionality of the GraphTool application has been illustrated on the example concerning defining graph grammar systems for modeling three dimensional finite element method and the hierarchical graph representing the grid environment.

Further research in the application development can cover...
support for grammar systems where particular grammars represent different types of graphs. Such a feature introduces a possibility of exploration in the area graphs transformations between specific representations. The idea of templates for attributes can be a source for further investigation as it enables to add logic to the graph structure and during the graph derivation process some calculations can be performed.
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Abstract— Computing tools are often provided as various kinds of software libraries. To enjoy the benefit of the latest technologies, a user has to continuously learn their usage. During such learning activity, referring to various web articles is a common practice for programmers. Although a variety of information can be found on the web, specific information of interest tends to exist fragmented and scattered on many web pages. Therefore, bookmarking them in a well-organized way is inevitable for later use. However, manually organizing bookmarks requires extra effort for a user. To overcome the problem, a semi-automatic bookmark manager for coding related web pages is presented. A prototype system is implemented as a plug-in of an integrated development environment. The system observes bookmarking activity by a user on a web browser, and associates each bookmark with (1) features of the source code being edited, and (2) features of the source code editing in current session. The target language of prototype system is Java. User experience of the prototype is presented as preliminary evaluation. 
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I. INTRODUCTION

For programmers, user-contributed contents on the web, such as blogs, are major source of information about coding. It is common to use an Integrated Development Environment (IDE) and a web browser together. The coding and web referencing activities are indivisible. There exists various useful knowledge which is not included in reference manuals. For example, early adopters of some software library may report bugs on the latest version, or senior programmers may post programming tips for beginners, and so on. The fact that a large number of users continue to contribute a wide variety of articles at all times, is the source of the strength of those articles. As a result, user-contributed contents cover wide range of topics as a whole.

The fact, however, is also the cause of drawbacks. Since such articles tend to be short, unorganized, and possibly incorrect, almost all of them are not suitable for a programmer’s specific situation and purpose. Therefore, the programmer has to search and gather useful web pages with effort from his own viewpoint.

As web pages that have been judged valuable are likely to be viewed again by the programmer in the future, they should be bookmarked to reduce efforts of searching them again. But in practice, coding-related bookmarking is not so easy for a programmer. Commonly used conventional tree-structured bookmarking seems to be too simple to express semantically mutually related pages. Moreover, a programmer may want to classify web pages from a viewpoint of a specific problem solved. This makes the semantic structure more complex. In other words, the semantic relation and the viewpoint of the problem solved are not necessarily orthogonal.

Although more sophisticated bookmarking methods such as the use of tags, for example [1], (this is equivalent to putting one bookmark into two or more folders) may be able to express the structure, they often need a cumbersome operation to use in practical programming. There is an attempt [2] to integrate Stack Overflow (via [3]) crowd knowledge in the IDE, but it is desirable that arbitrary web pages can be registered to bookmark.

In this paper, semi-automatic tag-based bookmarking system for coding activity is presented. Observing both an IDE and a web browser, the system extracts features (tags) from the source code being edited when a new bookmark is registered. There are some literatures, for example [4], that attempt to analyze programmer’s action on IDE, but still little is known. Thus, the prototype system presented here adopted a simple static method. The bookmark is added to the bookmark table in the system together with features. Later, a programmer can retrieve recommended bookmarks from the tagged bookmarks using another source code as a query.

A prototype system has been implemented as a plug-in of IDE eclipse (via [5]). The target language is Java. The primary user interface consists of three extra buttons (start, end, and search) added to the IDE. The feature used in current prototype system is identifier (e.g. class name, method name) which appears in the source code.

In the next section, to introduce our motivation, coding-related bookmarks “badly” organized by a nonprofessional programmer are reviewed. We believe that most of ordinary programmers have the similar problem in handling bookmarks. Section III describes a prototype system [6] from a programmer’s point of view. In Section IV, the model of bookmark registration with source code feature and edit feature is presented, then the mechanism of bookmark retrieval is explained in Section V. There are some implementation issues
in Section VI. Since the evaluation of the system is still under way, preliminary user experience and discussion is presented in Section VII. Finally, Section VIII concludes this paper.

II. CODING-RELATED BOOKMARKS

A. Original Bookmark List

We interviewed one nonprofessional programmer and have analyzed his bookmarks. The purpose is to grasp how the bookmark of the Web page seen during coding is classified. There were 870 programming-related unique bookmarks in the bookmarks added during the period of about two years and three months.

These were only saved in order of the addition. That is, there was no subfolder. The programmer explained the reason as follows.

- Most of these bookmarks were added during coding. During coding, he had to be concentrated on the coding activities itself. And he felt it troublesome to classify bookmarks after coding. Anyway, the bookmark was not classified.

- If bookmarks were arranged in the added order, he thought that the relevance between bookmarks could be guessed by the nearness of a time stamp. However, when the bookmark list became larger than a screen, manual search became difficult gradually. Since only the title of the Web page was saved in the bookmark list, word search was useless.

After all, he did not use the bookmark list effectively.

B. Session Segmentation

It can be considered that the bookmarks with near addition time are for the same or similar purpose. In this analysis, a series of bookmarks added within 3 hours after the last registration were defined as one session. As a result, 870 bookmarks were divided into 332 sessions. That is, it is assumed that these bookmarks were added for 332 individual purposes. During one session, 2.6 bookmarks were added on the average. The maximum was 24 bookmarks per session.

C. Free Tagging Experiment

Next, he was asked to give tags freely in order to know how the programmer recognizes each bookmark. He was instructed to give tags completely in order to make it easy to look for a bookmark for himself in the future. He was allowed to give two or more tags like "Java / IDE / Eclipse/JDT" to the single bookmark. As a result, 63 kinds of unique tags were used. It means that 2.8 tags are contained on the average in one session (this corresponds to one purpose). The maximum was nine tags per session. Many of relations between tags were a main classification / "sub classification" types, such as "programming language/Scala", for example. However, there were some relations between the tags which lack consistency. For example, although "Java" is programming language, "programming language" tag is omitted.

The following comments were obtained from the programmer through the interview.

- "Java" appeared repeatedly and it was obvious that it was "programming language."

- Based on the estimated number of the search results by tags, he decided the criteria "how detailed tags should be given." The number of the bookmarks which he can look through easily is 20-30. He thought that the number of search results should not exceed this.

- He wanted to search bookmarks, using an error message, a method name, or a class name as a query. However, it was difficult to realize this manually.

III. PROTOTYPE SYSTEM

A. User Interface

From a programmer’s point of view, the system has two phases: coding and bookmark addition and bookmark reference.

The primary user interface is three extra buttons (start, end, and search) added to an IDE as shown in the left window of Fig. 1 (buttons are shown together with a lot of other buttons). Start and end buttons are used in the former phase to let the system know when a bookmark session starts and ends. On the other hand, search button is used to view recommended bookmarks in the latter phase.

B. Coding and Bookmark Registration

This phase is the same with ordinary coding and bookmarking activity except that the programmer explicitly indicates the semantic sections of editing and bookmarking activities using "start" and "end" buttons to the system. The system assumes a source code is being opened on IDE. A programmer is supposed to click start button before he starts editing with some specific intention. Once it is done, he clicks end button. Activities between start and end is a bookmark session. The granularity of a bookmark session is up to the programmer.

When a programmer finds some Web pages useful, he can add bookmarks to the web browser as usual. When the bookmark session ends, all bookmarks added during the session are associated with features of the source code and editing activity during the bookmark session.

Current implementation of the system requires clicking end button on completion of one bookmark session even if there is no bookmark registered during the session. By clicking start button again, the programmer may start the next bookmark session.

C. Bookmark Retrieval

When a programmer clicks the search button with a source code opened on the IDE, the system recommends bookmarks as shown in Fig. 2, if any, based on the code. Recommended bookmarks are listed together with “Changed Methods” and “Changed Classes” that represent edit features. The model for each phase is detailed in the following.
IV. BOOKMARK REGISTRATION USING FEATURES OF CODE AND CODING ACTIVITY

A. Bookmark Session

A programmer usually breaks down their task into semantically coherent coding activities. “Coherent” in this context means that each activity reflects programmer’s specific editing intention. If a bookmark can be associated with a coding activity, and if features of such activity are obtained, these features can be used for bookmark classification.

To split a series of programmer’s coding interactions into semantically coherent coding activities, we ask a programmer explicitly indicate the beginning and the end of each activity. We call the period between them **bookmark session** (regardless of whether any bookmark is registered or not during the period). Bookmarks that are registered between them are associated with the corresponding coding activity.

Fig. 3 illustrates the bookmark registration in coding and bookmark addition phase. The horizontal right arrow depicts the operation time flow. Interaction and bookmark of a Web browser (Google Chrome) are shown above the arrow, while interaction and stored features of an IDE are shown below. The time period explicitly indicated by a programmer using start and end buttons is a bookmark session.

B. Source Code Feature and Edit Feature

To make such classification useful, the followings are essential: (a) the definition of features, (b) the method to infer features from a coding activity, (c) the definition of query types, and (d) the method to get matching bookmarks with a query.

Since the source code being edited may erroneous, even syntactically incomplete, features should be obtained without requiring running it. Query should be as simple as possible for a programmer in order not to disturb coding activity.

We first define **source code feature** which reflects the source code being edited or browsed. The source code feature is not directly used when registering a bookmark. Rather, we define **edit feature** as the difference of source code features at
the beginning and the end of a bookmark session. We expect the edit feature reflects a programmer’s coding activity.

Inherently, the best way should be determined experimentally. Various methods exist for this purpose. For example, the system may be track the cursor position or the editing point which a programmer operates. However, such real-time tracking may be difficult to realize efficiently, and may also have a problem of execution performance. Therefore, as a starting point, we have chosen simplest way for the prototype system.

C. Features Used in The Prototype

Examples of source code feature and edit feature are shown in Fig. 4.

Source code feature $F_S(c)$: 
A set of the following names (identifiers of Java programming language) of a Java source file $c$. (1) class names and method names defined, (2) instanciated class names, and (3) method names used. The occurrence frequency (the number of appearance in the code) of each name is not used. The system statically (syntactically) analyze the code to gather these names.

Edit feature $F_E(c_1, c_2)$: 
Set difference of the source code features before and after a bookmark session, that is the sum-set of both "the added name" and "the deleted name"

$$F_E(c_1, c_2) = (F_S(c_1) \cup F_S(c_2)) - (F_S(c_1) \cap F_S(c_2)) \quad (1)$$

where $c_1$ and $c_2$ are the content of the source file at the beginning and the end of a bookmark session, respectively.

D. Registering Bookmarks With Features

At the end of a bookmark session, bookmarks registered during the session are associated with edit feature, and this is added to the bookmark table (Fig. 3).

E. Behavior of The Prototype

When the start button is clicked, with the source code content $c_1$ being opened, the system performs the followings:

1) The current source code feature $F_S(c_1)$ is recorded.
2) In order to detect the bookmarks added during the editing, the bookmark list of the time is recorded. That is, already registered bookmarks are not taken into account. Such bookmarks are not shown in Fig. 3 for simplicity.

After that, a programmer may edit the source code. When a programmer thinks that he completed one semantic section of an editing, he clicks the end button. Suppose that the content of the source code is now $c_2$. Activities from start through end is a bookmark session. The system performs the followings:

1) The current source code feature $F_S(c_2)$ is recorded.
2) The edit feature $F_E(c_1, c_2)$ is calculated using recorded $F_S(c_1)$ and $F_S(c_2)$.
3) Let $B$ be a set of bookmarks that are registered during this bookmark session. This set may be empty. The pair

$$S = (F_E(c_1, c_2), B) \quad (2)$$

which represents bookmarks tagged with features, where $S$ corresponds to a bookmark session, is added.
V. BOOKMARK RETRIEVAL USING FEATURES

When search button is clicked, the recommended bookmarks are retrieved using a source code feature, not an edit feature, as a query. This is a bookmark reference phase. Suppose that N bookmark sessions

\[ S_r = (F_{E, r}, B_r) \ (r \in 1, \cdots, N) \]

are stored in the bookmark table, and the current content \( c \) of the source code in IDE is \( c \). The source code feature \( F_S(c) \) is compared to all stored edit features \( F_{E, r} (r \in 1, \cdots, N) \) to find the maximum match \( S_k = (F_{E, k}, B_k) (k \in 1, \cdots, N) \) then it is presented to a programmer through a web browser (Fig. 2). This is illustrated in Fig. 5.

In the current prototype system, the similarity metric between features match is defined as the number of common elements as follows:

\[ \text{match}(F_1, F_2) = |F_1 \cap F_2| \]

where \( F_1 \) and \( F_2 \) are both features.

VI. IMPLEMENTATION

This prototype system is implemented using Java as a plug-in of Eclipse IDE (via [5]). SQLite relational database (via [7]) is used for the bookmark table. The system reads the bookmark file of Chrome (via [8]) (web browser) directly from a file system. The bookmark file is represented in JSON format (via [9]). For presenting the recommended bookmarks to a programmer, the system has a simple HTTP server as a part of the IDE plug-in.

Fig. 4: Source code feature and edit feature for the prototype.

Fig. 5: The overview of the proposed system (bookmark search phase).
The source code feature is extracted from the abstract syntax tree (AST) which represents the syntactic structure of a source code. The node of AST recursively represents syntax elements, such as method declaration or a method call.

The system uses AST generated by Java Development Tools (via [10]) (JDT) in eclipse. In JDT, each AST node is an instance of a ASTNode class. By defining the subclass of the ASTVisitor class, all the ASTNode can be scanned in order (or "visited"). In the subclass, visit methods with various AST node parameter types can be defined. A desired process can be described to the AST node class by which a visit method is defined.

VII. DISCUSSION
A. Edit Feature and Source Code Feature

In the prototype system, a source code feature is used as a query for bookmark reference, while an edit feature is recorded on a bookmark addition. In this sense, the system is asymmetric.

This reflects our naive intuition in the early stage of our design. The edit feature is more specific than the source code feature. At the time of the addition of a bookmark, the more specific feature is desirable. On the other hand, to refer to the bookmark, the more robust feature is desirable. By using source code feature as a query, a programmer can query bookmarks even before editing anything, for instance, just after opening a source file. This of course can be extended to use edit feature as a query.

Our experience shows that the definition of current edit feature seems to be too specific, because only deleted or newly created methods or classes are recognized as an edit feature. That is, modifications within the definition of existing method or class are not taken into account. This could be improved.

B. When Should Start and End Be Clicked?

Ideally, the bookmark session should reflect a programmer’s subjective semantic chunk of an editing activity. Relying on explicit clicks of start and end seems to be working well to some degree. However, always forcing a programmer to click these buttons is an extra burden. The means to infer a bookmark session should be explored. At the same time, some way to explicitly control the recognition of a bookmark session should be provided.

C. Problems of Current Implementation

- The class name and method name used as the source code feature are not always a fully-qualified name (FQN) like java.util.String. If JDT provides FQN, the system uses it. If FQN is not available, a simple name (without qualification) is used. This may introduce name confusion if the same name is used in more than one context. For example, if the methods of the same name are defined in two or more classes, the system cannot distinguish them to each other.

- When extracting a feature, the order or the frequency of occurrences of a class name or a method name are not taken into consideration. This could be improved.

- In the current system, both the added method names and the deleted method names are included in the edit feature. Distinguishing these sets of names might be informative.

VIII. CONCLUSION AND FUTURE WORK

This paper has presented a semi-automatic tag-based bookmarking system for coding activity. A prototype system has been implemented as a plug-in of Eclipse IDE. The target language is Java. Used with a web browser, the system offers a way to register and retrieve personal bookmarks of a programmer. Observing both an IDE and a web browser, the system extracts features (tags) from the source code being edited when a new bookmark is registered. The bookmark is added to the bookmark table in the system together with features. Later, a programmer can retrieve recommended bookmarks from the tagged bookmarks using another source code as a query.

The problem of inferring programmer’s intention by observing coding activity is quite difficult. The current prototype system can infer the intention very roughly using simple definition of source code feature and edit feature. However, experience with the system suggested that even such rough intention might be useful for bookmarking. The better features should be explored.

Another direction of improvement is multiuser collaboration. The prototype system assumes the use of a single programmer, but the bookmark table may be shared and collaboratively used by multiple users. For example, collaborative code reading is a promising situation. Suitable method and effectiveness evaluation should be further explored.
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