
ADVCOMP 2011

The Fifth International Conference on Advanced Engineering Computing and

Applications in Sciences

ISBN: 978-1-61208-172-4

November 20-25, 2011

Lisbon, Portugal

ADVCOMP 2011 Editors

Sigeru Omatu, Osaka Institute of Technology, Japan

Simon G. Fabri, University of Malta - Msida, Malta

                            1 / 132



ADVCOMP 2011

Foreword

The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences
[ADVCOMP 2011], held between November 20 and 25, 2011 in Lisbon, Portugal, brought together researchers
from the academia and practitioners from the industry in order to address fundamentals of advanced scientific
computing and specific mechanisms and algorithms for particular sciences. The conference contributions
presented novel research in all aspects of new scientific methods for computing and hybrid methods for
computing optimization, as well as advanced algorithms and computational procedures, software and hardware
solutions dealing with specific domains of science.

With the advent of high performance computing environments, virtualization, distributed and parallel
computing, as well as the increasing memory, storage and computational power, processing particularly complex
scientific applications and voluminous data is more affordable. With the current computing software, hardware
and distributed platforms, effective use of advanced computing techniques is more achievable.

We take here the opportunity to warmly thank all the members of the ADVCOMP 2011 Technical Program
Committee, as well as the numerous reviewers. The creation of such a broad and high quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who dedicated much
of their time and efforts to contribute to ADVCOMP 2011. We truly believe that, thanks to all these efforts, the
final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations, and
sponsors. We are grateful to the members of the ADVCOMP 2011 organizing committee for their help in handling
the logistics and for their work to make this professional meeting a success.

We hope that ADVCOMP 2011 was a successful international forum for the exchange of ideas and results
between academia and industry and for the promotion of progress in the area of engineering computing and
applications in science.

We are convinced that the participants found the event useful and communications very open. We also
hope the attendees enjoyed the historic charm of Lisbon, Portugal.
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Computer Simulation of Steady State Emission and Absorption Spectra
for Molecular Ring

Pavel Heřman∗, David Zapletal† and Milan Horák‡
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Abstract—Knowledge of optical properties could shed more
light on initial ultrafast phases of bacterial photosynthesis. Soft-
ware package Mathematica is used for computer simulation of
absorption spectra and steady state fluorescence spectra of ring
molecular system, which can model cyclic antenna unit LH2 of
the bacterial photosystem from purple bacterium Rhodopseu-
domonas acidophila. Three different models of uncorrelated
static disorder are included in our simulations: Gaussian dis-
order in local excitation energies, Gaussian disorder in nearest
neighbour transfer integrals and Gaussian disorder in radial
positions of molecules in the ring. Dynamic disorder, interaction
with a bath, is also included in Markovian approximation. The
cumulant-expansion method of Mukamel et al. is used for the
calculation of spectral responses of the system with exciton-
phonon coupling. Calculated fluorescence spectra are compared
with measured one. Values of the interpigment interaction
energy and unperturbed transition energy from the ground
state for above mentioned static disorder types are given.

Keywords-LH2 ring; exciton; fluorescence spectrum; static
disorder; dynamic disorder; Mathematica.

I. INTRODUCTION

Ultrafast initial phases of photosynthesis in purple bacteria
have been thoroughly studied over the last years. The bacte-
rial light-harvesting complexes contain pigments circularly
arranged in a protein scaffold. The crystal structure of
peripheral light-harvesting complex LH2 from Rhodopseu-
domonas acidophila has been determined with high reso-
lution [1], [2]. LH2 is a highly symmetric ring of nine
pigment-protein subunits, each containing two transmem-
brane polypeptide helixes and three bacteriochlorophylls
(BChl).

In what follows, we are dealing with ring-shaped unit with
nonameric symmetry resembling LH2 ring from Rhodopseu-
domonas acidophila with a strong interaction J between
BChl molecules. Therefore, in our theoretical approach, an
extended Frenkel exciton states model is considered. In spite
of extensive investigation, the role of the protein moiety in

governing the dynamics of the excited states has not been to-
tally clear yet. At room temperature, the solvent and protein
environment fluctuate with characteristic time scales ranging
from femtoseconds to nanoseconds. The simplest approach
is to substitute fast fluctuations by dynamic disorder and
slow fluctuations by static disorder.

In several steps, we have extended the former inves-
tigations of static disorder effect on the anisotropy of
fluorescence made by Kumble and Hochstrasser [3] and
Nagarajan et al. [4]–[6] for LH2 rings. After studying the
influence of dynamic disorder for simple systems (dimer,
trimer) [7]–[9] we added the dynamic disorder effect to our
model of LH2 ring by using a quantum master equation
in Markovian [10] and non-Markovian limits [11]. We also
studied influence of four types of uncorrelated static disorder
[12], [13] (Gaussian disorder in local excitation energies,
transfer integrals, radial positions of BChls and angular
positions of BChls on the ring) and influence of correlated
static disorder (elliptical deformation) [11]. Models of rings
with different arrangement of optical dipole moments (radial
arrangement) were also investigated [14]–[16].

Recently, we have focused on the modeling of the
steady state fluorescence spectra for molecular rings with
18 molecules and tangentially arranged optical transition
dipole moments [17]. Main goal of the present paper is
the investigation of absorption and steady state fluorescence
spectra for different types of uncorrelated static disorder.
The results for above mentioned three types of uncorrelated
static disorder are compared with experimental fluorescence
profile [18]. The dynamic disorder - interaction with the
phonon bath in Markovian approximation for low and room
temperature is taken into account simultaneously.

The remainder of this article is organized as follows.
In Section II, we give the model of LH2 ring and re-
view the theory we have used. In Section III, we mention
computational point of view and used software. In Section

1Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4
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IV, we give the results of our absorption and steady state
fluorescence spectra simulations, and in Section V, we draw
some conclusions.

II. PHYSICAL MODEL

The Hamiltonian of an exciton in the ideal ring coupled
to a bath of harmonic oscillators reads

H0 = H0
ex +Hph +Hex−ph. (1)

Here
H0

ex =
∑

m,n(m 6=n)

Jmna
†
man (2)

corresponds to an exciton, e.g., the system without any
disorder. The operator a†m (am) creates (annihilates) an
exciton at site m, Jmn(for m 6= n) is the so-called transfer
integral between sites m and n.

The second term in (1),

Hph =
∑
q

h̄ωqb
†
qbq, (3)

represents phonon bath in the harmonic approximation (the
phonon creation and annihilation operators are denoted by
b†q and b−q , respectively).

Last term in (1),

Hex−ph =
1√
N

∑
m

∑
q

Gmq h̄ωqa
†
mam(b†q + b−q), (4)

describes exciton-phonon interaction, which is assumed to
be site-diagonal and linear in the bath coordinates (the term
Gmq denotes the exciton-phonon coupling constant).

Inside one ring, the pure exciton Hamiltonian can be
diagonalized using the wave vector representation with cor-
responding delocalized ”Bloch” states α and energies Eα.
Considering homogeneous case with only nearest neighbour
transfer matrix elements

Jmn = J0(δm,n+1 + δm,n−1) (5)

and using Fourier transformed excitonic operators (Bloch
representation)

aα =
∑
n

eiαkn, α = (2π/N)l, l = 0,±1, . . . ,±N/2, (6)

the simplest exciton Hamiltonian in α - representation reads

H0
ex =

∑
α

Eαa
†
αaα, Eα = −2J0 cosα. (7)

Influence of uncorrelated static disorder is modeled by:
(I) the local excitation energy fluctuations δεn

(uncorrelated, Gaussian distribution, standard deviation
∆, HI

s =
∑
n δεna

†
nan),

(II) the transfer integral fluctuations δJmn
(uncorrelated, nearest neighbour approximation,
Gaussian distribution, standard deviation ∆J ,
HII

s =
∑
mn(m6=n) δJmna

†
man),

(III) fluctuations of the radial positions of molecules on the
ring δrn
(uncorrelated, nearest neighbour approximation, Gaus-
sian distribution, standard deviation ∆r).

Hamiltonian of the uncorrelated static disorder Hx
s adds to

the Hamiltonian of the ideal ring H0
ex.

The cumulant-expansion method of Mukamel et al. [19],
[20] is used for the calculation of spectral responses of the
system with exciton-phonon coupling. Absorption OD(ω)
and steady-state fluorescence FL(ω) spectra can be ex-
pressed as

OD(ω) = ω
∑
α

d2α×

×Re

∫ ∞
0

dtei(ω−ωα)t−gαααα(t)−Rααααt, (8)

FL(ω) = ω
∑
α

Pαd
2
α×

×Re

∫ ∞
0

dtei(ω−ωα)t+iλααααt−g∗αααα(t)−Rααααt. (9)

Here ~dα =
∑
n c

α
n
~dn is the dipole strength of eigenstate

α, cαn are the expansion coefficients of the eigenstate α in
site representation and Pα is steady state population of the
eigenstate α. The inverse lifetime of exciton state Rαααα
[18] is given by the elements of Redfield tensor [21] (a sum
of the relaxation rates between exciton states)

Rαααα = −
∑
β 6=α

Rββαα. (10)

The g-function and λ-values in (8) and (9) are given by

gαβγδ = −
∫ ∞
−∞

dω

2πω2
Cαβγδ(ω)×

×
[
coth

ω

2kBT
(cosωt− 1)− i(sinωt− ωt)

]
, (11)

λαβγδ = − lim
t→∞

d

dt
Im{gαβγδ(t)} =

=

∫ ∞
−∞

dω

2πω
Cαβγδ(ω). (12)

The matrix of the spectral densities Cαβγδ(ω) in the
eigenstate (exciton) representation reflects one-exciton states
coupling to the manifold of nuclear modes. In what follows
only diagonal exciton phonon interaction in site represen-
tation is used (see (4)), i.e., only fluctuations of pigment
site energies are assumed and the restriction to completely
uncorrelated dynamic disorder is applied. In such case each
site (i.e., each chromophore) has its own bath completely
uncoupled from the baths of the other sites. Furthermore it
is assumed that these baths have identical properties [12],
[22], [23]

Cmnm′n′(ω) = δmnδmm′δnn′C(ω). (13)

2Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4
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After transformation to exciton representation we have

Cαβγδ(ω) =
∑
n

cαnc
β
nc
γ
nc
δ
nC(ω). (14)

Several models of spectral density of the bath are used in
literature [18], [24], [25]. In our present investigation we

have used the model of Kühn and May [24]

C(ω) = Θ(ω)j0
ω2

2ω3
c

e−ω/ωc (15)

which has its maximum at 2ωc.

(a) kT = 0.1J0 (b) kT = 0.5J0

Figure 1. Resulting absorption spectra OD(ω) and steady-state fluorescence FL(ω) spectra of LH2 averaged over 2000 realizations of static disorder for
three different types of static disorder and for two temperatures. Rows: (I) - Gaussian static disorder in local excitation energies δε, (II) - Gaussian static
disorder in nearest neighbour transfer integrals δJ , (III) - Gaussian static disorder in radial positions of molecules δr. Columns: (a) - low temperature
kT = 0.1J0, (b) - room temperature kT = 0.5J0. Experimental fluorescence profile averaged in time and over the particles for room temperature [18]
(points) is also displayed.

3Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4
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III. COMPUTATIONAL POINT OF VIEW

In the present paper, we are dealing with simulations of
absorption spectra and steady state fluorescence spectra for
molecular ring, which can model B850 ring from bacterial
LH2 complex. Fluorescence FL(ω) and absorption OD(ω)
spectra have to be simulated for large number of different
static disorder realizations. Each realization of static disorder
is created by random number generator. Then, so as to have

single ring fluorescence spectrum FL(ω) and absorption
spectrum OD(ω), it is necessary to put through numerical
integrations (see (8), (9)) for each realization of static
disorder and finally average these results over all realizations
of static disorder. For all calculation, the software package
Mathematica [26] was used. This package is very convenient
not only for symbolic calculations [27], that are needed
for expression of all required quantities, but it can be used
also for numerical ones [28]. That is why Mathematica was

(a) kT = 0.1J0 (b) kT = 0.5J0

Figure 2. Peak position distributions of calculated steady-state single ring fluorescence spectra FL(ω) of LH2 for 2000 realizations of static disorder
for three different types and three different strengths of static disorder and for two temperatures. Rows: (I) - Gaussian static disorder in local excitation
energies δε, (II) - Gaussian static disorder in nearest neighbour transfer integrals δJ , (III) - Gaussian static disorder in radial positions of molecules δr.
Columns: (a) - low temperature kT = 0.5J0, (b) - room temperature kT = 0.1J0.

4Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4
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used by us as for symbolic calculations as for numerical
integrations and also for final averaging of results over all
realizations of static disorder.

IV. RESULTS

Three above mentioned types of uncorrelated static dis-
order have been taken into account in our simulations
simultaneously with dynamic disorder in Markovian approx-
imation. Dimensionless energies normalized to the transfer
integral J12 = J0 have been used. Estimation of J0 varies
in literature between 250 cm−1 and 400 cm−1. Contrary
to Novoderezhkin et al. [18], different model of spectral
density (the model of Kühn and May [12]) has been used.
In agreement with our previous results [29] we have used
j0 = 0.4 J0 and ωc = 0.212 J0 (see (15)). The strengths
of individual types of uncorrelated static disorder have
been taken in agreement with [30]. For each type of static
disorder, the simulations have been done for three values of
the static disorder strength:
(I) fluctuations in local excitation energies δεn:

∆ = 0.1, 0.3, 0.6 J0,
(II) fluctuations in transfer integrals δJmn:

∆J = 0.05, 0.15, 0.30 J0,
(III) fluctuations in radial positions of molecules on the ring

δrn:
∆r = 0.02, 0.06, 0.12 r0, where r0 is the radius of
unperturbed ring.

Resulting steady state fluorescence spectra FL(ω) and ab-
sorption spectra OD(ω) averaged over 2000 realizations of
each static disorder type and strength can be seen in Fig. 1
for low temperature (kT = 0.1 J0, Fig. 1(a)) and for room
one (kT = 0.5 J0, Fig. 1(b)).

Comparison of calculated fluorescence spectra with ex-
perimental fluorescence profile averaged in time and over
the particles at room temperature [18] is also displayed in
Fig. 1(b). Simulated fluorescence spectra fitting has been
done for middle values of static disorder strength. From
this fitting we can determine values of the interpigment
interaction energy J0 and unperturbed transition energy from
the ground state ∆E0 for which the experimental data are
best reproduced (the values are given in Section V).

Peak position of single ring fluorescence spectrum de-
pend on the realization of static disorder and also on the
temperature. To investigate this effect we calculate peak
position distributions of simulated fluorescence spectra for
all three above mentioned types of static disorder and for low
(kT = 0.1 J0) and room (kT = 0.5 J0) temperature. For
each static disorder type we consider three different static
disorder strengths (see above). Calculated peak position
distributions are shown in Fig. 2.

V. CONCLUSION

Software package Mathematica has been found by us very
useful for the simulations of molecular ring spectra. For each

above mentioned type of static disorder the experimental
fluorescence profile averaged in time and over the particles
at room temperature [18] is best reproduced with:

(I) local excitation energy fluctuations δεn (for the stan-
dard deviation ∆ = 0.3 J0):
the interpigment interaction energy J0 = 370 cm−1

and unperturbed transition energy from the ground state
∆E0 = 12280 cm−1,

(II) transfer integral fluctuations δJmn (for the standard
deviation ∆J = 0.15 J0):
J0 = 400 cm−1 and ∆E0 = 12350 cm−1,

(III) fluctuations of radial positions of molecules on the ring
δrn (∆r = 0.06 r0):
J0 = 400 cm−1 and ∆E0 = 12300 cm−1.

The fluorescence spectra shift to higher wavelengths (to
lower energies) for increasing static disorder (it can be seen
from Fig. 1). This shift is the smallest in case of static
disorder in radial positions of molecules (III).

In Fig. 1 the shift of fluorescence spectra peak position to
the higher wavelength in comparison with absorption spectra
peak position is also visible. This shift is highest (8 nm) for
the static disorder type (III).

If the temperature is changed from kT = 0.5 J0 to 0.1 J0,
the peak position distributions of single ring fluorescence
spectra do not alter very much (Fig. 2). At low temperature
we can see enlargement of the distribution to the higher
wavelengths for all types of static disorder (mainly for small
strength of static disorder). At room temperature, this effect
is covered by larger widening of single ring spectra caused
by dynamic disorder.
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resolution and 100 K: New structural features and functionally
relevant motions,” J. Mol. Biol., vol. 326, Mar. 2003, pp. 1523–
1538, doi:10.1016/S0022-2836(03)00024-X.

[3] R. Kumble and R. Hochstrasser, ”Disorder-induced exciton
scattering in the light-harvesting systems of purple bacteria:
Influence on the anisotropy of emission and band → band
transitions,” J. Chem. Phys., vol. 109, 1998, pp. 855–865.

5Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4

ADVCOMP 2011 : The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences

                           13 / 132



[4] V. Nagarajan, R. G. Alden, J. C. Williams, and W. W. Parson,
”Ultrafast exciton relaxation in the B850 antenna complex of
Rhodobacter sphaeroides,” Proc. Natl. Acad. Sci. USA, vol.
93, 1996, pp. 13774–13779.

[5] V. Nagarajan, E. T. Johnson, J. C. Williams, and W. W. Parson,
”Femtosecond pump-probe spectroscopy of the B850 antenna
complex of Rhodobacter sphaeroides at room temperature,” J.
Phys. Chem. B, vol. 103, 1999, pp. 2297–2309.

[6] V. Nagarajan and W. W. Parson, ”Femtosecond fluorescence
depletion anisotropy: Application to the B850 antenna complex
of Rhodobacter sphaeroides,” J. Phys. Chem. B, vol. 104, 2000,
pp. 4010–4013.
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Abstract—Finding which triangle in a planar triangular
mesh contains a query point (so-called point location problem)
is one of the most frequent tasks in computational geome-
try. Therefore, using an algorithm with the lowest possible
complexity is appropriate. However, such complexity may be
achieved only by using additional data structures, leading into
algorithms that are more difficult to implement and have
additional memory demands. A possible solution is to use
walking algorithms, which are easier to implement. They either
do not require any additional memory, or require only a small
portion of it in order to achieve the lowest possible complexity
as well. In this paper, we propose a new walking algorithm
combining two existing approaches to provide speed, robustness
and easy implementation, and compare it with the fastest
representatives of walking algorithms. Experiments proved that
our algorithm is faster than the fastest existing visibility and
straight walk algorithms, and depending on the character of
input data, either as fast as the orthogonal walk algorithms or
faster.

Keywords-Algorithm design and analysis; Computational geom-
etry; Computer graphics.

I. INTRODUCTION

Point location problem is a very frequent task in computa-
tional geometry problems, such as triangulation construction,
morphing and terrain editing. In this text, we focus on point
location algorithms for triangular meshes, since triangular
meshes are the most common way of data representation
and its manipulation. Other representations, such as convex
or non-convex polygonal meshes, can be triangulated first
to use these algorithms. The algorithms can also be used
for terrain models represented by triangular meshes without
any preprocessing only by not using the height information
during the location.

The point location problem is defined as follows. For a
given planar triangular mesh and a query point, the task is to
find which triangle from the mesh geometrically contains the
query point. Algorithms solving this problem can be divided
into two groups: algorithms with and without additional data
structures. The former concentrate on having the lowest time
complexity possible, in this case O(log n) per query point
(n is the number of vertices in the mesh). Despite their low
complexity, these algorithms have some disadvantages: they

have additional memory demands, they are more difficult to
implement, and they are often problematically modified to
cover adding or deleting vertices. The latter group tries to
avoid these disadvantages, but has a slightly higher, but still
sublinear, complexity.

The name of walking algorithms has arisen from their
operating principle. They use the triangle neighborhood
relations to go via the triangles between the starting triangle
and the one containing the query point. Such point location
process is called a walk. The starting triangle may be
arbitrary, however, its clever selection may radically shorten
the length of the walk, therefore we will cover this topic as
well. Walking algorithms do not need any additional data
structures, they use only the neighborhood relations in the
mesh, thus often they are more often chosen than the optimal
time complexity solutions.

There exist several walking algorithms solving the loca-
tion process, some are robust, others faster. In this paper, we
propose a new walking algorithm combining two existing
solutions in order to gain speed from the faster and still
remain robust. The main idea of our approach is to compute
such a transformation that the line connecting a selected
vertex of the starting triangle and the query point is parallel
with x-axis. This transformation is then used for the tested
points throughout the walk to enable a cheap comparison
of their position with respect to this line. Surprisingly,
despite the use of transformations, the walk is still fast,
because only the query point and the tested points (one
per visited triangle) are transformed. Since the walk goes
straight between the starting triangle and the query point, it
cannot cross the border of a convex triangular mesh, which
contributes to its robustness.

Section II presents the existing walking algorithms and
a sophisticated selection of the starting triangle for the
walk. Section III describes our new proposed algorithm,
Section IV shows experiments comparing our solution with
the existing algorithms. Section V summarizes the charac-
teristics of our algorithm.
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II. OVERVIEW

Point location by walking algorithms usually works in
two steps: (1) selection of the initial triangle for the walk,
and (2) using the neighborhood relationships between the
triangles (walking) to find the target triangle, containing the
query point.

A sophisticated selection of the initial triangle may radi-
cally improve the speed of the process. One way is to use
some additional knowledge about the data, i.e., if we know
the range of the mesh vertices coordinates, we can start all
the locations in a triangle containing the point lying in the
middle of the triangular mesh, used for instance by [1]. Or,
we may know that the next query point will be close to
the last one, in which case the best solution is to use the
target triangle from the last location as the initial one for
the next [11], [17].

Without any knowledge about the data, we may select
the initial triangle as the nearest triangle from a set A of
randomly chosen triangles from T , where ∥A∥ ≪ ∥T∥ [9].
Devroye et al. in [4] showed that such an improved straight
walk achieves O( 3

√
n) time complexity per one search for

uniformly distributed points, Zhu in [18] came to the same
complexity for the remembering stochastic walk.

Other solutions use some additional memory: [10] simpli-
fies the triangular mesh and locate the points in the simpli-
fied version first, [13] introduces a bucketing method, which
uses a uniform grid to quickly find a proper initial triangle.
Some algorithms [14], [16] try to avoid the sensitivity of
the original bucketing method on data uniformity by using
adaptive structures instead of a uniform grid.

When we know the initial triangle, the walk may proceed.
There are several algorithms solving this step. They can be
divided into three groups: visibility, straight and orthogonal
walks, according to the style how they determine the way
of the walk.

Visibility walks use local “visibility” tests to determine
the way of their walk. These tests look for such an edge
that defines a line separating the query point and the third
vertex of the triangle. The walk then moves across this edge
to the neighborhood triangle.

The first visibility walk algorithm is called Lawson’s
oriented walk [7]. The algorithm starts in the initial triangle
and uses the 2D orientation test to move to its neighbors
until it reaches the query point:

orientation2D(t,u,v) =

∣∣∣∣ux − tx vx − tx
uy − ty vy − ty

∣∣∣∣ (1)

where points t,u define an oriented line and v is the tested
point. In each triangle, the algorithm tests the triangle edges
until it finds an edge, where the third vertex of the triangle
lies on the opposite side of the edge than the query point.
Then, it crosses such an edge to the next triangle. If such an
edge does not exist, the triangle containing the query point
has been found.

The Lawson’s oriented walk algorithm tests edges of
the current triangle in a deterministic order, depending on
the arrangement of edges in triangles, generated during the
construction of the triangulation. This leads to the fact that
the walk may loop for non-Delaunay triangulations [3], [15].
[3] proposed an algorithm avoiding the loop by choosing
the edges of the current triangle in a random order. This
modification is called stochastic. Furthermore, since it is not
necessary to test the edge incident to the previous triangle,
the process was sped up by remembering this edge and
skipping the test. This modification is called remembering
and brings a significant speedup, since only one or two
orientation tests are needed instead of up to three (except
of course the first triangle, where all the three edges may be
tested). As the second test is done only to find out whether
we are in the target triangle, [6] suggested to speed up the
process even more by testing only one edge for the first k
steps. If the triangle is found within this k steps, we circle
around it, so it is necessary to determine a proper k based
on the input.

Straight walk algorithms do not use only the local com-
parisons to determine the way of the walk, but they use
an oriented line −→pq, connecting one point p (its choice
depends on the particular solution) of the starting triangle
with the query point q and then pass all triangles intersected
by this line.

The standard straight walk algorithm [3], [8] works in
two steps: an initialization step and a straight walk step.
In the initialization step, a point p is chosen as any of the
starting triangle vertices and a triangle intersected by the line
segment −→pq is found. The walk starts from this triangle, and
in each step, it uses such a vertex of the current triangle that
is opposite to the edge used to enter this triangle and finds
out its position with respect to −→pq (using the 2D orientation
test). Based on its position, it selects which edge it should
cross to the next triangle. Before crossing, it computes the
orientation test for the point q with respect to this edge. If
the point q is on the inner side of the edge, the final triangle
has been found. Otherwise, the walk crosses the edge to the
next triangle and continues.

[12] proposed a modification of this method simplifying
the initialization step and speeding up the algorithm. Instead
of the 2D orientation tests, an implicit line equation of −→pq is
used. The equation is precomputed in the initialization step
along with an implicit equation of a line normal to −→pq in q,
which is used to determine if there is a possibility that the
target triangle has been found. However, the location of the
target triangle is not precise, so the remembering stochastic
walk algorithm is used for the short, final location (usually
about 2 triangles, for more detail see Section IV).

Orthogonal walks first navigate along one coordinate
axis and then along the other, which makes the local
tests cheaper, since only components of the coordinates are
compared during the walk. The walk is usually longer than
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other walks, but its tests are much cheaper, which results in
a faster location.

The original orthogonal walk [3] consists of three steps:
an initialization step, a walk along the x-axis, and a walk
along the y-axis. During the initialization step, any vertex p
of the starting triangle is chosen and two lines are defined:
a horizontal line, containing this vertex and parallel to the
x-axis, and a vertical line, containing the query point and
parallel to the y-axis. A triangle intersected by the horizontal
line and containing p is found. The walk then follows this
line in a similar manner as the straight walk, but with
component comparisons only: y-values are used to determine
the next triangle, x-values are used to determine if the
triangle intersected by the vertical line is found. When it
is done, the walk continues by following the vertical line,
where y-values are used to determine the next triangles and
x-values to determine the target triangle containing the query
point. For a few final triangles in each walk direction, it uses
2D orientation tests for a precise location.

The original orthogonal walk has a significant drawback:
it does not solve the case, when the walk crosses the border
of the triangular mesh. If the horizontal walk crosses the
border, the vertical walk starts from the last triangle and
usually does not find the correct triangle.

[1] proposes a modification, where the initialization step
is simplified, and the walk is sped up by using fewer
comparisons. Instead of two comparisons determining when
the target triangle may be found, in which case the original
walk uses the 2D orientation test to be sure, it uses only
one comparison. This way the walk may stop too early, but
since the previous tests were not precise anyway, slightly
less precision is not so important, and the Remembering
stochastic walk algorithm (RSW - details see in [3]) is used
for the last few steps. The use of RSW also solves the
problem with the possibility of crossing borders of the
triangular mesh, because in such a case, the algorithm does
not end at the correct triangle, but the final location with
RSW does. However, the final walk is then longer and slows
down the whole location.

Figure 1 shows such a situation: the horizontal walk
reaches the border at the triangle γ. Here, the algorithm
switches to the vertical walk, where the vertical line is
moved to the last tested point. The vertical walk stops at
the triangle δ, because the y component of sj is higher then
the one of q. This should mean that the triangle contains q
or is close to the target triangle, but as the horizontal walk
had to stop early, the triangle is still quite far. The original
algorithm would stop here and would not locate the right
triangle. Its modification uses the RSW algorithm at this
step and therefore locates the right triangle, but for a higher
time cost, because the RSW algorithm has more expensive
tests.

The complexity of the presented algorithms has been
proved only for their basic representatives, and also either

sip

qsj

α
γ

δ

Figure 1. A case when the orthogonal walk crosses the border of the
triangular mesh (a dotted line denotes the horizontal walk, a chain line
denotes the vertical walk, a chain line with double dots denotes the final
location by the RSW algorithm; the dashed and solid line denote the lines
controlling the walk).

the time complexity or the number of visited triangles has
been derived (note that these two values do not necessarily
correspond). The stochastic walk has been shown to need
O(

√
n · log n) expected time for uniform data [18]. The

straight walk has been proved to visit O(
√
n) triangles in

the expected case and uniform distribution [5], [10], a bound
based on [2] shows that the orthogonal walk has similar
complexity as the straight walk [4], [10].

III. THE PROPOSED ALGORITHM

The algorithm described in this paper is called a Hybrid
walk, because it combines the basic idea of two walking
strategies: straight and orthogonal walk, to keep the advan-
tages of both. The algorithm works in four steps. In the
initialization step, a point p is chosen as any of the vertices
of the starting triangle, and a transformation matrix M is
set to transform the tested points in a way as if the line −→pq
was parallel with the x-axis and p′x < q′x (prime symbol
denotes the transformed vertices, i.e., p′ = p · M ). From
this point, each tested vertex is first transformed, and then
only its coordinate components are compared in the tests. In
the next step, a triangle intersected by −→pq and containing p
is found. The third step is the walk itself, following the line
−→pq. The final, short location (about 2 triangles) is done by
the RSW algorithm.

There exist many transformations meeting the previous
requirements, to achieve the fastest computation possible, we
chose the transformation matrix combining rotation by angle
φ and scaling by k. The variables φ and k are determined
by the mutual position of the points p,q. The equation used
for transforming a vertex v is as follows:

v′ = (vx, vy) ·
(

k · cosφ k · sinφ
−k · sinφ k · cosφ

)
(2)
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Figure 2. Components of the transformation matrix (x′ is parallel with
the x-axis, y′ with the y-axis).

Computing sine and cosine of φ would be slow, but it
can be avoided by using triangle similarity (see Figure 2),
so qy−py and qx−px are computed instead of k · sinφ and
k · cosφ. Note that this fast computation of sine and cosine
is the reason why k was introduced, otherwise k = 1 would
be used.

Now, let us describe the algorithm in detail (for pseu-
docode, see Algorithm 1). In further text, we assume that
the vertices of the triangles are in a CCW order. During
the initialization step, the point p needs to be selected as
simply and fast as possible, because the tests done after the
transformation are cheaper. Therefore, we choose any of the
vertices of the starting triangle as p (as is done in [3]) and
compute the transformation matrix.

When the transformation matrix is set, the triangle δ
intersected by −→pq and containing p needs to be located.
This is done in a similar manner as in the straight walk, but
with cheaper tests thanks to the use of transformations. We
select a different vertex than p from the starting triangle,
let us denote it r, and compute the y-coordinate of its
transformed version r′. Then we turn around p until we
find the desired triangle. In each triangle, we determine
which edge we should cross to the neighborhood triangle
by comparing r′y with q′y . Therefore, during this step, only
one transformed coordinate has to be computed and one
coordinate component comparison per triangle is performed.

The walk starts from the triangle δ and follows the line
−→pq. In each triangle τi with vertices li, ri, si, the edge ϵliri
is used to cross to this triangle, li is to the left of −→pq and ri
to the right. The edge to cross is determined by comparing
the y components of s′i and q′. If s′i is above

−−→
p′q′, we cross

the edge ϵrisi , otherwise, we cross the edge ϵlisi . Note that
if the line leaves the triangle through its vertex, the walk
may continue by both ϵrisi and ϵlisi , in the pseudocode we
choose the latter one. Also the x-components of s′i and q′ are
compared to end the walk if there is the possibility that the
target triangle has been found. Therefore, during this step,
both transformed components of si have to be computed and
two component comparisons per triangle are performed.

The triangle in which the walk ends does not necessarily

Input: the query point q, the chosen starting triangle α ∈ T
Output: the triangle ω which contains q

// initialization step
triangle τ = α = lrs;
point p = s;
if p = q then return τ ;
vector a = q − p;
// k = ∥a∥
double kcos = ax;
double ksin = ay ;
q′x = qx · kcos − qy · ksin;
q′y = qx · ksin + qy · kcos;
double r′y = rx · ksin + ry · kcos;
if r′y > q′y then

// r is above −→pq
double l′y = lx · ksin + ly · kcos;
while l′y > q′y do

τ = neighbor of τ trough ϵpl;
r = l;
l = vertex of τ , where l ̸= p, l ̸= r;
l′y = lx · ksin + ly · kcos;

end
s = l; l = r; r = p;

else
// r is below −→pq
repeat

τ = neighbor of τ trough ϵpr ;
l = r;
r = vertex of τ , where r ̸= p, r ̸= l;
r′y = rx · ksin + ry · kcos;

until r′y > q′y ;
s = r; r = l; l = p;

end
// now −→pq intersects τ

// walk step - following the line segment −→pq
s′x = sx · kcos − sy · ksin;
while s′x < q′x do

s′y = sx · ksin + sy · kcos;
if s′y < q′y then r = s; else l = s;
τ = neighbor of τ trough ϵlr ;
s = vertex of τ where s ̸= r, s ̸= l;
s′x = sx · kcos − sy · ksin;

end
return remembering stochastic walk(q, τ);

Algorithm 1: Hybrid Walk

contain the query point, but it is usually very close to the
one that does. The final location is performed by the RSW
algorithm (as can be seen in Section IV, it visits about 2
triangles in average). For its implementation, we used the
pseudocode from [3].

IV. EXPERIMENTAL RESULTS

For the testing purposes, we implemented the proposed
algorithm and the previous algorithms in Java with double
precision floating point arithmetic. The algorithms were
tested on Intel Q6600 2,40GHz. Based on the tests per-
formed on different types of triangulations, we chose De-
launay triangulation as a sufficient representative. The tests
were performed on triangulations of many different datasets,
which were of three different types: randomly distributed
points in the unit square, the real geodetic data from land
registers and LIDAR data.

We selected the fastest of the existing algorithms and
compared them with our proposed solution. The selected
algorithms were: Remembering stochastic walk (RSW),
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Figure 3. A hybrid walk example (a dashed line denotes the initialization
step, a chain line denotes the walk and the final location by RSW algorithm
is marked by a dotted line).

Normal Straight Walk (NSW), Improved Orthogonal Walk
(IOW) and our Hybrid Walk (HW). Remembering walk is
faster than its modification RSW, however, it may loop for
other than Delaunay triangulations, thus to be objective, we
did not include it in our test results.

In each test, 107 pairs of the initial triangle and the target
point were generated randomly, and the average number of
the tested properties were computed. Such properties were:
the length of the walk (#∆), the number of the tests (#tests)
and the time per one location (t[µs]). The properties #tests
and #∆ consist of two values for some algorithms. The
former value concerns the walk, the latter concerns the final
location performed by RSW.

Table I contains selected results of the tests for a triangular
mesh enclosed in a rectangle preventing the orthogonal
walk from crossing the border of the triangular mesh. Note
that the number of triangles visited by our algorithm is
about the same as in NSW, because both algorithms visit
triangles intersected by the line connecting a point from the
starting triangle with the query point, the only difference
is in the particular selected point. However, tests done in
each triangle by NSW are slower than by our algorithm,
therefore the time per one location is higher. RSW algorithm
is the slowest because of the 2D orientation tests and
randomization done in each step. We included it in the tests
as a representative of visibility walk group, but especially
because it is used for the final location in all NSW, IOW
and HW algorithms.

Table II compares our algorithm with IOW for randomly
distributed points in a rectangle 2:1, rotated by π/6, which
aims to resemble a more realistic situation, where some
particular walks cross the border of the triangular mesh.
It can be seen that our algorithm is the most suitable for
such data that are not enclosed in a shape preventing the
walk from crossing the border of the triangular mesh. Even
a small percentage of walks leaving the triangular mesh
slows down the whole location process in a way that our

algorithm is faster. With a growing percentage of such
walks, our algorithm becomes significantly faster. Recall
Figure 1, providing an explanation for this behavior. Each
walk leaving a triangular mesh in OW leads into a longer
final walk done by RSW algorithm, which is slower (see
Table I).

Even for the cases, when the walk does not cross the
triangular mesh border (Table I), our algorithm has compa-
rable results to OW, particularly for a uniform distribution
its speed is similar or better. Moreover, its implementation is
simpler than the one of OW, because our algorithm does not
have four different cases which need to be solved separately.

V. CONCLUSION

We presented a new walking algorithm, combining the
basic idea of two walking strategies (straight and orthogonal
walk). Experiments proved that our algorithm is faster than
the fastest existing visibility and straight walk algorithms,
and comparable with orthogonal walk algorithms. If there is
even a small percentage of walks that cross the boundary of
the triangular mesh, our algorithm becomes faster than the
orthogonal walk. Furthermore, its implementation is simpler,
because the problem does not split into cases which has to
be solved separately, as it is for the orthogonal walk.
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Abstract— This paper describes two prototype applications 

based on Virtual Reality (VR) technology for use in 

construction and maintenance planning of buildings. The first, 

applied to construction, is an interactive virtual model 

designed to present plans three-dimensionally (3D), connecting 

them to construction planning schedules, resulting in a 

valuable asset to the monitoring of the development of 

construction activity. The 4D application considers the time 

factor showing the 3D geometry of the different steps of the 

construction activity, according to the plan established for the 

construction. The 4D model offers a detailed analysis of the 

construction project. It allows the visualization of different 

stages of the construction and the interaction between all 

stakeholders during the actual construction activity. A second 

VR model was created in order to help in the maintenance of 

exterior closures of walls in a building. It allows the visual and 

interactive transmission of information related to the physical 

behavior of the elements. To this end, the basic knowledge of 

material most often used in façades, anomaly surveillance, 

techniques of rehabilitation, and inspection planning were 

studied. This information was included in a database that 

supports the periodic inspection needed in a program of 

preventive maintenance. This work brings an innovative 

contribution to the field of construction and maintenance 

supported by emergent technology. 

Keywords- Construction; Maintenance; Virtual reality; 

Interactive model. 

I. INTRODUCTION  

The main aim of a research project, now in progress at 
the Department of Civil Engineering of the Technical 
University of Lisbon, is to develop virtual models as tools to 
support decision-making in the planning of construction 
management and maintenance, PTDC/ ECM/67748/ 2006, 
"Virtual Reality technology applied as a support tool to the 
planning of construction maintenance". A first prototype for 
the lighting system had already been completed [1]. A 
second prototype concerning construction planning is now 
complete [2] and the VR model concerning maintenance of 
the closure of exterior walls is also finished [3]. This paper 
describes these two later models created as part of the overall 
research project. 

These interactive models integrate Virtual Reality (VR) 
technology and applications implemented in Visual Basic 
(VB) language. The models allow interaction with the 3D 
geometric model of a building, visualizing components for 
each construction. They are linked to databases of the 

corresponding technical information concerning construction 
planning and the maintenance of the materials used as 
exterior closures. The principal objective of the interactive 
VR prototypes is to support decision-making in the area of 
planning. 

Information technology, namely 4D modeling (3D+time) 
and VR techniques is currently in use both in the 
construction activity and in education [4]. At the Department 
of Civil Engineering, some didactic models have already 
been generated. The research project presented in this paper 
follows on from that previous educational work: two 3D 
geometric models which support activity in the rehabilitation 
of buildings [5]; and three VR models developed to support 
classes in Civil Engineering (wall, bridge and roof 
construction) in Technical Drawing, Construction and Bridge 
disciplines [6]. The didactic VR models are in common use 
in both face-to-face classes and on an e-learning platform. 

Virtual Reality technology can support the management 
of data that is normally generated and transformed or 
replaced throughout the lifecycle of a building. This 
technology constitutes an important support in the 
management of buildings allowing interaction and data 
visualization. At present, the management of building 
planning can be presented in 3D form and various materials 
can be assigned to the fixtures and furnishing enabling the 
user to be placed in the virtual building and view it from 
inside as well as outside.This study contemplates the 
incorporation of the 4

th
 dimension, that is, time, into the 

concept of visualization. The focus of the work is on 
travelling through time, or the ability to view a product or its 
components at different points in time throughout their life. 
In maintenance, the time variable is related to the progressive 
deterioration of the materials throughout the building’s 
lifecycle. It is implicit that the incorporation of the time 
dimension into 3D visualization will enable the designer/user 
to make more objective decisions about the choice of the 
constituent components of the building.  

In construction management, over the years, technical 
drawings have played a crucial role in communication 
between the numerous partners in a project. Generally, 
drawings represent formal solutions, and often 
incompatibility mistakes are only detected at advanced 
stages, on site, accruing additional costs. In this field 4D 
models promote the interaction between the geometric model 
and construction activity planning, allowing immediate 
perception of the evolution of the work. In planning, in 
correct evaluation and the meeting of needs as they arise, 4D 
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models constitute a positive contribution to decision-making 
when establishing planning strategies [7].  

Section II describes the maintenance model, highlighting 
the constitution of the database supporting the model, and the 
organization of a user-friendly interface designed to be used 
by an inspection worker. During the construction of this 
model, the basic knowledge of the topics involved, such as 
aspects related to the materials, the techniques of 
rehabilitation and conservation and the planning of 
maintenance is outlined and discussed. In addition, methods 
of interconnecting this knowledge with the virtual model are 
explored. This prototype was trialled in an actual project.  

These aspects of the construction activity are in constant 
evolution, so require the study of preventive maintenance, 
through, for example, the planning of periodic local 
inspections and corrective maintenance with repair activity 
analysis. For this reason, the model facilitates the visual and 
interactive access to results, supporting the drawing-up of 
inspection reports.  

The construction model, presented in Section III, brings 
an innovative aspect to 4D modelling as usually applied to 
construction planning, through the incorporation of pictures 
into the interface of the VR model, an important support 
element in the comparison between what is planned and what 
is in progress in situ after each construction task.  

II. THE WALL MAINTENANCE MODEL 

Façade coatings play an important role in the durability 
of buildings, since they constitute the exterior layer that 
ensures the protection of the wall against the aggressive 
actions of a physical, chemical or biological nature. 
Naturally, they should also give the façade the required 
decorative effect. Since this building component is exposed 
to adverse atmospheric conditions it frequently shows an 
evident degree of deterioration, requiring maintenance 
work.In order to arrive at the best solution for eventual 
maintenance and repair work, a survey of defects and 
deterioration must be conducted. 

In order to better understand the operation of façade 
coating, bibliographic research of materials usually applied 
to this type of material was carried out and a table of 
characteristics of these was drawn up. Subsequently, a 
survey was made of anomalies, probable causes, solutions 
and methods of repair for each of the coatings studied. The 
visualization of the maintenance data of a building and the 
impact of time on the performance of these exterior closure 
materials require an understanding of their characteristics [8] 
(Figure 1): 

• Types of material: painted surfaces, natural stone 
panels and ceramic wall tiles; 

• Application processes: stones (panel, support 
devices, adherent products, etc.); ceramic tiles (fixed 
mechanism, procedures, …); painted surfaces (types 
of paint products, prime and paint scheme surface, 
exterior emulsion paints, application processes); 

• Anomalies: dust and dirt, lasting lotus leaf effect, 
covering power, insufficient resistance to air 
permeability or weather-proof isolation, damaged 

stones or ceramic tiles, alkali and smear effect, 
efflorescence, fractures and fissures and so on; 

• Repair work: surface cleaning, wire truss 
reinforcing, cleaning and pointing of stonework 
joints, removing and replacement of ceramic wall 
tiles, removing damaged paint and paint surface, 
preparing and refinishing stone panels, etc.. 

 

Figure 1: Different types of materials applied as façade coatings. 

Depending on the role that the façade coatings play on 
the wall as a whole they can be classified as finishing, 
sealing or thermal insulation. The most frequent materials 
used as coating finishes are painting, tiling and, as sealing 
coating of the natural stone: 

• Paint coating contributes to the aesthetic quality of 
the building and its environment and also protects 
the surface of the exterior wall against corrosion, 
deterioration and penetration of aggressive agents 
[9]; 

• The ceramic coating consists essentially of tiling 
panels, cement and adhesive and the joints between 
the slabs. The application of ceramic tiling to 
building façades has considerable advantages 
particularly as some degree of waterproofing is 
afforded by the glazed surface along with a great 
resistance to acids, alkalis and vapour [10]; 

• The use of natural stone in the coating of façade 
surfaces is a good solution both technically and 
aesthetically. The principal characteristics of the 
stones are: reduced water absorption, sufficient 
mechanical resistance to bending and impact, 
abrasion and shearing parallel to the face of the 
slabs. 

A. The database 

The most frequent anomalies that occur in the coated 
façades were analysed in order to create a database linked to 
the virtual model that could support the planning of 
inspections and maintenance strategies in buildings. This 
database contains the identification of anomalies that can be 
found in each type of material used in façades and the 
corresponding probable cause. For each type of anomaly the 
most adequate repair solutions were also selected and 
included in the database. The following example, concerning 
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deficiencies in tiles, illustrates the methodology implemented 
in this virtual application (Table 1). 

TABLE I.  EXAMPLE OF ANOMALIES AND THE ASSOCIATED REPAIR 

SOLUTION 

Anomaly 

Detachment 

 

Cracking / Fracturing 

 

Specification 
of the 

anomaly 

Fall in areas with 

deterioration of support 

Failure of the support 

(wide cracks with well 

defined orientation) 

Repair 

solution 

Replacement of the coat 

(with use of a repair stand 

as necessary) 

Replacement of the coat 

(with repair of cracks in 

the support) 

Repair 

methodology 

1. Removal of the tiles by 

cutting grinder with the aid 

of a hammer and chisel; 

2. Timely repair of the 

support in areas where the 

detachment includes 

material constituent with 

it; 

3. Digitizing layer of 

settlement; 

4. Re-settlement of layer 

and tiles. 

1. Removal of the tiles by 

cutting grinder; 

2. Removal of material 

adjustment in the 

environment and along the 

joint; 

3. Repair of cracks, 

clogging with adhesive 

material (mastic); 

4. Settlement layer made 

with cement in two layers 

interspersed with glass 

fibre; 

5. Re-settlement of layer 

and tiles  

 

B. The interface 

The implementation of the prototype system makes use 
of graphical software programming, Microsoft Visual Basic 
6.0, software to establish a suitable database, Microsoft office 
access, graphical drawing system, AutoCAD Autodesk and 
VR technology based software, EON Studio [11]. 

Many potential users are not computer experts. Human 
perceptual and cognitive capabilities, therefore, were taken 
into account when designing this visualization tool with the 
result that the model is easy to use and does not require 
sophisticated computer skills. It uses an interactive 3D 
visualization system based on the selection of elements 
directly within the virtual 3D world. Furthermore, associated 
with each component, there are integrated databases, 
allowing the consultation of the required data at any point in 
time. 

The interface is composed of a display window allowing 
users to interact with the virtual model, and a set of buttons 
for inputting data and displaying results (Figure 2). For each 
new building to be monitored, the characteristics of the 
environment (exposure to rain and sea) and the identification 
of each element of the façades must be defined. The data 
associated to each element are the building orientation, the 
type of exterior wall (double or single), and the area and type 
of coating. 

 

Figure 2: The main interface of the interactive application. 

Once each monitored element has been chacterized, 
various inspection reports can be defined and recorded and 
thereafter consulted when needed. An inspection sheet is 
accessed from the main interface (Figure 3). 

 

Figure 3: Inspection sheet interface 

Characteristics of a façade 

Characteristics of the building and a new 

inspection sheet 

Repair methodology 

Inspection interface 
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The inspection sheet includes the type of covering 
(natural stone, Figure 4), the anomalies (Cracking 
/Fracturing) and a list of possible causes to be selected and 
associated to the element. Several photos can be added. 

 

 

Figure 4: Selecting data in the inspection interface 

The repair methodology associated to the selected type of 
anomaly is also presented. These data are then linked to the 
element. A report history of inspections is permanently 
associated to the building so that during any later interaction 
with the model, the inspection report that was defined using 
the prototype can be accessed. 

To sum up, by using the drop-down menus allowed by 
the interface, the user can associate the characteristics of the 
observed anomaly to: a façade element; the type of anomaly, 
the specification, details and the probable cause of the 
anomaly, an adequate repair solution and pictures taken in 
the building. After completing all fields relating to an 
anomaly, the user can present the report as a pdf file. 

C. The case study 

First, the 3D geometric model of a building was created 
(Figure 5). In this case, the building consists of a ground-
floor, a 1

st
 floor and an attic with dwelling space. The coating 

elements of the walls were then modeled as independent 
geometric objects. In this way, each element can then 
support characterization data of the applied material and 
different kinds of information related to maintenance. 

 

Figure 5: Steps in the geometric modeling process. 

All coatings studied were considered in this case-study. 
Thus the main façade was assumed to be tiled and the 
remaining façades painted while hall façades are of natural 
stone. Figure 6 shows how to identify a façade in the virtual 
model of the building. Figure 7 shows the inspection report 
of an anomaly. 

 

 

Figure 6: Identification of a façade element. 

 

Figure 7: An inspection sheet report. 

III. THE CONSTRUCTION PLANNING MODEL 

Construction management can be defined as the 
planning, co-ordination and control of a project from 
conception to completion (including commissioning) on 
behalf of a client [12]. This requires the identification of the 
client's objectives in terms of usage, function, quality, time 
and cost, and the establishment of relationships between the 
people involved, integrating, monitoring and controlling the 
contributors to the project and their output, and evaluating 
and selecting alternative solutions in pursuit of the client's 
satisfaction with the outcome of the project. It is essential, 
therefore, that the project designer has the depth of 
knowledge to be able to correctly identify the different stages 
of the construction planning, as well as to take into 
consideration the logistics and resources involved in the 
project. The construction planning used in the implemented 
prototype is realistic and considers the graphic and written 
documentation, measurements and quantities map, 
specifications and regulations relevant to the project [13]. 

Natural stone Cracking/Fracturing 

Repair solution 

Go to the element 

Inspection sheet 
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A prototype based on VR technology with application to 
these demands of construction planning, was created. This 
interactive virtual model presents the project in 3D, 
integrated with the construction planning schedule, resulting 
in a valuable asset in monitoring the development of the 
construction activity, compared to the construction planning 
already drawn up. The 4D application allows the time factor 
to be considered in conjunction with the 3D geometry of the 
different steps of the construction activity, according to the 
schedule established for the construction, thus offering a 
detailed analysis of the construction project. Additionally, 
VR technology allows the visualization of different stages of 
the construction and interaction with the real-time 
construction activity. This application clearly shows the 
constructive process, avoiding inaccuracies and building 
errors, thereby facilitating better communication between 
partners in the construction process. 

This application was developed in three stages: planning, 
modeling, and the integration of the first two stages. 

• Planning takes into consideration the final purpose 
of the presentation, and the definition of tasks; the 
details, therefore have to be in line with this idea. 
Using Microsoft Project 2007, the tasks are 
introduced and the relations between them defined; 

• Geometric modeling needs to relate correctly to the 
tasks as defined at the planning stage. Using 
AutoCAD 2010 as a modeling tool, the layers make 
the distinction between the different tasks and 
elements are created in enough detail to support 
correct comprehension. The application also presents 
a real-time illustration of the evolution of the 
construction through photographs of the site, taken at 
specific points in time; 

• The third stage, integration, makes use of two 
programs: EON Studio 5.0 and Microsoft Visual C# 
2008 Express Edition, where the first takes the 3D 
model created with AutoCAD and introduces it in the 
application developed using the second. 

A. The interface 

The application, developed in C#, integrates all the 
components described with the interface as shown in    
Figure 8. 

 

Figure 8: Application interface. 

The application his organized as outlined below: Virtual 
model (1); Pictures of construction site (2); Planning task list 
(3); Gantt map (4). The interaction with the application is 
made through 3 and 4. Both the task list items and Gantt map 
bars are buttons which, when pressed, send the information 
to the EON for the task selected, and in return EON presents 
the model in the current state, that is, it shows and hides 
specific elements depending on the specific stage of the 
construction. 

EON can interact with the model in a number of different 
ways. In this prototype only the state of the elements and 
camera position is changed. The state of an element is 
presented by its Hidden property, whether it is selected or 
not, whilst the camera position is determined by translation 
and rotation coordinates. EON Studio also offers the 
possibility of changing the material associated with each 
element, creating a more realistic model. 

Any new objects can be introduced into the application, 
just by modeling the new elements considering their 
positions relative to the ones already in the simulation and 
programming the associated action in EON Studio. 

Likewise, the application accepts any kind of 
construction project, as long as its implementation 
imperatives are met. Additionally, with the appropriate 
models, it can also be used in construction site management. 

The weakness of this prototype lies in the time needed to 
carry out the preparation for the actual interaction with the 
application. Modeling a building may not be very 
extensive.The programming of the actions in EON Studio, 
however, can be time-consuming. 

B. The case study 

As a method of testing the application, a construction 
project was undertaken, more particularly, the structure of a 
building, using both its graphic documentation, that is, the 
architectural and structural blueprints, and the project 
description and construction planning (Figure 9). 

 

Figure 9: Construction planning (list and Gantt map) and the 3D model of 

the building structure. 

1

2

4

3
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The whole project was simplified to serve this paper’s 
academic purposes: the list of tasks was defined based on the 
more characteristic stages of a construction process, and a 
few tasks focused on the construction details of certain 
elements. As a result, AutoCAD layers were created for each 
task defined and the 3D model constructed. When finished, 
the 3D model was exported to EON Studio, where a diagram 
of events was created, after which the application was ready 
to be used. 

As explained above, the task list and the virtual model 
are connected: when selecting a task, the relevant 
construction stage is presented (Figure 10). The first scenario 
is the landscape and then the foundation work is shown 
(Figure 11). 

 

Figure 10: Application's virtual model and task list. 

In Figure 11, some construction details have been 
modeled. Progress across three different stages, of one of the 
columns, is shown in Figure 12. There being no picture 
associated, the camera symbol becomes visible instead. A 
detail of the reinforcement and concrete of a slab is shown in 
Figure 13. 

 

Figure 11: Visualization of the foundation work. 

 

Figure 12: Column construction: reinforcement, formwork and concreting. 

 

Figure 13: Construction of a slab. 

When constructing a building, the planning sometimes 
needs to be changed due to unexpected occurences. 
Implementing these changes in the prototype is actually very 
simple, as the user has only attribute new start and finish 
dates to the task in MS Project and load the new file into the 
application. 

When a task is selected in the construction planning chart 
the static position of the model is presented. A first view is 
always linked to a task. This was established to provide 
easier interaction with the 3D model, and to focus the 
attention of the user on the important sections of each task, 
guiding them through the proper course of development of 
the construction. 

Next, the user can manipulate the virtual model, in order 
to choose the identical perspective as that shown in the 
photo. So, with the visualization of what is planned and what 
has been done in the real building, the construction work can 
be better compared and analyzed (Figure 14).  

 

Figure 14: Rotation applied to the virtual model. 

In addition by manipulating the model the user can walk 
through the virtual building observing any construction detail 
he wants to compare. 

All steps have been modelled and linked to the planning 
chart. Figure 15 shows the details of the construction work. 
The date for each visualized task is shown in the upper left 
corner of the virtual model window. 
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Figure 15: Sequence of the construction process. 

IV. CONCLUSIONS 

Virtual Reality technology with its capability of 
interaction and connectivity between elements was employed 
in the developed prototypes within a research project, 
offering several benefits both in presenting and developing 
projects and in supporting decision-making in the 
maintenance domain. 

A VR model to support the maintenance of walls enables 
the visual and interactive transmission of information related 
to the physical behaviour of the elements. The model shows 
the characteristics of each element of the building in the 
model and the information related to inspection, anomalies 
and repair works. As the 3D model is linked to a database in 
an interactive environment and has a user-friendly interface 
with easily manipulation of the data, it engenders a 
collaborative system. With this application, the user may 
fully interact with the program referring to the virtual model 
at any stage of the maintenance process and can analyse the 
best solution for repair work. It can also support the planning 
of maintenance strategies. The developed software is easy to 
handle and transport for on-site inspections and comprises 
information of the causes, solutions and methods for 
repairing anamolies. 

Technical drawings and explanatory texts often have 
little detail and are frequently insufficient in fully 
comprehending the object. Using VR models means that 
mistakes can more easily be caught before construction 
starts, which translates into time and cost reduction. The 
construction planning model can be used with any kind of 
construction project and, being a flexible application, accepts 
new data when necessary, allowing for a comparison 
between the planned and the constructed. The prototype can 
also be expanded to include other aspects of construction 
management, such as resource administration, or to have 
real-time access to the construction, through the use of 

cameras installed on site. The use of new mobile 
technologies could move the application to the construction 
site, clarifying any doubts about location or position of each 
component. 

Both models support construction activity. The VR 
construction model allows the presentation of each step 
comparing what is planned with the real situation observed, 
the pictures taken in situ . The model, therefore, helps the 
designer and owner to redefine the early plan introducting 
changes to the work in progress. Thus, economic benefits of 
updating the planning schedule are achieved along with 
better, error-free construction with no unnecessary delays.  

The maintenance model supports the global analysis of 
the need for repair tasks in a building, helping the designer to 
define an adequate plan of rehabilitation work. The plan 
must incorporate the repair of all anomalies detected during 
an inspection visit, which are reported, with the help of the 
VR model, it, too, bringing economic benefits.  

ACKNOWLEDGMENT 

The authors gratefully acknowledge the financial support 
of the Foundation for Science and Technology, a 
Governmental Organization for the research project PTDC/ 
ECM/67748/ 2006, "Virtual Reality technology applied as a 
support tool to the planning of construction maintenance", 
now in progress. 

REFERENCES 

[1] Sampaio, A.Z., Ferreira, M.M., and Rosário, D.P., 2009. 
Interactive virtual application on building maintenance: The 
lighting component, In Proc. IRF2009, 3rd International 
Conference on Integrity, Reliability and Failure: Challenges 
and Opportunities, Symposium Visualization and human-
Computer Interaction, Porto, Portugal, July 20-24, abstract 
pp. 221-222, paper 11 pgs. 

[2] Santos, J.P. 2010 ‘Construction Planning using 4D Virtual 
Models’, Integrated Master Degree Thesis in Construction, 
Technical University of Lisbon, Portugal. 

[3] Gomes, A.R., 2010. Virtual Reality technology applied to the 
maintenance of façades, Integrated Master Degree Thesis in 
Construction, Technical University of Lisbon, Portugal. 

[4] Mohammed, E.H., 2007. n-D Virtual Environment in 
Construction Education, the 2nd International Conference on 
Virtual Learning, ICVL 2007, pp. 1-6. 

[5] Sampaio, A.Z., Henriques, P.G., and Ferreira, P.S., 2006. 
Virtual Reality Models Used in Civil Engineering, IMSA'06 
Proceedings of the 24th IASTED international conference on 
Internet and multimedia systems and applications Education, 
ACTA Press Anaheim, CA, USA, USA.  
http://portal.acm.org/citation.cfm?id=1169188 
<retrieved: March, 2011> 

[6] Sampaio, A.Z., Ferreira, M.M. Rosário, D.P., and Martins, 
O.P., 2010. 3D and VR models in Civil Engineering 
education: Construction, rehabilitation and maintenance, 
Automation in Construction 19 (2010) 819–828. 

[7] Webb, R.M. and Haupt, T.C. 2003. The Potential of 4D CAD 
as a Tool for Construction Management, 7ª Int. Conf. on 
Construction Application of Virtual Reality, USA. 

[8] Gomes, A.M. and Pinto, A.P., 2009. Didactic text of 
construction materials, Technical University of Lisbon, IST, 
Lisbon, Portugal. 

[9] Ferreira, L., Coroado, J., Freitas, V., and Maguregui, I., 2009. 
Causes of the fall of tiles applied to exteriors of buildings. 

19Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4

ADVCOMP 2011 : The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences

                           27 / 132



Patterned tiling in buildings from 1850-1920. In 
Conf.Patorreb, 3rd Meeting on Pathology and rehabilitation of 
Buildlings, FEUP, Porto, March 18 -20 

[10] Veiga, M. and Malanho, S., 2009. Natural stone coating: 
methodology of diagnosis and repair of anomalies. In 
Conf.Patorreb 3rd Meeting on Pathology and Rehabilitation of 
Buildings, FEUP, Oporto, Portugal, March 18-20 

[11] EON Studio, http://www.eonreality.com/ <retrieved: 
Septembre, 2010> 

[12] Walker, A. 2002. Project Management in Construction, 
Fourth edition, Oxford, Blachweel Publishing. 

[13] Casimiro, J., 2006. Integrated Planning of Deadlines and 
Costs in PME’s Small and Medium Bubsinesses, Civil 
Engineering, Final Report, Technical University of Lisbon, 
Portugal. 

. 

 

20Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4

ADVCOMP 2011 : The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences

                           28 / 132



An Electrical Circuits e-Tutor based on Symbolic and Qualitative Analysis 
 

Jason Debono 
Institute for Electronics 

Malta College for Science and Technology 
Corradino, Malta 

jason.debono@mcast.edu.mt 

Adrian Muscat 
Dept of Communications and Computer Eng. 

University of Malta 
Msida, Malta 

adrian.muscat@um.edu.mt
 
 

Abstract—Numerical Time Domain electrical circuit simulators 
are the de facto standard in industry and education. 
Nevertheless circuits simulators based on symbolic or 
qualitative techniques have been equally studied. These latter 
techniques aim at simulating the mental models that an 
experienced engineer taps when manually designing and 
analysing a circuit. This paper describes the development of 
two software tools based on symbolic and qualitative analysis 
and their use as an electrical circuits eTutor is studied and 
discussed. As a comparison the paper also investigates the 
limitations and drawbacks of time domain electrical circuit 
simulators when used as a pedagogical tool. The field tests are 
carried out with the engagement of polytechnic teachers and 
students at the higher national diploma level. 

Keywords-Electrical; Circuits; eTutor; Symbolic; Qualitative, 
Analysis. 

I.  INTRODUCTION 
Most college, polytechnic and university electrical 

circuit theory courses include theoretical as well as practical 
sessions. The practical sessions are important for two 
reasons; (a) students learn how to link theoretical models to 
the real-life circuits, and (b) students learn how to carry out 
the appropriate measurements using the right instrument. 
These practical skills are indispensable for professional 
engineers during the installation, testing and maintenance, 
of electrical and electronics systems. However 
instrumentation is generally expensive and its use is 
restricted to labs. In this respect circuit simulators, such as 
SPICE, augmented with a graphical schematic capture front 
and back ends are very useful. With such elearning tools 
students connect virtual components together using virtual 
wires, choose and add virtual instruments to the circuit, and 
finally, carry out a computer analyses or. The software 
outputs the variables chosen or measurements as displayed 
on the virtual instruments. Such measurements include 
numerical values, like for example electrical current on a 
virtual meter, and voltage waveforms on a virtual 
oscilloscope. This type of eLearning software, widely 
distributed among colleges and polytechnics helps students 
in the acquisition of practical skills including the selection 
of instrumentation. It also speeds up the process and reduces 
the cost since there is no need for building the circuit in real 
life.  However it does not help the student in understanding 

how the circuit works or how to design the circuit. On the 
contrary, it encourages the student not to carry out a manual 
or mental analysis. 

Apart from practical skills, electrical engineering 
students learn how to analyse and design electrical circuits.  
Traditionally students have been taught how to analyse 
electrical circuits using pen and paper through teh 
application of the relevant theories, including Ohm’s Law, 
Kirchhoff’s Current Law and Kirchhoff’s Voltage Law. As 
explained above SPICE simulators were not specifically 
designed to help students learn how circuits work, 
consequently SPICE simulators have some serious 
limitations when used as a pedagogical tool. 

The electrical theories taught to students are an essential 
part of the mental models that the students must develop.  
Using these theories students can write down symbolic 
(algebraic) equations that describe how the circuit being 
analysed behaves. In contrast numerical simulators calculate 
values iteratively, and this approach limits the 
understanding and insight that the simulator can impart to 
its user about how the circuit being analysed functions. In 
the last few years symbolic simulators have been developed 
that build the symbolic equations that describe the circuit 
being analysed and display these equations explicitly.  
Examples of recently developed symbolic simulators are 
SAPWIN [1] and SNAP [2].   

Additionally, accomplished engineers apply mental 
models in what-if analysis to understand how a change in a 
parameter at a point of the circuit affects the other 
parameters of the circuit.  A change in a parameter, like for 
example the input voltage, is thought of as first influencing 
the parameters of its neighbouring components and nodes.  
In turn these varying parameters affect their own neighbours 
and hence the changes propagate throughout the circuit.  
This method of analysing a circuit was successfully 
implemented in a software program in 1977 by Sussman 
and Stallman, who termed this technique as the ‘Propagation 
of Constraints’ [3]. The algorithm implemented by Sussman 
and Stallman calculated the numerical values of voltages 
and currents. In fact the mental models used by engineers 
are usually more simplistic than this because the engineers 
only consider the direction of change, that is, an increase, a 
decrease or no change at all in the parameter’s value.   In 
other words the quality of the change is considered and not 
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the quantity of the change. This kind of reasoning has been 
studied and formally applied to electric circuits and other 
physical systems like thermodynamic systems in the field of 
study entitled “Qualitative Physics”. In 1984 Johan De 
Kleer implemented the Qualitative Analysis of electrical 
circuits in a program he called EQUAL [4].  This program is 
able to explain how a circuit works using qualitative 
arguments and even categorize the circuit as being a power-
supply, logic-gate, amplifier or multivibrator. 

In this paper two programs that target smaller scopes are 
discussed.  The first program accepts input circuits that are 
made up of an arbitrary number of resistors and only one 
battery.  This program processes serial and parallel 
connections of resistors. The second program accepts input 
circuits that are made up of an arbitrary number of resistors, 
voltage sources and current sources. The software tool then 
tutors the user on how to select valid spanning trees and the 
corresponding fundamental cutsets for the input circuit. The 
symbolic Kirchhoff’s Current Law (KCL) equation for each 
fundamental cutset is then generated by the program, which 
the user or student can compare to his/her workings.  Both 
tools analyse the topology of the input circuit to accomplish 
their respective type of analysis. The first program is targeted 
to MQF level 4 students while the other program is to be 
used by MQF level 5 students.   

The rest of the paper is organised as follows: Section II 
reviews circuit analysis techniques and section III reviews 
numerical models in education. The tools developed are 
described in section IV and the section V discusses results 
and conclusions.  

II. CIRCUIT ANALYSIS PARADIGMS 
In this section five types of circuit analysis paradigms 

are discussed, the nodal and loop analysis, graph theory in 
electrical circuits, qualitative analysis, symbolic analysis 
and the propagation of constraints. 

A. Nodal and Loop Analysis 
A circuit can be described by using either the mesh or 

the nodal formulation. The mesh equations are based on 
Kirchhoff’s Voltage Law (KVL), which states that the sum 
of voltage drops along any closed loop is zero.  On the other 
hand, the nodal equations are based on KCL, which states 
that the algebraic sum of currents leaving any node is zero.  
A more general definition of KCL is that in any 
fundamental cutset that separates the network into two parts, 
the sum of the currents in the cutset edges is zero.  If the 
number of branches in the network is denoted by the letter b 
and number of ungrounded nodes is denoted by the letter n, 
then to solve a circuit; (a) the number of mesh equations 
required is equal to b – n, and (b) the number of nodal 
equations required is equal to n. 

In general nodal analysis yields less equations than mesh 
(loop) analysis and hence nodal analysis is usually easier to 
carry out [5]. 

B. Graph Theory 
Graph Theory is used in various ways to aid circuit 

analysis, for example Signal Flow Graphs. This paper 
focuses on the use of graph theory to analyze the topology 
of electrical circuits, which is the study of inter-connected 
objects represented by ‘edges’ in a graph.  The points where 
the end-points of edges touch together are formally called 
‘vertices’ or ‘nodes’.  

 
(a) (b) 

Figure 1: (a) Example Circuit1, and (b) Graph of Example Circuit. 

A graph is extracted from the schematic diagram of a 
circuit by replacing the components with edges. For 
example the graph shown in fig.1(b) is extracted from the 
circuit shown in fig.1(a). A graph of an electrical circuit 
contains more than one spanning tree, and from each 
spanning tree a set of fundamental loops and fundamental 
cutsets can be extracted. 

1) Spanning Tree 
A spanning tree of a graph is defined as any set of  

connecting branches that connects every node to every other 
node without forming any closed paths or loops [5].   

 
(a) (b) 

Figure 2: (a) Spanning Tree I, and (b) Spanning Tree II. 

Fig.2(a) and fig.2(b) show two different spanning trees 
for the graph shown in fig.1(b). Once a spanning tree has 
been defined, the edges making part of the spanning tree are 
referred to as branches. The remaining branches are referred 
to as links  or chords. 

2) Fundamental Loops 
A fundamental loop is a loop that contains one (and only 

one) link in its set of edges [5]. 
 

  
(a) (b) 

Figure 3. (a) Fundamental Loop for R1, (b) Fundamental Cutset for V1 
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Fig.3(a) shows the fundamental loop for link R1 when 
considering the Spanning Tree shown in fig.2(b). To 
construct a loop that includes only the link R1 (which is 
shown as a thick black line) and no other links, the tree 
branches shown in red must be used. Therefore the 
fundamental loop of R1 is made up of the edges:  R1, R3, 
and V1. 

3) Fundamental Cut Sets 
A cut set is a minimal set of edges that when cut, divides 

the graph into two groups of nodes.  A fundamental cutset is 
a cutset that contains one (and only one) tree branch in its 
set of edges [5]. Fig.3(b) shows the fundamental cutset for 
tree branch V1 when considering the Spanning Tree shown 
in fig.2(b). By cutting V1 node 1, shown in green becomes 
isolated from the group of remaining nodes, that is nodes 2, 
3 and 4, which are shown in red. Together with branch V1, 
the link R1 has to be cut to keep the two groups of nodes 
separated, hence the complete fundamental cutset is: V1, 
and R1. 

C. Qualitative Electrical Circuits Analysis 
De Kleer [4] divides qualitative analysis of electrical 

circuits into two independent types of analysis, which are; 
(a) causal analysis, and (b) teleological analysis. 

The way that the components are connected together in a 
circuit gives a specific structure to the circuit. The 
schematic diagram of a circuit describes this structure. Each 
component in the circuit causes some effects on the other 
components that are connected to it, and these in turn affect 
the components that are connected to them, and so on.  The 
aim of causal analysis is to combine the behaviour of the 
individual components to explain the behaviour of the 
overall composite system. That said, a composite system is 
built so that it serves a purpose.  The purpose of a circuit is 
also referred to as the function of the circuit. Teleological 
analysis describes how by knowing the behaviour of a 
circuit one can deduce its function.   

Causal analysis relates structure to behaviour and 
teleological analysis relates behaviour to function. These 
two types of analysis were also investigated by Marc 
Fosséprez in 1988 [6]. Marc Fosséprez states that it is 
relatively easy to deduce how a circuit behaves once its 
function is known, but it is much harder to deduce how a 
circuit behaves if only the circuit’s structure (its schematic 
diagram) is given. His work focuses on this latter task and 
he gives definitions about the different structures that 
circuits can possibly have and mathematical proofs that 
employ topology and graph theory. 

D. Symbolic Simulators 
Symbolic simulators are able to generate the transfer 

function of circuits input to them. The transfer function is a 
commonly used symbolic expression that describes how a 
circuit behaves.  Using the transfer function the output 
signal that the circuit generates for a given input signal can 
be calculated. The advantage of using a symbolic transfer 

function is that the circuit is analysed symbolically only 
once to obtain the transfer function and then as many 
numerical answers as needed can be obtained from the 
transfer function by substituting the symbols with the 
numerical values being considered. 

Considerable research has been carried out on the 
symbolic analysis of electrical circuits in the late 1960’s and 
a number of software Symbolic Simulators were developed 
in the 1980’s,[7]. For example De Kleer developed a 
symbolic simulator called SYN together with Sussman in 
1979 [8]. De Kleer states that SYN has several limitations 
that are were overcome in EQUAL, the Qualitative Analysis 
Simulator that he developed [4]. These limitations include 
the lack of the ability to use approximations that drastically 
simplify the algebra without sacrificing accuracy. Some of 
these problems have been addressed in modern symbolic 
simulators [9]. 

Good examples of modern symbolic simulators that are 
equipped with a Graphical User Interface (GUI), including a 
schematic capture front end are SAPWIN [1] and SNAP [2].   

E. Propagation of Constraints 
The propagation of Constraints has proved to be a 

powerful algorithm in circuit analysis. Fosséprez 
recommends its use when searching for a pair of compatible 
current and voltage (i, v) orientations, while analysing 
circuits qualitatively [6]. In 2006 Peter Robinson et al 
developed a type of software authoring tool for an 
‘Intelligent Book’ [10] in which this algorithm is used to 
find the currents, voltages and component values inside 
different circuits.  The values generated by the Propagation 
of Constraint algorithm are used to verify the values input 
by the students that make use of the ‘Intelligent Book’. 

III. NUMERICAL MODELS IN EDUCATION 
The main author has carried out a study based on a 

questionnaire regarding the effectiveness of using SPICE 
simulators as a pedagogical tool and using handouts which 
explain step by step the symbolic calculations involved in 
electric circuit analysis. The questionnaire involved both 
open ended questions and Likert scale questions. The 
questionnaire was handed out to the students of the two first 
year classes of the National Diploma in Electrical and 
Electronics Engineering (MQF level 4) at MCAST, Malta 
and a total of thirty one filled in questionnaires were 
collected. The full report on this study is published in [11]. 
The report outlines two conclusions that are relevant in this 
paper; (a) in general although students find the SPICE 
simulator as motivating very few agree that it helps in 
understanding how circuits work, and (b) The larger 
proportion of students acknowledge that it would be much 
more useful if the simulator explains how the results are 
obtained. These results confirms what the other researchers 
that advocate the use of symbolic and qualitative have stated 
in their papers, which is that software that give explanations, 
and not just results, aids the students better. 
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IV. SOFTWARE TOOLS DEVELOPED 
Two separate software tools were developed, the first 

one using MS C++ and the second one using MS C#. The 
first tool is text based while the second one is provided with 
a GUI, which makes it more adequate to be used as an 
eTutor. 

A. Input Text  Files   
Both software tools require the user to input the circuit 

to be analysed as a text file, but the format is different in the 
two cases.  The first tool requires the circuit to be specified 
in a matrix in which the rows represent nodes and columns 
represent components. The first row of this matrix is 
reserved for the components’ values, that is the voltage of 
the battery and the resistance of each resistor. In the cells of 
the other rows a ‘1’ means that terminal one of the 
corresponding  component is connected to the node 
corresponding to the cell’s row, ‘2’ means that terminal two 
of the corresponding  component is connected to the node 
corresponding to the cell’s row and ‘0’ means that the 
corresponding component is not connected to the particular 
node considered. The format of the input text file for the 
second program is more compact since in it a text line is 
dedicated to each component and the numbers of the two 
nodes to which the component is connected are stated in the 
corresponding line.  This does away with the ‘0s’ that were 
used for the first program.  The other information included 
in each line of this text file is the X and Y coordinates of 
where the component is to be drawn in the GUI, the name of 
the component and its value. 

B. Series and Parallel Reductions Program  
The first software tool accepts input circuits that are 

made up of an arbitrary number of resistors and only one 
battery.  This program then analyses the connections of all 
the resistors and identifies resistors that are connected in 
parallel.  Each group of resistors connected in parallel is 
replaced by one equivalent resistor.  The program then 
identifies serially connected resistors and replaces each 
group by one equivalent resistor.  This process is depicted in 
fig.4.  At each step the program outputs a matrix in text 
format which specifies the connections in the resultant 
simplified circuit.   

If the resultant circuit contains other groups of resistors 
that are connected in parallel or in series further reductions 
are done.  This process is repeated until no further 
reductions are possible. 

C. Graphical Circuits Analysis Program  
The aim of the program is to eTutor students that are 

learning how to identify a fundamental tree and the 
corresponding fundamental cutsets in a given circuit and 
how to generate the KCL current equations for each 
fundamental cutset.  This topic is covered in a unit called 
‘Further Electrical Principles’ that higher national diploma 
(MQF level 5) students follow in the second year of their 
course at MCAST. 

 

 

 

 

         

Figure 4.  Example of the parallel and series resistors reduction processes 
carried out by the first program. 

Once a circuit is specified correctly in the input text file 
it can be loaded in the program.  Fig 5. shows an example of 
a loaded circuit.  The user is asked to chose a spanning tree, 
by clicking on the components in the circuit.  Once the user 
selects a group of components that s/he think makes up a 
valid spanning tree, s/he must press the ‘Check Spanning 
Tree’ button so that the program verifies if the selected 
group of components makes up a valid spanning tree.  If it 
does not the program informs the user and gives relevant 
feedback to the user of why the selection does not make up 
a valid spanning tree.  The program informs the user 
whether s/he selected the right amount of components and 
whether s/he captured all the nodes in the circuit with the 
group of components selected. The program also informs 
the user if there are loops present in the selection made. 

 

Figure 5.  Example of a loaded circuit in the program’s GUI 

On the other hand, if the selection makes up a valid tree 
the program informs the user and allows the user to select 
this spanning tree to continue with the circuit analysis.  To 
do this the user has to press the ‘Use this Spanning Tree for 
Circuit Analysis’ button.  Once this button is pressed the 
program goes into Step 2, in which the user has to select the 
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correct fundamental cutset for each of the tree branches 
inside the selected spanning tree.  The tree branch for which 
the user has to select the links that make up the fundamental 
cutset is highlighted in red, as shown in fig.6. 

 

Figure 6.  Example of a fundamental cutset KCL equation generated when 
the correct fundamental cutset is selected and the appropriate button is 
pressed 

The fundamental cutset must separate one of the group 
of nodes from the remaining group of nodes.To help the 
user the program highlights all the nodes in one of these 
groups in orange and the nodes in the other group in green. 
After that the user selects the components that s/he thinks 
make up the fundamental cutset, s/he must press the ‘Check 
Fundamental Cutset’ button. Once this button is pressed the 
program checks if the selected components make up a valid 
fundamental cutset.  If this is not the case the program gives 
relevant feedback to the user.  The program states whether 
one or more components that should be included in the 
selection are not selected and it also states if one or more 
components that should not be included in the selection are 
in fact selected. In the case when the selected components 
make up a valid fundamental cutset, then the user is 
informed accordingly and is allowed to press the button 
labelled “Create Current Equation for the Cutset”.  When 
this button is pressed the KCL equation for the fundamental 
cutset is generated by the program and displayed at the 
bottom of the screen as shown in fig.6. The user can then 
press the ‘Go to next Cutset’ button to find the fundamental 
Cutset of the next branch in the spanning tree. This process 
has to be repeated until the fundamental cutsets of all the 
branches in the spanning tree are found. 

At this point it is desirable that the program tutors the 
user on how to find the fundamental loop for each link 
present in the graph, but this feature has not been 
implemented yet.  The author plans to have this feature 
functional in the future so that it can be used by the higher 
national diploma students. 

D. Algorithms in the Graphical Circuits Analysis Program 
In the computer program developed, the nodes are 

implemented in a list. The branches or components at a 
given node are defined in another list. The algorithms then 
operate on these lists. From graph theory it is known that a 
valid spanning tree must be made up of n-1 edges, where n 
is the number of nodes. Hence the first check made to verify 
the input tentative spanning tree is to count the number of 
selected components and check if it equal to n-1. If this is 
not the case it means that the selected components do not 
make up a valid spanning tree. 

The next step to carry out is to check that the selected 
components capture all the nodes inside the circuit (graph). 
The algorithm just has to go through all the selected 
components and mark the two nodes to which each 
component is connected as captured. After that the 
algorithm has to go through the nodes and check that none 
of them is non-captured.  If one or more nodes are non-
captured then the selected components do not make up a 
valid spanning tree. There exist cases in which the two 
checks explained above are satisfied but the selected 
components still do not make up a valid spanning tree.  In 
this case the selected branches will not be continuously 
connected and at least one loop will be present in the 
selection.  To check for such cases the spanning tree 
algorithm starts off with one of the selected tree branches. It 
checks to which nodes this branch is connected and 
proceeds to discover which other branches one of these 
nodes is connected to. If there are more than one branch 
connected to this node the algorithm starts considering the 
first branch and it takes note of which branch this is so that 
once it finishes checking it and returns to the last node 
considered, it continues looking for the correct branch. This 
process is repeated for each node.  When at least one branch 
is found connected to a node the algorithm jumps to the 
other node to which this branch is connected and hence 
travels further away from the first node that it considered at 
the start. Naturally the larger the selected tentative spanning 
tree is, the more searching the algorithm has to do. But in 
the case of invalid spanning tree selections there are two 
possible ways in which the algorithm completes.  One way 
is that the algorithm steps forward (not backwards) into a 
node that it already checked, and hence a loop is discovered. 
The other way in which the algorithm can complete in the 
case of an invalid spanning tree selection is that it finds out 
that it exhausted all the branches and nodes that are 
connected to the first branch considered, but it did not find 
all the nodes present inside the graph.  In this case it means 
that the algorithm has found one continuous length of 
connected branches, which is not connected to the 
remaining branches of the selected tentative spanning trees.  
Since spanning trees should not contain any discontinuities 
in their branches’ connection, this means that the selected 
components do not make up a valid spanning tree. 

Another algorithm used in the graphical analysis 
program is the one that highlights in different colours the 

25Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4

ADVCOMP 2011 : The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences

                           33 / 132



two groups of nodes that are to be separated by a 
fundamental cutset.  The searching that this algorithm does 
is very similar to that done by the algorithm that verifies 
spanning trees. However in this case, the fundamental 
cutsets algorithm does not check for loops because it is used 
after that a valid spanning tree is already selected, so it is 
already guaranteed that no loops are present.  The important 
feature that this algorithm possesses, similarly to the 
previous algorithm, is that it always remembers which 
branch it checked last when jumping from one node to 
another, so that when it returns back to the node from where 
it jumped, it continues checking from the correct branch. 

V. CONCLUSIONS 
An important conclusion from the questionnaire 

delivered to the national diploma (MQF level 4) students is 
that they are keen to experience software tools that help 
them understand how to analyse electrical circuits, by 
explaining the results that these programs generate. This 
type of software simulates the full-time availability of a 
tutor.  

Two software tools that give explanations of the analysis 
carried out computationally on circuits were developed.  
Both these programs contain elements of Symbolic and 
Qualitative analysis. 

One of these programs is aimed at first year national 
diploma (MQF level 4) students. It identifies resistors that 
are connected in parallel and in series and replaces them by 
equivalent resistors. This program was tested and verified to 
function correctly, but since it was developed as a text based 
program it is not easy for the students to use it.  Hence an 
improvement that is needed for this program to become 
useful is the provision of a GUI. 

The other tool is aimed at second year higher national 
diploma (MQF level 5) students.  Its aim is to tutor these 
students on how to find correct spanning trees and 
fundamental cutsets in graphs of electrical circuits. This 
program was tested and verified to function correctly. It 
interacts with its users through a GUI.  It lets the user input 
the circuit of interest and try to select a valid spanning tree. 
When a valid spanning tree is selected the program lets the 
user work out all the valid fundamental cutsets 
corresponding to this spanning tree and then generates the 
corresponding KCL equations. Whenever the user does an 
incorrect choice during the selection process, the tool 
explains why the choice is incorrect, and hence acts like a 
Tutor.  

There are many possible improvements that can be done 
to this tool, the most important of which is the inclusion of 
fundamental loops selections. The feedback that this 
program gives to its user can also be more informative, or 
even better, be in increasing steps of information, according 
to how much help the user desires to get. In any case, even 
at the current stage of development this program can aid 
significantly the students that are learning this topic.  
Besides being used by the author, this program was 

demonstrated to two lecturers that teach this topic and both 
confirmed that this program will help them deliver the 
concerned topic more efficiently, leading to higher success 
rates among students. 

The tool was first tested by fifteen students that 
undertook courses that included the topic under 
consideration in the previous academic year and all these 
students stated that this tool would have been of great help 
to them. The program was then tested with a class of 18 
novel HND students during the academic year (2010-2011).  
These students were able to choose their own personal set of 
branches that make up valid spanning trees and fundamental 
cutsets in class. This reduced the amount of time that the 
students needed to learn and understand these two concepts, 
as well as the success rate among students. 
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Abstract—In production engineering, the process of reverse
engineering often requires modifications of CAD/CAM data.
In general, CAD surfaces are modified according to a set of
discrete displacement vectors. For this purpose, smoothing space-
deformation techniques like free-form deformation (FFD) can be
used. We present a B-spline-based adaptive FFD, which is able
to ensure a user-defined shape accuracy. In an iterative process,
the control-point lattice of the B-spline volume is automatically
refined so that the approximation errors resulting from the
direct free-form deformation decrease. Therefore, the areasinside
the volume with the highest deformation are identified and
subsequently refined by inserting new knots into the B-spline
volume. Numerical studies have shown that the presented method
improves the common B-spline-based FFD technique with respect
to accuracy and efficiency.

Index Terms—CAD; free-form deformation; reverse engineer-
ing

I. I NTRODUCTION

There are several applications in production engineering,
in which the geometry of a designed part has to be modi-
fied. First of all, during product development, modifications
of the product are often required in order to optimize or
change the product properties. This process is generally called
reverse engineering [1], or reengineering; it begins with a
prototype being manufactured with respect to the designed
CAD model (CAD - Computer-Aided Design), followed by
manual modifications by the engineer. To incorporate these
modifications, first, the manufactured workpiece is measured
by an optical or tactile scanning device. Then, the digitized
data is compared to the designed CAD model by a registration
process [2]. Normally, the outcome of the registration is a
discrete displacement field, which is used for the following
modification of CAD/CAM data (CAM - Computer-Aided
Manufacturing). Another important application is the com-
pensation of springback in sheet metal forming. Here, the
geometry of forming tools has to be modified with respect to
a modification field [3], which is obtained by a finite element
simulation of the forming process or by a registration of the
digitized data.

Free-Form Deformation (FFD) is a technique for space
deformation and is used for the modification of 3D objects [4]
in computer graphics and geometric modeling. Due to its
continuity and flexibility, this method was already applied
for industrial applications, e.g., rapid manufacturing [5] or

the compensation of form errors by modifying CAD/CAM
data [6][7]. However, approximation errors always occur,
thus, the desired shape accuracy cannot be ensured. In this
paper, we present an adaptive FFD method, which allows the
modification of 3D shapes with regard to a specified shape
accuracy.

This paper is organized as follows. In Section II, a short
overview of free-form deformation techniques is provided.
Section III presents the new approach for the adaptive free-
form deformation using B-splines. The presented method is
validated in Section IV using two examples from sheet metal
forming. Finally, a conclusion is given in Section V.

II. RELATED WORK

A first approach for free-form deformation was introduced
by Barr [4]. He used differential affine transformations for
regular global deformations, like scaling, tapering, bending, or
twisting. Additionally, rules for the transformation of tangent
and normal vectors were developed. Sederberg and Parry [8]
presented a more general approach for spatial deformation.
They defined the deformation function as a trivariate Bernstein
polynomial tensor product (B́ezier volume). The FFD volume
is represented by a parallelepiped lattice of control points, and
the space deformation is realized by moving the control points.
This FFD technique proceeds as follows:

1) Define a lattice of control points, which encloses the
object to deform

2) Calculate the local parameters of every point describing
the embedded object

3) Deform the FFD volume by moving the control points
4) Displace the embedded object points.
Based on the work of Sederberg and Parry, Coquillart [9]

developed an Extended Free-Form Deformation (EFFD) us-
ing arbitrarily shaped, non-parallelepipedical lattices. This
method uses the B́ezier technique, in which the lattice size
depends on the degree of Bernstein polynomials, thus, only
global deformations are possible. Extensions to B-splines[10]
or NURBS (Non Uniform Rational B-spline) [11] increase
the flexibility of FFD and provide the possibility for local
deformations. Hsu et al. [12] developed a method for the
direct manipulation of FFD, which allows to control the free-
form deformation by displacing object points directly. They
compute the repositioning of the control points in a sense of
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least squares using the pseudo-inverse matrix. Hu et al. [13]
introduced an explicit and more efficient solution for the direct
manipulation problem. Sarraga [6] adopted the FFD-method
for modifying CAD/CAM surfaces according to displacements
prescribed at a finite set of points.

Biermann et al. [7] presented an approach for manufacturing
modified workpieces, in which a B-spline volume is used
for the direct deformation of original NC programs (NC -
Numerical Control). The requirements for the FFD were
accuracy and efficiency by deforming CAD/CAM data, which
consist of several thousand points. Here, the accuracy increases
with the number of control points, but it is still hard to ensure
that the approximation error is within the required tolerance.

III. A DAPTIVE FFD

In this section, an adaptive FFD method is presented that is
able to ensure a user-defined shape accuracy by deforming
an object in the described manner. The data at hand is a
shape (e.g., mesh or CAD model of a workpiece) and a finite
set of displacement vectors according to the desired shape
modification. For this purpose, Biermann et al. [7] used a
B-spline volume with a regular lattice of a fixed size. The
innovation of the presented FFD method, which also uses
a B-spline volume, is the iterative refinement of the lattice
and recomputation of the control point positions so that the
approximation error decreases in each iteration.

The adaptive FFD proceeds as follows:
1) Initialize a B-spline volume with a regular, paraxial

lattice of minimal size
2) Compute the deformation according to the displacement

vectors
3) Deform the object and update the displacement vectors
4) If the shape deviation (e.g., least squares distance be-

tween source and target shape) is not within the toler-
ance, refine the lattice and go to step 2.

In the following, the individual steps are explained in more
detail.

A. Definition and initialization

The B-spline volumeF : R3 → R
3 of degreep, q, andr is

defined by:

F (u, v, w) =

l,m,n
∑

i,j,k=1

Bi,p(u)Bj,q(v)Bk,r(w)Pi,j,k, (1)

wherePi,j,k are the control points on a (l × m × n)-lattice,
(u, v, w) are the local parameters of a point inside the B-spline
volume, andBi,p(u), Bj,q(v), andBk,r(w) are the nonrational
B-spline basis functions defined on the knot vectors

U = {umin, . . . , umin
︸ ︷︷ ︸

p+1

, up+1, . . . , ul, umax, . . . , umax
︸ ︷︷ ︸

p+1

},

V = {vmin, . . . , vmin
︸ ︷︷ ︸

q+1

, vq+1, . . . , vm, vmax, . . . , vmax
︸ ︷︷ ︸

q+1

},

W = {wmin, . . . , wmin
︸ ︷︷ ︸

r+1

, wr+1, . . . , wn, wmax, . . . , wmax
︸ ︷︷ ︸

r+1

}.

In general, the parameter space and, therefore, the knot
vectors are normalized to[0, 1]. This requires the embedding
of the objects, where for every pointpi = (xi, yi, zi) the
local parameters(ui, vi, wi) have to be found. In case of
a Bézier volume, this can be easily done by solving linear
equations [8]. In case of a B-spline or NURBS, due to the
multiplicity of outer knots, the local parameters have to be
found by numerical search [14]. Regarding the deformation
of complex and large objects, this operation may be very
costly. To overcome this problem, we define the initial B-
spline volume as the identity so that the embedding operation
vanishes. The initial B-spline volume has a regular, paraxial
lattice of minimal size. This meansl = p + 1, m = q + 1,
and n = r + 1. For the normalized parameter space, the B-
spline volume is equivalent to a Bézier volume, and for the
embedding functionE : R3 → [0, 1]× [0, 1]× [0, 1] yields:

E(x, y, z) =

(
x− x1

xl − x1

,
y − y1

ym − y1
,
z − z1

zn − z1

)

, (2)

where P1,1,1 = (x1, y1, z1) and Pl,m,n = (xl, ym, zn).
By reparameterizing the parameter space to
[x1, xl]× [y1, ym]× [z1, zn], the embedding function
becomes identity:E(x, y, z) = (x, y, z). This means that the
local parameters of a point are equal to its coordinates.

B. Computing the deformation

The direct manipulation of an FFD volume requires the
computation of control point displacements so that the distance
between the deformed source pointpi and corresponding
target pointqi is minimized for every pair(pi, qi), 0 < i ≤ d,
whered is the number of displacement vectors. This can be
formulated as a least-squares problem:

R =

d∑

i=1

‖qi − F (pi)‖
2

2
→ min . (3)

The deformation of a pointp = (x, y, z) is given by:

F (p) = F (x, y, z)

=

l,m,n
∑

i,j,k=1

Bi,j,k(x, y, z)(Pi,j,k + δi,j,k)

= p+

l,m,n
∑

i,j,k=1

Bi,j,k(x, y, z)δi,j,k,

(4)

whereδi,j,k are the displacement vectors of the control points
and Bi,j,k(x, y, z) = Bi,p(x)Bj,q(y)Bk,r(z). The minimiza-
tion problem (3) can be formulated as a set of linear equations
and solved in a sense of least squares using the Singular Value
Decomposition (SVD) [7].

In order to allow an iterative recalculation of control point
displacements, equation (4) can be defined recursively:

Fs(p) = Fs−1(p) +

l,m,n
∑

i,j,k=1

Bi,j,k(x, y, z)δ
s
i,j,k, (5)
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where F0(p) = p and δsi,j,k are the displacements of the
control points in the iterations, which updates the positions of
the control points from the previous iteration. By considering
only the control points which were involved in the refinement
of the lattice in the previous iteration, the complexity of the
least-squares problem (3) decreases and, thus, the computing
time is reduced significantly. In doing so, the FFD volume is
optimized locally in each iteration and the shape deviations
decrease continuously.

C. Refinement of the lattice

In order to reduce the approximation errors, the flexibility
of the FFD volume has to be increased. One well-known
technique for increasing the degrees of freedom and thereby
the flexibility of B-splines is knot insertion [14]. In case of a
B-spline curves, adding a new knot does not change the shape
of the curve. Therefore, inserting a new knot cause additionof
a new control point and the displacing of some existing control
points. In case of a B-spline volume with an(l×m×n)-lattice,
e.g. inserting of a knot into the knot vectorU increases the
lattice size to((l + 1)×m× n) control points. By inserting
knots successively into the knot vectorsU , V , and W , the
lattice can be expanded to an arbitrary size.

The challenge is to decide where the knots are to be inserted,
so that the approximation error decreases as much as possible.
Here, it is important to keep the lattice size small in order
to not increase the computing time unnecessarily. Therefore,
we subdivide the FFD volume into cells or subspaces and
analyze the discrete deformation field inside each cell. Cells
with strong deformation will be refined by knot insertion.

An intuitive subdivision of the FFD volume is given by
the knot vectorsU , V , and W . With respect to the ini-
tialization of the minimal B-spline volume, the parameter
space is equal to the model space and the unequal knots
inside a knot vector indicate the partitioning of the vol-
ume into the corresponding direction. For instance, the knot
vector U = {umin, . . . , umin

︸ ︷︷ ︸

p+1

, umax, . . . , umax
︸ ︷︷ ︸

p+1

} yields only

one partition of the initial B-spline volume intox-direction,
in particular, [umin, umax] with respect to parameter space
or, equivalently,[xmin, xmax] with respect to model space.
Furthermore, inserting a knotu1 would subdivide the model
space into cells[xmin, u1]× [ymin, ymax]× [zmin, zmax] and
[u1, xmax]× [ymin, ymax]× [zmin, zmax]. In this process, we
consider three partitionings of the FFD volume, one in each
direction.

In the next step, the deformation field inside each cell is
analyzed in order to decide which cell has to be subdivided.
For the comparison of the cells, an appropriate measureD is
required, which describes the strength of space deformation
inside a cell. The simplest one is the maximum lengthM of
all deformation vectors. This will force the refinement of at
least three cells, one for each direction, which is not always
necessary. In fact, the disturbance of the vector field or, rather,
its gradients into the corresponding direction, e.g., gradient
into x-direction for u-cells, should be taken into account by

Fig. 1. Source and target shape of the hat profile.

the measureD. Additionally, large cells should be preferred
for the refinement. These requirements are combined into one
measure, e.g., for theu-cells, by:

Dx = M · Lx ·
1

d

d∑

i=1

δx(~vi), (6)

whereLx is the length of the cell intox-direction andδx(~vi) is
the partial derivative of the vector field at vector~vi = (pi, qi).
We approximateδx(~vi) for the k-neighborhood by:

δx(~vi) =
1

k

k∑

j=1

||Fs(~vj)− Fs(~vi)||2 · |(pj − pi) · bx|

||pj − pi||22
, (7)

where bx = (1, 0, 0)T is one of the canonical basis vector
in R

3 and Fs(~vi) = (qi − Fs(pi)) is a residual deviation
vector after deformation withFs. Note, F0(pi) = pi. The
deformation measuresDy and Dz for v- and w-cells are
calculated analogously. Among all cells we first determine
the maximum valueDmax and then refine the cells with
D ≥ αDmax, 0 ≤ α ≤ 1, by inserting a knot into the
middle of the cell. By varying the scalarα, it is possible to
control the number of subdivided cells: forα = 1, only one
cell is refined and, forα = 0, all cells are refined. Due to the
cubic time complexity of SVD, inserting only one knot per
iteration results in the shortest total computing time, although
the number of iterations and the lattice size are not necessarily
minimal. Thus, we setα = 1 in the following numerical
studies.

IV. RESULTS

The presented method is validated on the basis of two
examples from sheet metal forming. The first example is a
simple hat profile, see Fig. 1. It is a2.5D object, i.e., the
object has no variation of the shape along thex-axis, and the
corresponding mesh has5, 859 vertices. The target shape is
the reference shape of the workpiece and the source shape
was obtained from the target shape by bending. Thus, the
displacements of the mesh vertices are known.

We use FFD for the adjustment of the source shape to the
target shape with respect to the displacement vectors. Initially,
the B-spline volume has a lattice with(2× 4× 4) control
points. The adjustment is proceeded by the adaptive FFD and
the process terminates if the normalized residualRN = 1

d
R is

below a user-defined thresholdǫ, which we set to0.0001. For
this simple example from Fig. 1, ten iterations were required
to achieve the desired approximation quality. In this process
the lattice has been refined to the size of(2× 13× 4) control
points in approx.7 seconds. The calculated B-spline volume
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Fig. 2. Adjustment of the source shape to the target shape by adaptive FFD
for the hat profile.
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Fig. 3. Initial shape deviation of the tank.

and the deformed shape are presented in Fig. 2. It visualizes
the Euclidean distance between the source and the target shape
with respect to the displacement vectors after the adjustment
with FFD. The maximum and average distances between the
deformed source shape and the target shape were lowered from
9.0 mm and4.958 mm to 0.06 mm and0.007 mm, respec-
tively. As expected, the lattice was refined intoy-direction,
which has the most space disturbance. For comparison, using
a common, uniform B-spline volume with(2×13×4) control
points for this adjustment, the maximum and average distance
were reduced to0.08 mm and 0.014 mm, respectively, in
approx. 4 seconds. For this example, the presented FFD
approach outperforms the common method with respect to
accuracy.

The second example is the geometry of the die for a tank
wall, which we simply call the tank. The die was designed in a
CAD environment and exported to a mesh with5, 577 vertices.
The target shape was generated from the source shape by
displacing some of the vertices, see Fig. 3. Here, the deviations
of the target shape are local in nature and vary from−2.4 mm

to 2 mm. This is a more challenging and practically relevant
shape. Again, the displacements of vertices are known and we
fit the source shape into the target shape by using the adaptive
FFD.

The initial B-spline volume has a lattice with(4× 4× 4)
control points, which encloses both shapes. The termination
threshold was set to0.0001. Since the deformation of the
tank is complex in shape, the adjustment process needs34
iterations and a computing time of approx.8 minutes. The
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Fig. 4. Shape deviation of the tank after the adjustment by FFD.
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Fig. 5. Development of the approximation errorRN with regard to the
number of control points.

lattice was refined to the size of(20× 21× 4) control points.
The deviation of the source shape from the target shape after
adjustment is shown in Fig. 4. The maximum and average
distances have been reduced to0.11 mm and 0.005 mm,
respectively. Furthermore, it can be observed that the FFD
lattice has a high density of control points in the deformed
areas. The calculation of the uniform B-spline volume with
the same size for5, 577 displacement vectors takes approx.
23 minutes. Thereby the maximum and average distance were
lowered to0.24 mm and0.012 mm, respectively.

Additionally, we analyze the convergence behavior of our
algorithm. Fig. 5 presents the development of the approxi-
mation errorRN with regard to number of control points.
Considering the logarithmic scales, it can be seen that, in this
case, the convergence behavior of the presented method is
superlinear.

V. CONCLUSION

In this paper, an adaptive free-form deformation technique
was presented, which is used for modifying a workpiece
geometry according to a set of displacement vectors. The
novelty of this method is the iterative approach, in which
the lattice of the FFD volume is automatically refined with
regard to the current shape deviations. Due to the locality of
B-splines, only a small number of control points is recomputed
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in each iteration, thus, the computing time was decreased
significantly. Another advantage is the possibility to control the
approximation quality of the FFD. This increases the accuracy
and the efficiency of the manufacturing process, in which the
FFD volume is used for shape modification of the workpiece.

The numerical studies have shown that the desired shape
modifications can be obtained by deforming the object using
the adaptive FFD. The presented method is more efficient than
the common FFD method using a B-spline volume with a
uniform control point lattice. The rate of convergence appears
to be superlinear with respect to the lattice size. Further
improvements can be achieved by a nonuniform subdivision
of cells. For practical use, the initial lattice of FFD can be
roughly adapted to the object shape by the user in order to
reduce the number of iterations and speed up the calculation.
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Faculty of Applied Sciences
Univerzity of West Bohemia

Pilsen, Czech Republic
tvomacka@kiv.zcu.cz; kolinger@kiv.zcu.cz

Abstract—In this paper we discuss the mathematical pro-
perties of kinetic events computation for kinetic data structures
with polynomial-type certificate functions. We show that it is
neither theoretically possible nor numerically safe to ignore
the multiplicities of roots of these equations. The multiplicities
of the roots are sometimes ignored in order to speed up the
process of estimating their location, however, they must be
taken into account during the management of the kinetic data
structures. Some of the roots obtained by the computations
of these equations do not necessarily carry the expected
information (i.e., the times of future kinetic events) and they
may be therefore avoided entirely during the computation. This
text shows how to distinguish these roots before their exact
location is computed and thus to avoid their computation.

Keywords-Computational geometry, Polynomials, Data struc-
tures.

I. INTRODUCTION

Since many modern applications use a set of moving
primitives (points, triangles) or even more complex objects
as the input data, the kinetic data structures (KDS). Note that
this term is used in the meaning of a set of rules that defines
the mutual relationships for a given set of primitives – the
eventual implementation is not considered. KDS represent a
valid tool in applications such as collision detection, physical
and mathematical simulations, simulations of crowds, etc.
We may also encounter them in less obvious applications
such as kinetic-based management of function envelopes or
motion interpolation.

The mathematical properties of KDS are rarely discussed
in literature. In this paper, we are going to explore one
specific mathematical property of kinetic data structures.
Since the general topology of each kinetic data structure
has to change as a result of the movement of the input data,
we need to compute the time instants of these changes.
Experiments have shown that this particular task is the
most time-consuming part of KDS management. Therefore
it would be very convenient to be able to either speed
up the computation or omit some of the calculations. We
show that it is possible to ignore a nontrivial part of the
computation based solely on the algebraic properties of the
given equations.

This text will be organized in the following fashion:
in Section II, the previous work in the field of kinetic
data structures will be discussed. Section III will focus

on the basic principles and properties of the kinetic data
structures. Section IV will discuss the types of roots one may
encounter during the management of kinetic data structures.
Section V will summarize various aspects of our research
and Section VI will provide the reader with the results of
our work and will conclude the paper.

II. STATE OF THE ART

A. Kinetic Data Structures Use

Kinetic data structures were first introduced by Basch et
al. in [1] as a means of maintaining several different data
structures (such as 2D convex hull or an envelope of convex
functions) over a set of moving points with the aim to
create an apparatus for managing a kinetic Voronoi diagram.
Since then, the kinetic data structures have been undergoing
an extensive research (with a special focus on the spatial
division kinetic data structures such as the aforementioned
Voronoi diagram and Delaunay triangulation) – see [2]–[6]
and others. There are many different fields of application
of KDS: kinetic Delaunay triangulation was proposed as
a means of detecting collisions in [4]. Examples of this
approach include the collision detection between convex
polygons by Erickson et al. who showed in [7] that the
kinetic approach may be used to detect collisions between
convex polygons in E2. Their work was further extended
by Guibas et al. in [8] by employing a kinetic regular trian-
gulation for managing the bounding spheres of the moving
polyhedra. Practical use may include such applications as
the one proposed by Goralski and Gold in [9] which uses
the kinetic Voronoi diagram for the purpose of managing
a spatial relationships between marine vessels to aid the
human navigators (see Fig. 1), or the work of Ferrez –
[3] which uses a kinetic regular triangulation to simulate
the behavior of a granular material within a container. This
particular KDS was used in order to detect the collisions
between grains of various sizes (the different radii of the
grains were reflected by altering the weights of the points
in the triangulation).

Another field of application of KDS is the area of crowd
simulation. If the crowd is simulated in the agent-based
fashion, the spatial relationship among pedestrians may be
managed by a kinetic data structure at the local level (i.e.,
to prevent collisions between pedestrians) – see [10].
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Figure 1. An example of the collision detection application of kinetic
Voronoi diagram in the marine environment, [9].

The area of mathematical and physical simulations may
also benefit from using KDS. Beni adressed the problem of
solving partial differential equations in [6] and suggested
that KDS may be used for the purposes of fluid dynamics
simulations in 3D.

Although there are various types of kinetic data structures
and the mathematical properties explained in this text are
common to all of them, we will often explain them on the
specific case of kinetic Delaunay triangulation (KDT) which
is a typical and the most widely used KDS.

B. Mathematical Properties of KDS

Several different papers and theses have discussed the
problem of mathematical properties of the kinetic data
structures, namely the problem of computational complexity
of KDS – see [2] and the problem of speedup by making
the necessary computation more efficient or reducing their
amount – see [5], [11]. Since the KDS management is
often strongly dependent on the method of the computation
of the kinetic events, which is commonly in the form of
solving polynomial equations (see further), various methods
for this particular task have been considered. Because these
polynomials are most often nontrivial (with degree at least
four) it is not practical or even not possible to solve them
analyticaly. The methods most commonly used for solving
these equations are the eigenvalue methods [12], methods
based on interval arithmetic [5], [11] or various kinds of
hybrid methods [11]. Since the computation is highly time-
consuming, it is often convenient to speed up the process by
exploiting various features of the polynomial functions. For
this purpose, such tools as the Sturm sequences of polyno-
mials or Descartes’ rule of signs are sometimes employed,
allowing us to separate the roots more effectively [13].
Another method of simplifying the computation is to replace
the original polynomial equations with different equations
with the same positions of the roots and their multiplicities
reduced to one as suggested in [11]. In this text we will
show that this modification is not correct and may lead to
distortions in the topology of the managed KDS if the further

root management is based on the polynomial equations with
reduced root multiplicities. As far as the root location goes,
this method of simplification is possible, however, we will
show that finding the roots with even multiplicities may be
ommited entirely as they are not necessary for the KDS
management.

III. KINETIC DATA STRUCTURES

In order to preserve the properties of a data structure for
the mobile data, a flight plan is added to the primitives in
the construction set – a continuous motion function which
describes its movement. Furthermore, a means of computa-
tion of the events is implemented and a queue for storing
these events is utilized. The trajectory of each primitive
is therefore described by a function (often restricted to
a function type such as real polynomial) for which we
are able to compute and sort its roots (that determine the
aforementioned events). The properties (as well as the use)
of the queue may be found in [6]; they are not discussed
here as they are not important for our purposes.

A. Predicates and Certificates

Definition 1 (Predicate): Let us have a set P =
{P1, P2, . . . , Pn} of n primitives, a data structure DS(P)
constructed over these primitives and a finite set of discrete
values V ⊂ R. The following function:

p : p(P̄) → V (1)

where P̄ ⊂ P is a subset of the set of the primitives of a
given (pre-defined) size, is called a predicate of DS(P).

An example of a predicate may be for instance the
orientation test or incicrcle test, see later. The predicates
often consider only the location of the primitives, but it is
not a general rule (e.g., the point weights are considered
in the case of regular triangulation). The predicates define
the data structures as they are used by the certificates to
determine the correctness of these structures:

Definition 2 (Certificate): The evaluation of a predicate
function p (as defined earlier) for a given subset P̄ ∈ P in
a given data structure DS(P) is called a certificate. With
respect to the parameters of p and DS(P), a certificate may
either yield a failure, a correct state or a singular state.

Let us show an example of the incircle test – a predicate
for a Delaunay triangulation DT(P) over a given set of
n points in Euclidean plane P = {p1, p2, . . . , pn} (where
pi = [xi, yi]) [14] and the associated certificate. For the
sake of simplicity, let us assume that all the triangles in the
triangulation are oriented counter-clockwise.

I(pi, pj , pk, pl) =

= sgn

det


xi yi x2

i + y2i 1
xj yj x2

j + y2j 1
xk yk x2

k + y2k 1
xl yl x2

l + y2l 1


 (2)
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where pi, pj , pk, pl ∈ P and V = {−1, 0, 1}. The function I
determines the position of a point against a circumcircle of
a triangle given by the other three points. We may see that it
satisfies the formula given by (1). The associated certificate
is then defined in such a way that it yields a correct state if
the result of (2) is −1 (point pl lies outside the circumcircle
of the triangle given by pipjpk), a singular state if the result
is 0 (point lies on the circle) and a failure if the result is 1
(point lies inside the circumcircle).

Definition 3 (Certificate function, certificate failure):
Let us have a kinetic data structure KDS(Pk) defined on a
set of n kinetic primitives Pk = {P k

1 (t), P
k
2 (t), . . . , P

k
n (t)}

(i.e., their properties are functions of time t ∈ R). Let us
have a subset P̄k ⊂ Pk of a given predefined size as in
Def. 1. The certificate function is then defined as:

c : c(t, P̄k) → R (3)

Let us assume that c yields a correct state, a singular state
and a failure ⇐⇒ c > 0, c = 0, c < 0 respectively. Given
a time value tf ∈ R and a subset Pk

f ⊂ Pk for which
c(tf ,P

k
f ) = 0 and there are ε1, ε2 > 0 such that ∀t1 ∈

(0, ε1) , t2 ∈ (0, ε2) : c(tf−t1,P
k
f ) > 0∧c(tf+t2,P

k
f ) < 0,

we call tf a time of certificate failure.
As we may see, unlike (1), the image of function (3)

I(c) = R. This is caused by the fact that the certificate
functions are used not only to determine whether the KDS
is in a correct state but also to determine the time instants
when a certificate failure occurs (if any). Therefore, the most
important mathematical challenge in the management of a
kinetic data structure is the task of computing the roots of
the certificate functions.

B. Primitives Movement

As stated before, the kinetization of a data structure is
based on the fact that some properties of the underlying
primitives become a function of time. The most straighfor-
ward example of this behavior is of course movement – for
instance a Delaunay triangulation constructed over a set of
points which move over time becomes a kinetic Delaunay
triangulation. An example of non-moving data may be for
example sorting of time-dependent values.

It is obvious that in reality, the movement may follow
virtually any type of trajectory, but in the kinetic data
structures we usually limit the movement to polynomial type
trajectories in order to keep the computations managable.
If some type of a more complex trajectory is required by
the application, it is usually approximated by piecewise-
polynomial curves.

C. Kinetic Delaunay Triangulation

Let us now consider the special case of kinetic DT(P):
we will use a kinetic data set Pk = {p1(t), p2(t), . . . , pn(t)}
where pi(t) = [xi(t), yi(t)] is a point in the Euclidean
plane with coordinates being functions of time. We may see

that since the used data structure is a (kinetic) Delaunay
triangulation, the associated certificate is the incircle test.
However, since the coordinates of the generating points are
functions of time, the incircle test itself becomes a function
of time, thus forming a certificate function:

Ik(pi(t), pj(t), pk(t), pl(t)) =

= det


xi(t) yi(t) x2

i (t) + y2i (t) 1
xj(t) yj(t) x2

j (t) + y2j (t) 1
xk(t) yk(t) x2

k(t) + y2k(t) 1
xl(t) yl(t) x2

l (t) + y2l (t) 1

 (4)

The exact properties of (4) depend solely on the nature of
the movement of the kinetic primitives. If we only allow
movement along polynomial trajectories, function (4) will
become a polynomial function. The roots of this function
will determine the time instants when any four points from
Pk become cocircular and the data structure reaches a state
of certificate failure.

IV. ROOT CLASSIFICATION

Note that not all of the roots of a certificate function
are usable as time instants of topologic event occurance.
These roots are easily recognizable by considering their
multiplicities. Some of the existing solutions to the KDS
management problem [11] recommend that prior to the ac-
tual root computation, their method replaces each certificate
function c(t) with a polynomial function d(t) which has
the same roots but all with multiplicities equal to one. This
approach is not correct, as we may see in Fig. 2.

In this figure, we may see that the point p4 moves tangen-
tially to the circumcircle of the triangle p1p2p3 (which is not
moving). There is only one (double) root of the certificate
function c(t) which corresponds to the time instant when the
triangulation reaches the singular state depicted in Fig. 2(b)
(for this single time instant, both possible triangle config-
urations are Delaunay-legal). This situation is the simplest
possible case of this type of event and it is recognizable
by obtaining a double root of the certificate function. If we
reduce the root multiplicity and schedule a single event for
this time, the triangulation will cease to be Delaunay and
eventually it may even cease to be a triangulation. Therefore,
it is necessary to be able to recognize these cases. We may
see that there is no certificate failure, because there is no time
period for which the associated certificate function would
yield a failure. According to Def. 3 the existence of such a
time period is a necessary condition for a certificate failure.
The following lemma shows how these situations can be
detected for polynomial certificate functions:

Lemma 1: When determining the times of topologic
events, the roots of a polynomial certificate function c(t)
may be divided into two groups as follows:

• Roots of even multiplicity may be ignored.
• Roots of odd multiplicity determine the time of a single

topologic event.
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(a) Initial situation. (b) Singular state. (c) Point p4 moves on; topology
does not change.

Figure 2. Three phases of tangential movement of a point against the circumcircle of a triangle.

Proof: Let us rewrite the polynomial c(t) as:

c(t) = (t− t0)
r · q(t) (5)

where t0 is a root of c(t) with multiplicity r and q(t) is a
polynomial function. Let us now find an arbitrary small ε >
0 such that there will be an interval I = (t0−ε; t0+ε) such
that q(t) has no roots in I (i.e., r is the maximum positive
integer that satisfies the formula); let c0(t) = (t− t0)

r.
If t0 is of even multiplicity, we may say that r = 2k and

thus:
c0(t) =

[
(t− t0)

2
]k

(6)

We may see that ∀t ∈ R : c0(t) ≥ 0 and since q(t) does
not have any roots in I (and thus the sign of its value does
not change over I because it is a continuous function), we
may clearly see that the sign of c(t) does not change over
I (if the zero at t = t0 is ignored). Moreover, we may see
that the certificate with the certificate function c(t) does not
fail for any time t ∈ I and since t0 is the only root of c(t)
in I , it does not mark a certificate failure.

If t0 is of odd multiplicity, then r = 2k + 1 and we have:

c0(t) =
[
(t− t0)

2
]k · (t− t0) (7)

We may see that the sign of c0(t) does change exactly once
in the interval I and thus the sign of c(t) changes too and
the certificate function fails, determining the time of a single
topologic event.

Lemma 1 shows that the multiplicities of the roots of c(t)
need to be taken into consideration when handling the kinetic
data structures. If we, for instance, replace the certificate
function c(t) with other polynomial function d(t) which
has the same roots but all with multiplicities equal to one,
we will incorrectly obtain a certificate failure for the cases
similar to the one shown if Fig. 2(b). This would cause
a nonexistent topologic event to be executed and lead to a
topology distortions upon the event execution (thus breaking
the precondition of having a specific data structure). Finaly,
due to these errors, the whole process of managing the KDS
will probably become unstable as the distorted topology may

cause scheduling even more nonexistent events until it is
virtually impossible (or at least meaningless) to handle the
damaged data structure. Using the information in Lemma 1,
we may safely ignore this case and avoid the damage to the
data structure.

The situation depicted in Fig. 2 is specifically related to
the special case of the kinetic Delaunay triangulation and,
as stated before, it is recognizable by obtaining a double
root of the certificate function. For different kinetic data
structures, similar examples may include a point moving
tangentially towards the convex hull of the data set for
kinetic convex hull management or comparison of such time-
dependent values as v1(t) = t2 and v2(t) = 0 for kinetic
sorting as shown in Fig. 3. Note that these situations are
also mathematically recognizable by finding double roots of
the associated certificate functions.

5

6

m(t)

(a) Kinetic convex hull.

1
(t)v

2
(t)v

(b) Kinetic sorting.

Figure 3. More examples of KDS configurations with roots of even
multiplicity.

V. DISCUSSION

Lemma 1 shows that it is necessary to distinguish between
the types of roots (given by their multiplicities) obtained
during KDS management since not all of them are viable
for topologic event determination. Even though the principle
was presented on the example of kinetic Delaunay triangula-
tion, the same situation will occur for any type of kinetic data
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structure if the time change of the primitives is described by
polynomial equations.

However, in practical applications, the limited precision
of floating-point representation of numbers will most prob-
ably effectively prevent vast majority of these cases from
occuring by slightly altering the polynomials in such a way
that the multiple roots will be separated. In such cases, the
roots will be processed in the usual way one after another
and the resulting data structure may stay correct. However,
this feature cannot be relied on, especially for the roots of
multiplicities greater than two, and it is obviously numeri-
caly more stable to try to avoid these cases completely.

Even though the presented theory is demonstrated only
on the example of kinetic Delaunay triangulation, it is
applicable on any type of kinetic data structure that is based
on polynomial certificate functions since Lemma 1 only
considers the multiplicities of the roots of a polynomial
certificate function and is thus independent on the specific
meaning of these equations (and the nature of the parenting
kinetic data structure).

VI. CONCLUSION

We show that it is not mathematically correct to simplify
the polynomial certificate equations by reducing the multi-
plicities of all of their roots to one. It is not correct if done
in order to speed up the computation by processing them
as simple roots regardless of their original multiplity during
the KDS management. The presented theory shows that this
simplification is only valid for roots of odd multiplicity.
The roots of even multiplicity should either preserve even
multiplicity or they should be removed entirely because they
provide us with no information about the changes in the
kinetic data structure. This would also simplify the certificate
equation even further.
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Abstract—Spatial relationships among 3D spheres can be
described by an additively weighted Voronoi diagram and
this diagram can be used for advanced spatial analysis. The
diagram can be constructed by an edge tracing algorithm.
The problem is that tracing an edge is a time consuming
operation, where many spheres are tested. Former approaches
make it faster by using space filters and searching for spheres
intersecting the filter. But they are inefficient when the spheres
have very different radii. Our approach presented in this paper
is designed to be fast even on this kind of data. It is based on
modified space filters and the search for spheres intersecting
the filter is performed in a power diagram.

Keywords-computational geometry, additively weighted
Voronoi diagram, geometric filter

I. INTRODUCTION

Space partitioning schemes are often used in the analysis
of space among 3D spheres. The analysis can include but is
not limited to the computation of the volume and surface
occupied by their union, inspecting the free volume or
finding internal voids. This is especially important in the
study of molecules or granular materials. To solve these
tasks effectively, it is fundamental to have a good space
partitioning scheme. Several kinds of Voronoi diagrams and
their dual triangulations have been used in this area [1].
A diagram partitions the space into regions and each region
belongs to a generator (in our case - a sphere). Especially
aw-Voronoi diagrams (additively weighted) turned out to be
useful [2], because they describe spatial relationships among
spheres very well. But their regions can have non-linear
boundaries, so their computation is not so easy as in the
case of diagrams with linear boundaries.

The aw-Voronoi diagram can be constructed by the edge
tracing algorithm [3], which we will describe later in Sec-
tion IV-B. The basic variant of the algorithm is slow (at least
quadratic time complexity), therefore, filtering approaches
have been devised to decrease the number of spheres tested
in the algorithm by considering only the spheres intersecting
some filter (e.g., the union of a filled sphere and a half-
space). Previous filtering approaches have been devised pri-
marily for molecular data, where spheres have very similar
radii and cannot be too close or too far. But in general data,

there can be very large spheres as well as very small and the
distribution of their positions can be nonuniform. Previous
approaches are inefficient on such data.

A. Contribution

In this paper we will present another filtering approach.
The main idea is to compute a simpler power diagram for the
input spheres in a preprocessing step and then use it in the
construction of the aw-diagram when spheres intersecting
a filter need to be found. Our filters are a modification of
previous filters described in [4]. Both these filters perform
well on non-uniformly distributed data, which is an advan-
tage over the previous grid based filtering approach [5]. In
contrast to [4], filters proposed in this paper are not affected
by the size of the largest sphere in the input data. This is
possible, because we use power diagrams and our improved
version of a method for intersection detection [6] to search
our filters for intersecting spheres. This way smaller and thus
more effective filters than in the previous approaches can be
used, but there is also some additional cost of searching in
the power diagram. On some datasets, e.g., for spheres with
very similar radii, our approach is slower than the previous
approaches, but on dense sets of spheres with various radii,
it substantially outperforms its predecessors.

B. Paper Outline

Section II summarizes the work related to the acceler-
ation of the edge tracing algorithm. Section III describes
intersection detection based on power diagrams. Section IV
is dedicated to aw-Voronoi diagrams, the edge tracing algo-
rithm and space filters. Our new filtering approach, which
combines the filters and the intersection detection method,
is described in Section V. Experimental results are given in
Section VI and Section VII concludes the paper.

II. RELATED WORK

There are several algorithms for the construction of an aw-
Voronoi diagram [3], [7], [8], [9], [10], [11] or its approxi-
mation [12]. The edge tracing and similar algorithms [3],
[7], [8] are less complex and easier to implement than
the others. They are based on a simple idea of tracing
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Voronoi edges [13], which has been also used to construct
the Voronoi diagram of convex objects [14].

Because the basic variant of the edge tracing algorithm [3]
is slow, space filters are used to make it faster [5]. The
basic idea is to compute a space filter, which limits the
spheres tested by the edge tracing algorithm to the spheres
intersecting the filter. In [5], a filter is the union of a filled
sphere and a half-space. In the preprocessing, all input
spheres are stored in a regular grid. To search the filter
for intersecting spheres, grid cells covering the filter are
visited and spheres associated to these cells are tested for an
intersection with the filter. The grid based approach is lim-
ited to uniformly distributed input data. Another approach
overcomes this problem by using Delaunay triangulation to
search the filter [4]. The idea is to compute the Delaunay
triangulation of sphere centers in the preprocessing and
expand the size of each filter by the radius of the greatest
sphere. The search for spheres intersecting the filter is
performed in the triangulation and is limited to spheres
having their centers inside the filter. The filter reduces its
volume during the search. This approach can be inefficient
for data with spheres of very different sizes.

III. POWER DIAGRAMS FOR SPACE FILTERING

Our approach for the intersection detection between
spheres and aforementioned filters (thoroughly described in
Section IV-C) utilizes power diagrams and it is based on
a method [6] (it is used as a black-box for the intersection
detection in Section V, its details are not necessary for
understanding the rest of the paper, but are inevitable for the
implementation). First, let us remind the concept of power
diagrams, then we will describe the idea of the intersection
detection.

Let S = {s1, ..., sn} be a set of spheres in R3, where
each sphere si has a center ci ∈ R3 and a non-negative
radius ri. Let ||x−y|| denote the Euclidean distance between
points x, y ∈ R3. Power diagrams employ a so called power
distance. The power distance of a point x from a sphere
si is defined as dpow(si, x) = ||ci − x||2 − ri

2. The power
region of si ∈ S is the set of points PR(si) = {x ∈ R3 :
dpow(si, x) ≤ dpow(sj , x),∀sj ∈ S, sj 6= si}. We say that si
is the generator of PR(si). If PR(si) is empty, si is called
redundant. The power diagram of S is the set of all power
regions and is denoted by PD(S). A power region PR(si)
is a convex polyhedron (possibly unbounded). If two power
regions PR(si) and PR(sj) share a face, we say that they
are neighbouring and si is a neighbor of sj .

A. Intersection Detection

The detection of intersections between spheres and a gen-
eral object using power diagrams is discussed in [6], but we
have slightly improved the described approach. The idea is
as follows. A power diagram is traversed a region by region,
for each explored region a decision is made, which of its

neighbors have to be also scheduled and explored. Step by
step, the explored area is enlarged until a certain condition,
guaranteeing that there is no unknown sphere intersecting
Q, is fulfilled. Now let us formalize this condition.

We assume Q ⊂ R3 is a solid without cavities. Such
Q will be referred to as a query object Q. Let us have
PD(S) and a query object Q and let R be a subset of
faces of PD(S) forming one or more bounded or unbounded
polygonal surfaces without holes, such that these surfaces do
not intersect Q. Then the set R will be referred to as the
rampart of Q, RQ for short (see Figure 1). The interior of
RQ is the part of R3 bounded by RQ and containing Q. The
exterior of RQ is R3\(RQ∪ interior of RQ). The generators
of all non-empty power regions, which are adjacent to RQ

and lie in the interior of RQ, are the guardians of RQ. The
generators of all non-empty power regions, which lie in the
exterior of RQ, are the invaders of RQ.

QQ

Figure 1. A rampart of Q – a thick black polyline, guardians – shaded
circles (2D analogy).

Lemma 1: Given a set of spheres S and a query object
Q. Let RQ be a rampart of Q such that each guardian si of
RQ fulfills at least one of these conditions:
• si does not intersect Q, or
• si does not intersect any of its neighboring invaders.1

Then no invader of RQ intersects Q.
Proof: is an analogy to the proof described in [6] and,

for a sake of brevity, it is omitted here.
This lemma leads to the following algorithm. At the

beginning, all the regions are supposed to be unknown.
Starting with a region containing some point of Q, the
power diagram is traversed by a breadth-first search. Each
time an unknown region PR(si) is explored, it is marked
as known and its generator and the faces shared with its
unknown neighbors are tested. Let f be a face shared by the
known region PR(si) and its unknown neighbor PR(sj).
The region PR(sj) is not scheduled if and only if both the
following conditions are met:
• Q ∩ f = ∅,
• Q ∩ si = ∅ or si ∩ sj = ∅.

1This condition is the difference from the original lemma in [6]. It
reduces the size of explored area for a minimal additional cost.
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This is done repeatedly until no scheduled region remains.
In the end, the faces shared by the known and unknown
regions make up the rampart RQ satisfying Lemma 1 and
all spheres intersecting Q have been found.

This algorithm does not deal with redundant generators.
This issue is discussed in [6].

IV. CONSTRUCTION OF AW-VORONOI DIAGRAM

In this section, we will define the additively weighted
Voronoi diagram, mention an algorithm for its construction
and then describe filters that will help the algorithm to run
faster. These filters are based on [4], but are smaller and
thus more effective.

A. Additively Weighted Voronoi Diagram

The aw-distance of a point x ∈ R3 from si ∈ S is defined
as daw(si, x) = ||ci−x||−ri. The aw-Voronoi region of si ∈
S is the set of points VR(si) = {x ∈ R3 : ∀sj ∈ S, sj 6=
si, daw(si, x) ≤ daw(sj , x)}. The aw-Voronoi diagram of
S is the set of regions VD(S) = {VR(s1), . . . , VR(sn)}.
These terms are illustrated on a 2D analogy in Figure 2(a).

In 3D, the boundary of a region consists of faces, their
boundary consists of edges and the boundary of edges
consists of vertices. An example of a region with boundary
edges is shown in Figure 2(b). Without further restrictions,
some regions, faces and edges can be unbounded, because
they continue to infinity. This would complicate diagram
representation and algorithms, therefore we will always
assume this is handled, e.g., by a virtual sphere representing
infinity. Under this assumption, all regions, faces and edges
are bounded, with the only exception of pure elliptic edges.

x

si

daw(si,x)
ri
ci

VR(si)

(a) 2D aw-Voronoi diagram and
aw-distance

s4s4

s3s3

e3e3 s1s1
VR(s1)VR(s1) v2v2

v1v1
e1e1

e2e2

s2s2

(b) 3D aw-Voronoi region VR(s1),
its boundary edges e1, e2, e3 and their
bounding vertices v1 and v2

Figure 2. Additively weighted Voronoi diagram

From the geometric point of view, each face is a part
of a plane or a hyperboloid, each edge is a part of a line,
a hyperbola or an ellipse and each vertex is a point. But
the geometrical interpretation of boundary elements is not
so important. What matters is the information which input
spheres define their geometry. Each region is given by one
input sphere, each face by two, each edge by three and each
vertex by four spheres. We will always assume that this
information (which spheres define the geometry) is available
for each boundary element. Only edges and vertices are

necessary to describe the diagram. Faces can be determined
from edges. This simplifies the representation of a diagram
to a graph of vertices and edges.

B. Diagram Construction Algorithm

The graph of Voronoi vertices and edges can be con-
structed by the edge tracing algorithm [3], [7], which works
as follows. First, an initial vertex is found and four edges
incident to this vertex are pushed onto a stack. Then, until
the stack is empty, edges are popped from the stack and for
each edge, the second bounding vertex is found. If it is a
new vertex, three more edges are pushed onto the stack.

The algorithm finds the whole component of edge con-
nectivity. Finding an initial vertex [7], elliptic edges without
bounding vertices, handling infinity and discovering all com-
ponents of the diagram is not necessary for understanding
our paper. Important is to know how an edge is traced for
the second bounding vertex, so let us describe it now.

When an edge is pushed onto a stack, only one of its two
bounding vertices is known - the start vertex vs. From the
position of vs and its four defining spheres, three spheres
defining the edge and the direction of the edge can be
determined. A candidate to the other bounding vertex can
be found by taking a sphere and, together with the three
spheres, computing its position. The candidate, which has
its position closest to vs, creates the other bounding vertex
- the end vertex ve. Comparing distances along edge can be
realized via angular distance shown in Figure 3.

vs

s1s1

p1
s2s2

+ + +
p2

(a) 2D example

p1 p2<

vsvs ++

++ ++

++

(b) 3D example

Figure 3. Comparing distances along an edge via angular distance θ - the
point p1 is closer to the vertex vs than the point p2

C. Space Filters

In a brute force approach, the end vertex is found by
trying all spheres except the three spheres defining the edge,
computing vertex candidates corresponding to these spheres
and taking the one with minimal angular distance. This can
be improved by using spatial filters. The idea [5] is to limit
the space, which the sphere for the end vertex must intersect.

Each filter is defined individually for an edge from the
knowledge of the start vertex vs, the end vertex candidate
ve and the three spheres defining the geometry of the edge.

Let us first define an ideal filter L(ve). Its 2D analogy
is shown in Figure 4(a). Each point x of the edge is the
center of a filled ball s(x) tangent to the defining spheres
(or a half-space if x is at infinity). The ideal filter is

39Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4

ADVCOMP 2011 : The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences

                           47 / 132



defined as the union of all such filled balls with centers
x ∈ [vs, ve] on the edge without the ball at the start vertex:
L(ve) =

⋃
x∈edge[vs,ve]

s(x)\s(vs). The ball s(vs) cannot be
intersected by any sphere since vs is a true Voronoi vertex.
If L(ve) is not intersected by another sphere, then ve is the
true end vertex, else the sphere intersecting L(ve) defines a
candidate v′e closer to vs and another L(v′e) ⊂ L(ve).

Because the shape of L(ve) is not trivial, we will cover
it by a bigger filter F (ve), which is simpler. Let us first
describe the filter for a non-elliptic edge with 2D analogy
depicted in Figure 4(b). It is the union of two filters F (ve) =
F1 ∪ F2(ve). The first filter F1 is computed (in 3D) from
supporting planes tangent to the spheres defining the edge
as the filled ball passing through the corresponding tangent
points, cut off by the supporting planes. The filter F1 is static
- it does not depend on ve. The second filter F2(ve) = s(ve)
is the filled ball centered at the end vertex candidate ve or
a half-space if ve is at infinity. When the edge is an ellipse,
we compute F (ve) as the smallest ball enclosing the union⋃

x∈ellipse s(x). In this case, the filter is also static.2

(a) Ideal filter L(ve)

s2s2

s1s1s3s3
s4s4

F2(ve)F2(ve)F1F1

vsvs veve
++ ++

(b) Filter F (ve) = F1 ∪ F2(ve)
that covers L(ve)

Figure 4. 2D analogy of filters for the given edge – s1 and s2 define
the geometry of the edge, vs is the start vertex and ve is the end vertex
candidate.

The situation in 3D is similar to the 2D analogy. The
filter F2 is a sphere or a half-space, the filter F1 is a sphere
without two half-spaces. Notice that the center of the sphere
may or may not be included in F1 as shown in Figure 5.

++ F1F1

(a) F1 includes the center

+

F1F1

(b) F1 does not include the center

Figure 5. Two possible cases of F1 in 3D

2Unlike the original filters [4], the proposed filters F1, F2 are not
expanded by the radius of the biggest sphere of S. Another improvement
is the reduction of the volume of F1 by the two cutting planes.

V. PROPOSED METHOD

Here we will describe our filtering approach for end
vertex search. It combines the aforementioned filters with
the described method for the intersection detection.

First, a power diagram of S is computed in a preprocess-
ing step. Then, during the construction of VD(S), a filter
F (ve) is created for each end vertex search. Using PD(S)
and the method for intersection detection described in III-A,
a search for spheres intersecting F (ve) is performed. If such
a sphere is not found, then ve is the real end vertex. But if
some sphere si intersecting F (ve) is found, it must be tested
whether it defines a candidate v′e closer to vs than ve. This
is done by computing the positions of possible end vertex
candidates v′e and testing their angular distance against the
angular distance of ve. If v′e is closer, this means that L(ve)
is intersected by si, so F (ve) is replaced by F (v′e), possibly
reducing the space to be further searched.

Now let us describe this processing of a filter F (ve) in
detail. The filter consists of two parts, of filters F1 and
F2, and the search for spheres intersecting them is done
independently of each other (with one exception – if a sphere
intersects both filters F1 and F2, its corresponding end vertex
candidate is computed only once). A filter F1 is static, it
does not change during one end vertex search. A filter F2 is
dynamic – if a sphere intersecting F1 or F2 is found and it
defines a closer end vertex candidate v′e (i.e. with a smaller
angular distance), the filter F2 is updated. Its center is moved
into the new vertex candidate v′e and its radius is reduced so
the resulting F2 is tangent to the spheres defining v′e. Let us
note that although F2 changes during its processing, the used
algorithm for intersection detection still works correctly.3

Let us show the algorithm on an example in Figure 6.
For the sake of simplicity, it is just a 2D analogy. The
initial configuration is shown in Figure 6(a). There is a set
of generators {s1, . . . , s12}, an edge e and a start vertex
vs. The start vertex vs is given by a set of three (in
3D four) generators {s1, s2, s3} and a sphere inscribed to
these generators. The edge e is given by a set of two
(in 3D three) generators {s1, s2} and the orientation. The
task is to find another generator, different from s1 and
s2, which, together with s1 and s2, creates the end vertex
ve, i.e., the vertex candidate on e closest (in terms of the
angular distance) to vs. The generator will be found among
generators intersecting appropriate space filters. The initial
filter F (v∞) = F1 ∪ F2(v∞) can be computed from the
initial configuration. The filter F1 is static, so it can be
searched through first. In Figure 6(b), the search through F1

starts from a region intersecting F1, e.g., the region PR(s1),

3 The main idea of the proof of this claim is as follows. If a sphere si
causes an update of a filter, the updated F2 is tangent to si. If F2 intersects
some sphere, then there must be a neighbor sj of si such that either F2

intersects the face generated by si and sj , or si ∩ sj 6= ∅ and thus the
region of sj , intersecting F2, is to be scheduled and F2 cannot ‘run off”
the searched area.
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and explores generators s1, . . . , s5. Although s4 ∩ F1 = ∅,
s4 is explored because PR(s4) ∩ F1 6= ∅. Although the
other explored generators intersect F1, none of them can
create a suitable vertex candidate to reduce the dynamic
filter. Next in Figure 6(c), the search through the dynamic
filter F2(v∞) starts from a region intersecting F2(v∞). We
have selected PR(s6) for this example, but the real selection
should be based on some heuristic, which will be discussed
later. So s6 is the first generator scheduled for exploring. In
Figure 6(d), s6 is explored. Because s6 intersects F2(v∞),
it is used to compute a vertex candidate v1 ∈ e. The angular
distance of v1 from vs is less than the angular distance of
v∞ from vs, therefore the filter is updated to F2(v1). This
is a big reduction - from a half-space to a sphere. From
now on it is sufficient to check only generators intersecting
F2(v1). Because PR(s6)∩F2(v1) = ∅ and s6∩F2(v1) 6= ∅,
only neighbors of s6 intersecting s6 must be scheduled for
exploring - at least one of them will have its power region
intersecting F2(v1). In this case, only s9 is scheduled. Next
in Figure 6(e), s9 is explored, a closer vertex candidate
v2 computed and the filter updated to F2(v2). Neighbors
s10 and s11 are scheduled, because the edge (face in 3D)
between s9 and s10 and between s9 and s11 intersect F2(v2).
Neither s10 nor s11 intersects F2(v2), therefore they cannot
create a closer end vertex candidate. Exploring s10 and s11
results in scheduling s4, s12, and s2. Next in Figure 6(f),
s4 is explored, a closer end vertex candidate v3 computed
and the filter updated to F2(v3). The remaining generators
s12, s2, s1 and s3 are explored, but none of them creates a
closer candidate, therefore v3 is the end vertex ve.

Because a sphere intersecting F1 can cause a reduction
of F2, but not vice versa, it is better to process the filter F1

first and then F2. It is also possible that F2 becomes fully
absorbed by F1 after a filter update. In such a case the rest of
the processing of F2 can be skipped, the current end vertex
candidate is the real end vertex. So it is useful to perform
the O(1) test whether F2 ⊆ F1 before the processing of F2

and after each update of F2 during its processing.

Still, filters F2 are often very big at the beginning of their
processing. We have developed two simple heuristics, each
of them quickly and substantially reduces the size of F2. One
of them tests the intersections between F2 and all neighbors
of the three spheres generating the current edge. Often, some
of these neighbors intersect F2 and thus reduce it.

The other heuristic localizes the center of F2 in PD(S)
by traversing from a region to region, using a visibility
walk [15]. The walk starts in the region of one of the spheres
generating the current edge and locates the region containing
the center of F2. A generator of each region explored during
the walk is tested, whether it intersects F2. If so, F2 is
updated, the destination point is changed to the new center
of F2 and the walk continues from the lastly explored region.
A performance of both heuristics is similar in practice.

ee
s1s1

s7s7

s2s2

s3s3

s4s4

s5s5

s6s6
s8s8

s9s9

s10s10

s11s11

s12s12

++vsvs

(a) The initial configuration with a
start vertex vs given by {s1, s2, s3}
and with an edge e given by
{s1, s2}. We want to find the end
vertex ve ∈ e closest to vs.
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s4s4

s5s5

s6s6
s8s8

s9s9

s10s10

s11s11

s12s12

++vsvs

(b) The search through F1 explores
s1, s2, s3, s4, and s5, but no suit-
able end vertex candidate is found.
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s1s1

s7s7
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s6s6
s8s8
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s11s11
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++vsvs

(c) The the search through F2(v∞)
starts from, e.g., PR(s6), so s6 is
scheduled for exploring.
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(d) When s6 is explored, a candidate
v1 ∈ e is computed and the filter
updated to F2(v1).
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v2v2
F2(v2)F2(v2)
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s5s5

s6s6
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s11s11
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(e) When s9 is explored, a candidate
v2 ∈ e is computed and the filter
updated to F2(v2). Neighbors s10
and s11 are scheduled, then explored
and s4, s12, and s2 scheduled.

++v3v3
F2(v3)F2(v3)

s1s1

s7s7

s2s2

s3s3

s4s4

s5s5

s6s6
s8s8

s9s9

s10s10

s11s11

s12s12

++vsvs

(f) When s4 is explored, a candi-
date v3 is computed and the filter
updated to F2(v3). No closer candi-
date is found after exploring genera-
tors s12, s2, s1, and s3, so ve = v3.

Figure 6. Algorithm example in 2D

VI. EXPERIMENTS AND RESULTS

We compared the proposed method against the
method [4], based on Delaunay triangulation (hence it
will be referred to as Delaunay method), because it is the
best competitive method for general input data. We did
not compare it against the brute force method [3], because
it is too slow to be interesting. Both implementations
are written in C# 3.5 and the experiments were done on
Intel Core i7, 3.07GHz with 6GB RAM running Windows
7. We were interested in the running time consumed by
the construction of aw-Voronoi diagrams and the average
number of generators explored during one end vertex
search. We distinguish a touched generator and a tested
generator. To touch a generator means to find out whether
the generator is already known (which takes O(1) time).
To test a generator means to compute its intersection with
one part of a filter. Moreover in the proposed method,
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it also includes a check of a local neighborhood of the
generator, as described in III-A. For datasets used in our
experiments, this additional check runs in O(1) time in
average case. But the hidden multiplicative constant is
big – the test of one generator in the proposed method
is roughly 10 times slower in comparison with Delaunay
method. In consequence, for sets of spheres with similar
radii and for sparse sets of spheres, the proposed method
is roughly 2 times slower than Delaunay method. But with
increasing differences in radii and increasing density of
spheres, the filters used in Delaunay method (as well as
the regular grid-based filtering approach mentioned in II)
become ineffective, while the performance of the proposed
method is almost unaffected.

This is illustrated in the following two experiments. In the
first experiment, the density of the dataset is constant and the
difference of radii changes. The used dataset contains 10000
points randomly scattered in a unit box and one sphere
lying outside the box. The radius r of the sphere changes
from 0 to 1. Figure 7 shows dependency of the construction
time of the aw-Voronoi diagram on r, Figure 8 the average
number of performed tests per one edge of the diagram.
For a small value of r, Delaunay method outperforms the
proposed method. But while the running time (as well as
the number of tests) of the proposed method is minimally
affected by r, the filters used in Delaunay method become
inefficient for increasing r.

In the second experiment, the difference of radii is con-
stant and the density changes. The dataset is formed by
a unit box containing 10 congruent spheres with a radius
0.1 and n points, where n ∈ 〈100, 64000〉. Figure 9 shows
that while the construction based on the proposed method
runs approximately in O(n1.2) time, the construction based
on Delaunay method runs in O(n1.9). Note that the proposed
method outperforms Delaunay method starting at n = 250.

This corresponds with the average numbers of performed
tests per one edge, shown in Figure 10. On the given range
of n, the numbers of generators tested and touched by the
proposed method increase less than 3 times, whereas the
growth for Delaunay method is more than 500 times.

Now let us mention datasets, which are suitable neither for
the proposed, nor for the previous filtering approaches. The
filtering approaches are inefficient for datasets with many
mutually intersecting spheres. The dataset used in the last
experiment consists of n unit spheres with centers randomly
scattered in a unit box and of one point. This point prevents
the improving of the performance with a trick, where the
radius of each sphere is reduced by the minimal radius.
In consequence, filters are intersected by almost all spheres
and the diagram construction runs approximately in O(n2),
regardless of the used filtering approach. Here the original
edge tracing algorithm outperforms the filter-based methods,
nevertheless, it also runs in quadratic time. Recall that our
filter is an approximation encapsulating the ideal filter.

Figure 7. Aw-Voronoi diagram computation time – 10000 random points
in a unit box and one sphere of the given radius.

Figure 8. Average number of tests per one aw-Voronoi edge – 10000
random points in a unit box and one sphere of the given radius.

Another example of data unsuitable for our filtering
approach is data with high probability that the power region
of a sphere intersects the approximation filter but the sphere
does not intersect the ideal filter. In this case many spheres
will be explored but only a few of them will actually reduce
the filter.

Our implementation runs in only one CPU thread. When
a diagram is being constructed, many edges must be traced.
With the increasing number of computation cores in modern
hardware, it might pay off to trace more edges in parallel,
using our filtering approach to speed up the tracing.

VII. CONCLUSION

We have proposed a new filtering approach for a con-
struction of aw-Voronoi diagrams. The proposed approach
combines filters based on [4] and a method for the in-
tersection detection [6]. We have slightly improved both
these two techniques. We have shown that on dense sets of
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Figure 9. Aw-Voronoi diagram computation time – 10 spheres with a radius
0.1 together with an increasing count of points in a unit box.

Figure 10. Average number of tests per one aw-Voronoi edge – 10 spheres
with a radius 0.1 together with an increasing count of points in a unit box.

spheres with various radii the proposed filtering approach
significantly outperforms the previous Delaunay approach.

As a future work, we recommend to investigate a hybrid
method combining the proposed and Delaunay approaches
together with the original edge tracing algorithm. First,
a simple statistic on an input set of spheres would be
computed and according to its result, the most suitable
technique would be chosen for the diagram construction.
Another open problem is to design filters suitable for a set
of mutually intersecting spheres.
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Abstract—With the increasing popularity of digital media and 

the ubiquitous availability of media editing software, 

innocuous multimedia are easily tampered for malicious 

purposes. Copy-move forgery is one important category of 

image forgery, in which a part of an image is duplicated, and 

substitutes another part of the same image at a different 

location. Therefore, it is necessary to have reliable and efficient 

methods to detect copy-move forgery for applications in law 

enforcement, forensics, etc. In this paper, based on multi-

resolution and multi-orientation curvelet transform, we 

propose a blind forensics approach for the detection of copy-

move forgery. In detail, the input image is segmented into 

overlapping blocks, and then curvelet transform is applied to 

each block. Statistics of curvelet sub-bands are extracted and 

sorted. Finally, duplicated blocks are identified by comparing 

their similarity. The proposed approach intends to reduce the 

complexity, improve the accuracy of the detection, and 

potentially resist shifting manipulation.  

Keywords-Copy-Move Forgery; Image Forensics; Curvelet 

Transform 

I.  INTRODUCTION 

With the development of high-definition acquisition 
equipment, large capacity storage device, and high speed 
network, multimedia applications have become increasingly 
popular in our daily life. At the same time, the imperceptible 
manipulation of digital media for malicious purpose has been 
simplified by the pervasive availability of media editing 
software. While we are undoubtedly exposed to huge volume 
of digital media, our traditional confidence in the integrity of 
these media has also been eroded since doctored pictures, 
video clips, and voices are appearing with a growing 
frequency and sophistication in mainstream media outlets, 
scientific journals, political campaigns, and courtrooms [1].  

In order to protect the integrity and reveal the 
manipulation of digital media, two types of countermeasures, 
proactive approach and reactive approach, are extensively 
investigated in previous studies. Proactive approach, 
including digital signature, watermarking, and etc., relies on 
preprocessing before distribution, which requires additional 
and shared information. However, there is no universally 
recognized standard, and the complexity greatly restricts its 
application. On the other hand, the reactive approach only 
requires digital media without any supplemental information. 
Due to the variety of manipulations and the diversity of 
individual characteristics of media, reactive approach usually 

faces difficulties at a larger scope, and suffers from 
complicated and time-consuming problems. 

Copy-move forgery is conducted by duplicating a part of 
targeted image and substituting another part of the same 
image to increase the occurrences of certain objects, or 
conceal an important region. As one of the major categories 
of image forgery, copy-move manipulation has its unique 
characteristic – the source and the destination of the 
duplicated parts are in the same image, so the noise patterns 
are similar to those from surrounding regions. This important 
characteristic invalids the application of methods for 
detecting other types of tampering, such as splicing, double 
compression, etc. [2, 3, 4, 5]. Figure 1 illustrates an example 
of copy-move forgery, where the original image (a) has four 
different original pictures and the tampered one (b) contains 
an additional picture.  

 
(a) 

 
(b) 

Figure 1.  Example of Copy-Move forgery original image (a) and 

tampered image (b). 

In recent years, multiple detection methods have been 
proposed to address copy-move forgery. As one of the 
common analysis of image forensics, moment statistics has 
been successfully applied for detecting a variety of 
tampering, including splicing, double compression, 
steganography, and etc. Mahdian and Saic proposed blur-
invariant moments as features for detection [6]. Wang et al. 
presented first four Hu-moments for detection [7]. To reduce 
the dimensionality and improve efficiency, principal 
component analysis (PCA) [8] and singular value 
decomposition (SVD) [9] were applied to obtain reduced 
feature space. Features from other transform domains, such 
as discrete wavelet transform (DWT) [10] and Fourier-
Mellin transform (FMT) [11] were proposed as alternative 
detectors. 

To detect copy-move forgery, in this paper, we propose 
an approach based on multi-resolution and multi-orientation 
curvelet transform. Statistical features are extracted from 
curvelet sub-bands of overlapping blocks, and reduced 
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features are generated for similarity measure. Restrictive 
criteria are defined to suppress false-positive. Compared to 
exhaustive search in spatial domain, the proposed approach 
intends to reduce the complexity, improve the accuracy of 
the detection, and potentially resist shifting manipulation. 
The remainder of this paper is organized in this way: Section 
II introduces the curvelet transform, while Section III 
presents the proposed approach for detecting copy-move 
forgery. The experiments and results are described in Section 
IV. Conclusions are made in Section V. 

II. INTRODUCTION TO CURVELET TRANSFORM 

The concept of wavelet transform was developed to 
represent both location and spatial frequency in 1D signal. 
For 2D signal, like digital image, curvelet transform provides 
directional information at different scales. The definition of 
curvelet transform is derived from 2D ridgelet transform at 
multiple scales. If an image is denoted as f(x,y), then the 
continuous ridgelet coefficients are described as [12]: 

( ) ( ) ( ), ,, , , ,
f a b

a b x y f x y dxdyθθ ψℜ = ∫∫     (1) 

where a  is the scale parameter and  0a >  ,  b R∈  is the 

translation parameter, and [0,2 )θ π∈  is the orientation 

parameter. A ridgelet can be defined as [12]: 

( )
1

2
, ,

cos sin
,

a b

x y b
x y a

a
θ

θ θ
ψ ψ

+ − 
=  

 
    (2) 

where θ is the orientation of the ridgelet. Ridgelets are 

constant along the lines cos sinx y constθ θ+ =  [12]. 

 

Figure 2.  An overview of discrete curvelet transform. 

In curvelet transform, an input image is decomposed into 
a set of sub-bands, and each sub-band is then partitioned into 
several blocks for ridgelet analysis. The ridgelet transform is 
applied by combining the Radon transform and the 1-D 

wavelet transform [12]. To achieve higher level of 
efficiency, curvelet transform is usually implemented in the 
frequency domain.  

Figure 2 shows an overview of discrete curvelet 
transform, which generates a group of coefficient matrices in 
different scales and orientations [12].  

 
(a) 

 
(b) 

Figure 3.  Curvelet transform of original (a) and 90 degree rotated (b) 

images generated by using Curvelab-2.1.2 [14]. 

Since complex ridgelet transform has higher 
computational complexity, fast discrete curvelet transform is 
implemented by wrapping of Fourier samples [13]. The 
pyramid structure of curvelet transform generates multiple 
orientations at various scales, which greatly benefits the 
identification of duplicated regions in both accuracy and 
robustness. Multi-directional decomposition provides a more 
precise approximation of the relation between adjacent 
orientations, and further supports the tolerance of rotation 
and shifting manipulations. Figure 3 shows the curvelet 
transform of original (a) and 90 degree rotated (b) images, 
which are generated by using Curvelab-2.1.2 [14]. It is 
clearly illustrated that all curvelet coefficients rotate with the 
rotation of the image simultaneously. Therefore, the pattern 
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of individual orientation is preserved, and the transitions of 
adjacent orientations remain. This important property leaves 
us clue to improve copy-move forgery detection. 

III. DETECTION METHOD 

Inspired by the observation of multi-directional curvelet 
transform, we design an analytical approach to detect 
duplicated regions based on statistics of curvelet coefficients.  

A. Structure of Approach 

The proposed approach consists of two phases. In the 
first phase, the overlapping blocks of a source image are 
sorted according to statistics of multiple curvelet sub-bands. 
The detailed procedure of the first phase is described in 
Figure 4.  

 

Figure 4.  The structure of the first phase. 

 

Figure 5.  The structure of the second phase. 

In the second phase, the number of candidate block pairs 
has been dramatically reduced, and the spatial distance 
between each pair of blocks is considered to reduce the false-
positive of similar blocks from same object or texture. 

Orientation related block features are extracted for pattern 
matching. Considering relation between adjacent 
orientations, the rotation or shifting effects could be 
minimized. The procedure of the second phase is illustrated 
in Figure 5. 

B. Curvelet Sub-Band Feature Extraction 

In order to extract statistical features, the gray scale 
image is segmented into a series of overlapping blocks. 
Then, we apply fast curvelet transform to individual blocks. 
Given a block B[i,j] of dimension N by N, the curvelet 
transform could be obtained from: 

( ) ( ) ( )( ), ,, , [ , ] [ , ]a bCT a b IFFT FFT B i j FFT i jθθ ψ= × (3) 

According to the setting of block size N, each block is 
decomposed into 3 or 4 levels of scales. Different scales 
consist of various numbers of sub-bands. For 3 levels 
decomposition, the level 1, 2 and 3 include 1, 16, and 1 sub-
bands respectively. We define the sub-band of curvelet 
transform as ct, so the 3 levels curvelet coefficients are 
denoted as: 

( ) ( ) ( ){ }1,1 2,1 2,2 2,16 3,1, , ,..., ,CT ct ct ct ct ct=         (4) 

In order to reduce the feature dimension and resist 
rotation manipulation, we compute the mean values of each 
sub-band, and sort those in same level of scale. In 3 levels 
decomposition, the level 1 and 3 contain only one sub-band, 
so there is no further processing. Level 2 consists of 16 sub-
bands, and the mean values of those are denoted as follows: 

{ } 1 2 162
, ,...,

CT
M m m m=                           (5) 

The sorted features of 3 levels decomposition could be 
obtained as 

{ } { } { }{ }1 2 3
, ' ,

CT CT CT CT
M M M M=                   (6) 

MCT will be used for lexicographic sorting. Then adjacent 
pairs of blocks in the rank could be provided to the second 
phase as candidate blocks. 

C. Adjacent Sub-band Transition 

In the rotation manipulation, all the sub-bands of 
ordinations shift at the same degree, thus the relation 
between adjacent sub-bands basically remains. Although the 
absolute values might vary, the distributions of transitions 
are very similar to the original ones regardless of shifting. 
Therefore, we obtain the differences between each adjacent 
pair of sub-bands in level 2 by: 

 
( )( )mod 1 ,16

( ) , 1, 2,...,16
i i

D i m m i
+

= − =              (7) 

D. Rotation Invariant Pattern Matching 

In order to minimize the directions of the candidate 
blocks, we sort the difference vector and use the sorted 
vector as a rotation invariant descriptor of each candidate 

Rotation invariant pattern matching 

Duplicate blocks 

Spatial distance thresholding 

Candidate blocks 

Adjacent subband transition  

Uncompressed image 

Gray scale conversion 

Image decompression 

Fast curvelet transform 

Overlapping block segmentation 

Lexicographic sorting 

Curvelet sub-band feature extraction 

Candidate blocks 

Compressed image 
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block. For each similar pair of blocks, we compute Euclidean 
distance between their descriptors as similarity measure. For 
3 levels decomposition, the descriptor of level 2 sub-bands is 
used for similarity measure. The similarity between a pair of 
blocks p and q is obtained from: 

( ) ( ) ( )
16

2

1

,
p q

i

S p q D i D i
=

= −∑                  (8) 

Considering small distortion introduced by rotation, 
compression, or noise adding, a selected threshold is set to 
determine duplicated blocks. For different resolutions of 
image and different levels of decomposition, the threshold 
should be adjusted accordingly. 

IV. EXPERIMENTS AND RESULTS 

The original 100 raw images were obtained in never 
compressed format used in our previous study of 
steganalysis [15]. We created copy-move forgery with 
various sizes of duplicated regions. Then the doctored 
images were compressed into JPEG format at quality factor 
of 90. Different parameter settings, which include block size 
and similarity threshold value, were tested to enhance the 
detection performance.   

Figure 6 illustrates two copy-move forgery images and 
their identified masks with the duplicated regions. Table I 
shows the statistics of the detection results, which indicates 
good detection accuracy and stable detection performance. 

TABLE I.  DETECTION RESULTS OF 100 COPY-MOVE IMAGES 

Average 
Precision 

Maximum 
Precision 

Minimum 
Precision 

Standard Deviation 
of Precision 

97.88% 100.00% 90.09% 0.024 

 

  

  
 

Figure 6.  The copy-move forgeies and the identified duplicated regions. 

V. CONCLUSIONS 

In this paper, based on multi-resolution and multi-
orientation curvelet transform, we presented an approach for 
detecting copy-move forgery of duplicated regions within 

same image. Curvelet sub-band features effectively represent 
properties of individual region, and efficiently identify 
duplicated blocks. Experimental results show that the 
proposed approach obtains good performance in detecting 
duplicated regions even after JPEG compression. Moreover, 
this approach also preserves good potential in identifying 
rotation and scale manipulations in addition to the basic 
copy-move forgery. 
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Abstract—Multi-core CPUs, which have more than one
processor (core), have been introduced widely into personal
computers. Therefore, in order to utilize the additional cores
to execute various costly application programs, concurrent
implementations of them have been paid attention to. In this
paper, a concurrent program of the latest evolutionary algo-
rithm, i.e., differential evolution, is described. Furthermore,
the concurrent program of differential evolution, which is
called concurrent differential evolution, is revised to reduce
the computational time for solving optimization problems in
the presence of a wide range of uncertainties. Many real-world
applications can be formulated as an uncertain optimization
problem in which a probabilistic objective function has to be
evaluated by using Monte Carlo integration. Consequently, it
usually takes a long computational time to solve the uncertain
optimization problem. The results of the numerical experiments
conducted on two classes of uncertain optimization problems
show that the revised version can reduce the computational
time apparently comparing with the conventional version.

Keywords-evolutionary algorithm; concurrent program; uncer-
tain optimization problem; differential evolution.

I. INTRODUCTION

Differential Evolution (DE) is arguably one of the most
powerful stochastic real-parameter optimization algorithms
in current use [1], [2]. DE can be regarded as an evolutionary
algorithm. However, comparing with typical evolutionary
algorithms such as genetic algorithm, evolution strategy and
particle swarm optimization, it has been reported that DE
exhibits an overall excellent performance for a wide range
of benchmark problems [3], [4]. Furthermore, because of
its simple but powerful searching capability, DE has gotten
numerous science and engineering applications [4].

The procedure of evolutionary algorithms for updating the
individuals, i.e., tentative solutions, included in the popula-
tion is called “generation alternation model”. Evolutionary
algorithms usually employ either of two types of generation
alternation models [5]. The first one is called “generational
model”, while the second one is called “steady-state model”.
The original DE proposed by R. Storn and K. Price has
been based on the generational model [1]. According to the
generational model, DE holds two populations, namely the
old one and the new one. After generating a new population,
a concurrent population is replaced all together by the
new population. On the other hand, a new DE based on

the steady-state model has been proposed lately [6], [7].
The new DE is sometimes called “Sequential DE” (SDE)
[6]. According to the steady-state model, SDE has only
one population. Then each individual in the population is
updated one by one. Comparing with the generational model,
the steady-state model is usually suitable for parallelized
evolutionary algorithms [10]. That is because evolutionary
algorithms with the steady-state model need not synchronize
the manipulation about any individual in each generation for
replacing the old population by the new population.

Recently, multi-core CPUs have been introduced widely
into personal computers. In order to utilize the additional
cores to execute costly application programs, concurrent
implementations of them are demanded [8]. In our previous
paper [9], a concurrent program of DE, which is called
Concurrent DE (CDE), was proposed. Exactly, the proposed
CDE was a parallelized version of the above SDE.

In this paper, CDE is revised for solving uncertain op-
timization problems by using multi-core CPUs effectively.
The revised CDE is called CDE for Uncertain optimiza-
tion (CDEU). In many real-world optimization problems, a
wide range of uncertainties have to be taken into account.
Therefore, various evolutionary algorithms including DE
for solving uncertain optimization problems have received
increasing attention in recent years [12]–[14]. However, the
conventional evolutionary algorithms applicable to uncertain
optimization problems have not been parallelized for multi-
core CPUs. Because the objective functions of uncertain
optimization problems are approximated using Monte Carlo
integration, the evaluation of them usually takes a very
long time. CDEU is a promising optimizer for solving
uncertain optimization problems with multi-core CPUs. The
performance of CDEU is demonstrated in a comparison with
CDE in two classes of uncertain optimization problems,
namely noisy and robust optimization problems.

The rest of this paper is organized as follows. Section II
describes SDE and a basic strategy of SDE used to generate
a new individual. Section III describes CDE. Section IV ex-
plains uncertain optimization problems. Section V proposes
CDEU for solving uncertain optimization problems. Section
VI demonstrates the performance of CDEU in comparison
with CDE. Finally, Section VII concludes this paper.
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II. SEQUENTIAL DE (SDE)

In this section, we describe a new DE based on the steady-
state model, i.e., SDE, and a basic strategy of SDE used to
generate a new individual, i.e., a tentative solution.

A. Representation

The optimization problem can be formulated as shown
in (1). The optimal solution of the optimization problem is
represented by a D-dimensional real-parameter vector x =
(x0, · · · , xD−1) that minimizes the value of the objective
function f(x). Besides, each xj ∈ IR is limited to the range
between the lower xj and the upper xj boundaries.[

minmize f(x) = f(x0, · · · , xj , · · · , xD−1)

subject to xj ≤ xj ≤ xj , j = 0, · · · , D − 1.
(1)

SDE is used to solve the optimization problem shown
in (1). A tentative solution of (1) is represented by a real-
parameter vector and called an “individual”. SDE holds
NP individuals within the population for each generation.
Therefore, the i-th individual xi ∈ P (i = 0, · · · , NP − 1)
arranged in the current population P is represented as

xi = (x0,i, · · · , xj,i, · · · , xD−1,i) (2)

where, xj ≤ xj,i ≤ xj , j = 0, · · · , D − 1.

B. Strategy of SDE

In order to generate a new individual, SDE has borrowed
the strategy of DE [6], [7]. In this paper, a basic strategy of
DE named “DE/rand/1/exp” is described and used.

For each individual xi ∈ P (i = 0, · · · , NP − 1), which
is also called the target vector, three different individuals,
say xr1, xr2 and xr3 (i �= r1 �= r2 �= r3), are selected
randomly from the population P. Then a new individual
u called the trial vector is generated from them as shown
in (3). An index jr ∈ [0, D − 1] is selected randomly.
As a result, the trial vector u = (u0, · · · , uj , · · · , uD−1)
differs from the target vector xi at least one element ujr .
Besides, randj [0, 1] denotes the random number generator
that returns a uniformly distributed random number from
within the range between 0 and 1. Both the scale factor SF

(0 < SF ≤ 1) and the crossover rate CR (0 ≤ CR ≤ 1) are
control parameters specified by the user in advance.⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

j = jr;
do {

uj = xj,r1 + SF · (xj,r2 − xj,r3);
j = (j + 1)% D;

} while (randj [0, 1] < CR ∧ j �= jr)
while (j �= jr) {

uj = xj,i;
j = (j + 1)% D;

}

(3)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Randomly generate xi ∈ P (i = 0, · · · , NP − 1);
for (i = 0; i < NP ; i + +) Evaluate f(xi);
for (g = 0; g < GM ; g + +) {

for (i = 0; i < NP ; i + +) {
Generate u from (3) and (4);
Evaluate f(u);
if (f(u) ≤ f(xi)) {

xi = u; f(xi) = f(u);
}

}
}
Output the best xi ∈ P;

Figure 1. Pseudocode of SDE

If an element uj of u comes out of the range [xj , xj ] by
using the strategy in (3), it is returned to the range as

uj = (xj − xj) · randj [0, 1] + xj . (4)

C. Procedure of SDE

Figure 1 shows the pseudocode of SDE. The stopping
condition is specified by the maximum number of genera-
tions GM . Since SDE is based on the steady-state model,
only one population P is used. If a newborn trial vector u
is not worse than the target vector xi ∈ P, the target vector
xi is replaced by u immediately. Therefore, the excellent
trial vector u can be used soon to generate offspring.

III. CONCURRENT DE (CDE)

A program is said to be concurrent if it can support two
or more tasks in process at the same time. On the other
hand, a program is said to be parallel if it can support two
or more tasks executing simultaneously [8]. The difference
between these definitions is the phrase in progress. The
concurrent program performs multiple tasks in parallel if
it runs on a multi-core CPU. Therefore, it can be expected
that the execution time of an algorithm is reduced by using
the concurrent program on the multi-core CPU.

The concurrent program of SDE is named Concurrent
DE (CDE) [9]. Figure 2 shows the pseudocode of CDE.
CDE employs a static allocation of tasks [8]. Therefore,
the population P is divided equally into NT chunks. Each
chunk can be regarded as a subpopulation including N P /NT

individuals. Then a task updating the individuals in one
chunk is assigned to one thread statically. By using a multi-
core CPU, one thread is executed by one core. Consequently,
NT tasks can be parallelized at the most by CDE.

CDE is based on MapReduce framework [11]. First of
all, an initial population P is generated randomly. Then, in
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Randomly generate xi ∈ P (i = 0, · · · , NP − 1);
// Map phase

for all n in parallel do {
for (n = 0; n < NT ; n + +) Thread(n);

}
Barrier();
// Reduce phase

Output the best xi ∈ P;⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Thread(n) {
for (i = 0; i < NP ; i + +) {

if (i % NT == n) {
Evaluate f(xi);

}
}
for (g = 0; g < GM ; g + +) {

for (i = 0; i < NP ; i + +) {
if (i % NT == n) {

Generate u from (3) and (4);
Evaluate f(u);
if (f(u) ≤ f(xi)) {

xi = u; f(xi) = f(u);
}

}
}

}
}

Figure 2. Pseudocode of CDE

Map phase, Thread(n) (n = 0, · · · , NT − 1) are evoked.
Each Thread(n) method is assigned to one thread and
contracts a task for updating all individuals included in
one chunk. Barrier() denotes the method that waits until
all Thread(n) methods have been completed. Finally, in
Reduce phase, the best individual is selected from P.

IV. UNCERTAIN OPTIMIZATION PROBLEM

In many real-world optimization problems, a wide range
of uncertainties have to be taken into account. Therefore,
various evolutionary algorithms for solving uncertain op-
timization problems have received increasing attention in
recent years [12]–[14]. Generally, uncertain optimization
problems can be categorized into four classes. First, the ob-
jective function is noisy. Second, the decision variables may
change after optimization, and the quality of the obtained
optimal solutions should be robust against deviations from

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Thread(n) {
for (i = 0; i < NP ; i + +) {

if (i % NT == n) {
Evaluate F (xi, N);
Evaluate D(xi, N);

}
}
for (g = 0; g < GM ; g + +) {

for (i = 0; i < NP ; i + +) {
if (i % NT == n) {

Generate u from (3) and (4);
Evaluate f(u);
if (f(u) ≤ F (xi, N) + α · D(xi, N)) {

Evaluate F (u, N);
if (F (u, N) ≤ F (xi, N)) {

xi = u; F (xi, N) = F (u, N);
Evaluate D(u, N);
D(xi, N) = D(u, N);

}
}

}
}

}
}

Figure 3. Pseudocode of CDEU

the optimal point. Third, the objective function is approxi-
mated, which means that the objective function suffers from
approximation errors. Fourth, the optimum of the problem
to be solved changes over time. In this paper, the first and
the second classes of optimization problems are discussed.

A. Noisy Optimization Problem

The evaluation of the objective function is subject to
noise. Noise in the evaluation of the objective function may
come from many different sources such as sensory mea-
surement errors or randomized simulations. Mathematically,
a noisy objective function can be described as follows:

F (x) =
∫ ∞

−∞
(f(x) + δ) p(δ) dδ (5)

where, x is a vector of decision variables and f(x) is a time-
invariant objective function considered in (1). δ is additive
noise and p(δ) is the continuous density function of the noise
δ. The noise δ is often assumed to be normally distributed
with mean 0 and variance 1 such as δ = N (0, 1).
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In practice, the noisy objective function defined in (5) is
approximated using Monte Carlo integration as

F (x, N) =
1
N

N∑
t=1

(f(x) + δt) (6)

where, N is the number of random samples. The noise is
given as follows: δt = N (0, 1) (t = 1, · · · , N ).

B. Robust Optimization Problem

The decision variables are subject to perturbations or
changes after the optimal solution has been determined.
Therefore, a common requirement is that a solution should
still work satisfactorily when the decision variables change
slightly. Such solutions are termed robust solutions. In order
to search for robust solutions, a robust objective function can
be described by using a vector of noises δ as follows:

F (x) =
∫ ∞

−∞
f(x + δ) p(δ) dδ (7)

where, δ = (δ0, · · · , δj , · · · , δD), δj = N (0, 1).
In practice, the robust objective function defined in (7) is

also approximated using Monte Carlo integration as

F (x, N) =
1
N

N∑
t=1

f(x + δt) (8)

where, δt = (δ0,t, · · · , δj,t, · · · , δD,t), δj,t = N (0, 1).

V. CDE FOR UNCERTAIN OPTIMIZATION (CDEU)

CDE can be applied directly to uncertain optimization
problems if the objective function f(x) is replaced by the
uncertain one F (x, N) defined by (6) or (8). However, in
order to solve uncertain optimization problems more effec-
tively, we propose a revised CDE. The revised CDE is called
CDE for Uncertain optimization (CDEU). The procedure of
CDEU is described in Figure 3. Since CDEU differs from
CDE in Thread(n) part, only Thread(n) is shown in
Figure 3. α is a control parameter. Besides, D(x, N) denotes
a standard deviation of N sampled objective function values,
namely f(x) + δt or f(x + δt) (t = 1, · · · , N).

In order to reduce the evaluation time of the expensive
F (u, N), CDEU prunes away the search for unpromising
trial vectors estimated by using the time-invariant function
f(u). Even though the values of f(u) and D(u, N) are
required for CDEU, N sampled objective function values,
f(x) + δt or f(x + δt), evaluated for calculating F (u, N)
can be reused for calculating D(u, N) again.

VI. EXPERIMENT

Through the numerical experiment conducted on two
classes of uncertain optimization problems, the performance
of the proposed CDEU is compared with that of CDE.

A. Test Function

For evaluating the performance of CDEU, the following
four test functions are used as time-invariant ones. All the
test functions have D = 20 dimensional real-parameters.

• Sphere function

f1(x) =
D−1∑
j=0

x2
j

− 100 ≤ xj ≤ 100, j = 0, · · · , D − 1.

• Schwefel’s function

f2(x) =
D−1∑
j=0

(
j∑

k=0

xk)2

− 100 ≤ xj ≤ 100, j = 0, · · · , D − 1.

• Rastrigin function

f3(x) =
D−1∑
j=0

(x2
j − 10 cos(2 π xj) + 10)

− 5.12 ≤ xj ≤ 5.12, j = 0, · · · , D − 1.

• Griewank function

f4(x) =
1

4000

D−1∑
j=0

x2
j −

D−1∏
j=0

cos
(

xj√
j

)
+ 1

− 600 ≤ xj ≤ 600, j = 0, · · · , D − 1.

B. Performance Criteria

In order to evaluate the performance of a parallel program
for a multi-processor machine, the speedup is often used.
The well-known definition of the speedup is the ratio of
serial execution time to parallel execution time. However,
in the assessment of a concurrent program, the conventional
definition of the speedup has to be modified [8]. In the multi-
core CPU, the executions of threads, which are evoked from
a concurrent program, are assigned to respective cores au-
tomatically by operating system. Although the programmer
can specify the number of threads in his program, he can
not specify the number of cores used by his program.

Furthermore, in order to evaluate the performance of
evolutionary algorithms such as CDE and CDEU, a single
execution of them is not statistically significant. That is
because the evolutionary algorithm is a stochastic algorithm.
Therefore, a new speedup is defined as follows:

S(NT , M) =
M∑

m=1

Tm(1)
Tm(NT )

(9)

where, Tm(NT ) (m = 1, · · · , M) is the execution time of
CDE or CDEU achieved by using NT threads. In an ideal
situation, speedup is equal to the number of threads.
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Table I
NOISY OBJECTIVE FUNCTION VALUE

Fp F1 F2 F3 F4

CDEU
−0.242 −0.176 2.244 0.759
(0.024) (0.038) (1.165) (0.034)

CDE −0.284 −0.194 2.534 0.701
(0.024) (0.034) (1.439) (0.030)

Table II
EXECUTION TIME FOR NOISY OPTIMIZATION PROBLEM

(a) Sphere function: F1

NT 1 2 4 6 8

CDEU 201 105 59 46 36
(10.8) (8.3) (10.6) (5.0) (7.5)

CDE
1085 565 306 244 189
(57.4) (35.5) (15.1) (8.8) (5.5)

(b) Schwefel’s function: F2

NT 1 2 4 6 8

CDEU 216 117 64 52 43
(9.1) (7.8) (5.5) (7.4) (6.9)

CDE 1116 579 315 255 193
(55.5) (36.6) (18.8) (8.9) (10.4)

(c) Rastrigin function: F3

NT 1 2 4 6 8

CDEU 262 136 74 62 49
(11.6) (10.8) (6.8) (8.4) (5.6)

CDE
1185 614 329 265 208
(55.0) (31.3) (19.1) (7.0) (10.2)

(d) Griewank function: F4

NT 1 2 4 6 8

CDEU 285 149 79 65 53
(7.2) (10.4) (4.7) (7.9) (7.6)

CDE
1198 619 333 271 210
(56.0) (32.5) (19.3) (10.3) (12.6)

C. Experimental Setup

CDEU and CDE were coded using the Java language,
i.e., a popular language supporting multiple threads, and
executed on a personal computer equipped with a multi-core
CPU (CPU: Intel� CoreTMi7 @3.33[GHz]; OS: Microsoft
Windows XP). The multi-core CPU has four cores that can
respectively manipulate two threads at one time.

CDEU and CDE were applied respectively to some
instances of uncertain optimization problems. During the
experiments, the control parameters of them were fixed: the
population size NP = 96, the scale factor SF = 0.5 and
the crossover rate CR = 0.9. For the stopping condition, the
maximum number of generations was fixed to GM = 103.
Besides, α = 0.1 is used for CDEU in all instances.

D. Result in Noisy Optimization Problem

CDEU and CDE were applied to four noisy optimization
problems, in which the noisy objective functions Fp(x, N)
were defined by (6) using the above test functions fp(x).
The number of random samples was specified as N = 100.

Table III
ROBUST OBJECTIVE FUNCTION VALUE

Fp F1 F2 F3 F4

CDEU
18.21 146.6 209.9 0.793

(0.159) (6.191) (0.856) (0.006)

CDE 18.20 145.1 210.5 0.791
(0.172) (4.830) (0.814) (0.004)

Table IV
EXECUTION TIME FOR ROBUST OPTIMIZATION PROBLEM

(a) Sphere function: F1

NT 1 2 4 6 8

CDEU
17857 9016 4601 3908 2963
(127.6) (125.1) (132.7) (71.7) (75.1)

CDE 19516 9814 5009 4185 3190
(132.8) (139.6) (138.6) (84.1) (70.5)

(b) Schwefel’s function: F2

NT 1 2 4 6 8

CDEU 13550 6870 3535 3195 2339
(289.1) (155.9) (127.9) (90.0) (82.8)

CDE
22434 11280 5795 4949 3772
(119.9) (120.6) (126.0) (78.0) (61.3)

(c) Rastrigin function: F3

NT 1 2 4 6 8

CDEU
24426 12295 6340 5612 4328
(198.2) (161.6) (133.0) (81.6) (48.9)

CDE 30424 15253 7858 6801 5191
(108.6) (91.7) (152.1) (61.6) (54.1)

(d) Griewank function: F4

NT 1 2 4 6 8

CDEU 24057 12103 6171 5297 3912
(308.2) (222.9) (175.4) (95.6) (72.2)

CDE
28688 14443 7320 6062 4623
(90.3) (220.7) (90.7) (60.1) (58.8)

Table I shows the smallest noisy objective function values
obtained by CDEU and CDE, which are averaged over M =
20 runs. The standard deviations of them also appear in
parentheses. Similarly, Table II shows the execution times
[ms] of CDEU and CDE using NT threads. From Table I
and Table II, CDEU has reduced the computational time
without losing the quality of obtained solutions.

Figure 4 plots the speedups of CDEU achieved with NT

threads in the four noisy optimization problems. Similarly,
Figure 5 plots the speedups of CDE. From Figure 4 and
Figure 5, the speedups of CDEU and CDE have increased
apparently with the increase in the number of threads.

E. Result in Robust Optimization Problem

CDEU and CDE were applied to four robust optimization
problems in the same way with the noisy optimization
problems. Table III compares the smallest robust objective
function values, while Table IV shows the execution times.
Figure 6 and Figure 7 also plot the speedups of CDEU and
CDE achieved in the four robust optimization problems.
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Figure 4. Speedups of CDEU in noisy optimization problems
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Figure 6. Speedups of CDEU in robust optimization problems
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Figure 7. Speedups of CDE in robust optimization problems

VII. CONCLUSION

CDEU was proposed for the noisy and robust optimization
problems. From the results of experiments, it was shown that
CDEU could reduce the computational time comparing with
CDE. Furthermore, CDEU could achieve the high speedup
and the quality of obtained solutions as well as CDE.

In our future work, we would like to apply CDEU to
real-world applications with various uncertainties.
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Abstract—Energy-awareness is an important design criterion 
for many mobile real-time applications such as phones, 
handhelds or cars. Normally, high-computing power excludes 
low electrical power consumption. However, with the two 
methods of space-sharing and adaptive clocking that are 
proposed in this paper, both can be reconciled. Space-sharing 
is an alternative design methodology for embedded systems 
that outperforms time-sharing with respect to simplicity and 
power dissipation. Adaptive clocking is an efficient means to 
further reduce power. The results were achieved by a set of 
measurements made with a single-chip multiprocessor 
(MPSoC) that implements space-sharing in a FPGA and by a 
model MPSoC that implements additionally adaptive clocking. 

Keywords-low power; multiprocessor; FPGA; MPSoC 

I.  INTRODUCTION 
A MPSoC is a multiprocessor on a single silicon chip 

that may contain up to ten or even hundreds of processor-
memory modules (PMMs). In case of up to ten PMMs, we 
speak also of a multi-core processor if the memory modules 
are lumped together into a single first-level cache that is 
shared between all cores. The term many core architecture is 
used for hundreds of cores and more on the same chip that 
are connected together by appropriate means. Fully custom-
designed chips have traditionally implemented MPSoCs, 
multi- and many-core architectures. During the last few years 
the capabilities of Field Programmable Gate Arrays (FPGAs) 
have increased significantly and thus FPGAs allow the 
implementation of these architectures as an alternative, 
although with less powerful PMMs today. 

Furthermore, there are many real-time applications that 
demand more and more computing power but have limited 
energy resources as in mobile devices or controller units in 
cars, for example. Inefficient usage of the available electrical 
energy reduces the usability of mobile devices and reduces 
the operational range of cars and has therefore to be avoided. 
Energy waste also causes thermal dissipation of heat, and as 
a consequence requires additional energy for cooling 
sensitive components. Finally, inefficient usage of energy 
limits the life expectancy of electronic devices because of 
aging processes in the semiconductor materials. The pn-
junctions in the transistors deteriorate with increasing heat 
exposure. Because of these facts, energy-awareness in 
computers systems is an important design criterion. In 
addition to that, high computing power and low energy 
consumption normally exclude one another, which is bad for 

energy-aware embedded systems that require high 
performance CPUs. 

In this paper, we suggest for energy-critical real-time 
applications the usage of MPSoCs on a single FPGA. This is 
possible by applying two methods that are presented by us: 
space-sharing and individual core clocking on the MPSoC. 
Space-sharing instead of time-sharing eliminates the problem 
of finding and guaranteeing a proper schedule of tasks that 
fulfills a given time constraint. As we will see, it allows also 
for a better energy management in embedded systems. This 
means that besides easier handling of complex real-time 
applications, space-sharing is able to save energy. In addition 
to that we propose an MPSoC with space-sharing and 
individual clocking of cores in this paper that optimizes the 
consumed energy by reducing the dynamic fraction of the 
chip's power dissipation to a minimum. 

The paper is organized as follows: In Section 2, the 
architecture of the MPSoC is presented, together with the 
methods of space-sharing and individual core clocking. In 
Section 3, measurements of the energy consumption of 
MPSoCs on FPGAs are presented and discussed that do not 
use space-sharing or individual core clocking. In Section 4, a 
model MPSoC is investigated that uses both methods. 
Section 5 draws a conclusion of the performed work and 
gives an outlook to future work. 

II. STATE-OF-THE-ART 
Real-time applications demand the execution of a list of 

tasks within a given time limit or at a given time point. A 
common method to evaluate the soft or hard real-time 
capabilities of the underlying embedded system that executes 
that task list, is the analysis of how long each task list will 
need to be executed in the worst case (=worst-case 
execution-time analysis, WCET [1]). 

However, the WCET analysis grows exponentially in 
CPU time with the number of tasks because it is a NP-
complete problem. Many task scheduling strategies have 
been created to solve this by heuristic approaches, such as 
priority scheduling, earliest deadline first or round robin [2]. 
Also, many analysis tools as well have been developed and 
commercialized to simplify the WCET analysis for the 
designer of embedded systems [3,4]. 

With space-sharing, there is no need for scheduling tasks 
and therefore also no need for WCET tools as well. Space-
sharing was introduced first by the authors in [5]. 
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A. Space-Sharing 
In time-sharing, a single processor is divided in its 

computing time among multiple tasks. Each task gets one 
time slice of the processor in a round-robin manner, and after 
a specific interval all tasks have got some of the computing 
power of the processor. After that, the whole procedure is 
repeated periodically. The more the number of tasks and the 
harder the required time constraints are, the more difficult it 
is for the processor to get all the tasks done before their 
deadlines come up. Thus, time-sharing requires that the 
cumulative CPU needs of all tasks do not exceed the 
processor's computing power and that a schedule can be 
found such that all time constraints are met. 

In space-sharing, every task is allocated statically to an 
own processor. No scheduling is needed because tasks are 
never competing for the same computing resource. This 
means that the number of processors exactly matches the 
number of executable tasks (Figure 1). 

 
Figure 1.  Time-sharing and space-sharing. 

Space-sharing requires of course that so many processors 
are available as tasks are defined by the application 
programmer and that practical methods exist for allocating 
tasks to processors and for inter-task communication as well. 
On the other hand, complex real-time applications can 
comprise hundreds of tasks and thousands of inter-task 
communications. However, technological advancements are 
such that this can be handled by state-of-the art FPGAs. A 
Virtex-7 FPGA from Xilinx for instance is able to host 
hundreds of PMMs, provided that they have a low clock 
frequency compared to full-custom processors and only 
small on-chip memory. However, for many real-time 
applications this is sufficient because they have no need for 
GHz and GBytes in their feed forward and feed back control 
algorithms. This means that MPSoCs on a FPGA are a 
convenient way to implement space-sharing in real-time 
applications. 

B. The MPSoC Architecture 
Figure 2 shows the MPSoC we have implemented on 

various FPGAs from Xilinx. The MPSoC consists of n 
PMMs; where n is configurable, an interconnection network 
for inter-task communication, an on-chip shared memory and 
optionally of three hardware ports called bridges to 
peripheral I/O devices, network interfaces and external 
memory.  

1) Soft Core Processors: The processors used in our 
MPSoC are so-called soft-core CPUs. This means that each 
processor exists only as a logic in a hardware description 

 
Figure 2.  MPSoC architecture on a FPGA. 

language, such as VHDL or Verilog that emulates a real 
processor. We have used a processor description from Xilinx 
of type MicroBlaze [6]. MicroBlaze emulates an in-order, 
non-superscalar 32 bit RISC CPU with a clock rate of up to 
100 MHz. Because MicroBlaze is a simple RISC architecture 
it allows one to predict the needed CPU cycles for a given 
real-time task more easily than in the case of a fully featured 
CPU. Software development for MicroBlaze can be made in 
C or C++ because of compilers in the Xilinx EDK. Please 
note that a virtual processor that is emulated by a small area 
of the FPGA chip executes every compiled application code. 

2) Local Memory: The local memories in our MPSoC 
are split into instruction and data stores according to 
Harvard architecture. The maximum memory sizes and 
increments depend on the FPGA type. For the Xilinx 
XC4VFX100 FPGA for example, local memories can be 
incremented in steps from 4 KB to 256 KB up to a 
maximum of 6768 KB for the whole chip. 

3) Non-Blocking Real-Time Interconnection Network: 
An on-chip interconnection network establishes 
communication links between processors, i.e., between task 
pairs. The links carry messages in a point-to-point manner 
but it is also possible to implement multicast and broadcast 
in the 2x2 switches out of which the network is constructed. 
The network operates asynchronously to the PMM clocks 
and in circuit switching mode. Asynchronous 
communication requires a message FIFO at each network 
input to decouple message creating in a PMM from message 
transfer in the network. Circuit switching means that a path 
through the network is established for every point-to-point 
connection as long as the communication persists. 

The most important feature of the interconnection 
network in our MPSoC is however that it is non-blocking by 
construction because it consists of multiple stages of 2x2 
switches in Benes topology [7]. This non-blocking feature is 
mandatory for real-time. If the network would block, no 
upper limit could be guaranteed for the latency of message 
delivery from one task to another. 

4) Software Development for Space-Sharing: The 
software development process for space-sharing is identical 
to that of time-sharing. The application is implemented in 
both cases by the code, i.e., the same set of tasks and the 
same inter-task communication. Only the way of mapping 
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the tasks and the way how inter-task communication is 
accomplished is different. 

In time-sharing, all tasks are mapped onto time slots and 
communicate via system calls that a real-time operating 
system may provide. In space-sharing, all tasks are mapped 
onto physical areas on a silicon chip, and inter-task 
communication is implemented by an interconnection 
network. This is fully transparent to the application because 
the programmer can use the same API for inter-task 
communication. This allows for direct portability of code 
between conventional time-sharing and new space-sharing. 

Once the application has been partitioned into tasks, the 
MPSoC can be built either manually or automatically by 
configuring in the VHDL or Verilog description of the 
MPSoC with so many PMMs as needed, plus an 
interconnection network to couple them. Furthermore, space-
sharing allows the adapting of every local memory in its size 
exactly to the needs of the task. It is also possible to add a 
coprocessor to a PMM that executes parts of the task as a 
hardware accelerator. The processor description has to be 
modified and extended therefore. Finally, space-sharing 
allows for task isolation and memory protection by 
construction because each local memory in the MPSoC can 
be accessed only by its own processor. In space-sharing, 
inter-task isolation is a feature that requires a memory 
management unit and at least a basic operation system. 

5) The number of PMMs on the FPGA: The number of 
achievable PMMs on the chip varies with the used FPGA 
type and the amount of external memory that is available on 
the FPGA board. In order to explore the achievable amount 
of PMMs per FPGA, we tested various types of FPGAs as 
listed in table I. On the Virtex-4 FPGA, which provides less 
than 5 percent of the capability of the recent Virtex-7 
XC7V2000T FPGA, we could accomodate a maximum of 
34 PMMs including 16 KB memory each. 

TABLE I.  LIST OF TESTED FPGAS 

FPGA 
FPGA 

Chip Board 

Spartan-3 Xilinx XC3S1000 Digilent Starter-Kit 

Virtex-4 Xilinx XC4VFX100 PLDA XpressFX 

Virtex-5 Xilinx XC5VLX50T Xilinx ML505 

Independent from the used FPGA type, it holds that the 
summed computing and memory requirements cannot 
exceed the chip resources. Although only one FPGA and 
some external memory are involved, the cumulative 
processing power of all PMMs is nevertheless considerably 
high if the on-chip parallel processing is effectively 
organized. In addition to that, task-specific algorithms can be 
outsourced to a PMM coprocessor where they are executed 
in hardware, i.e., with maximum speed. 

6) Energy awareness: The execution of every 
application needs consumption of electrical power. With 
space-sharing, only that chip area on a FPGA is occupied 
that is really needed by the application. It holds that chip 
areas that are not involved consume much less power than 

those whose transistors are switching between low and high 
states. Furthermore, the sizes of the local memories in 
space-sharing matches the sizes of the programmed code 
and data structures because no surplus is generated by 
VHDL or Verilog chip synthesis tools. As a consequence, 
power dissipation is as low as the underlying FPGA chip 
technoloy allows and as low as the application demands. 
This is in contrast to time-sharing on a classic embedded 
system that has to use standard microcontrollers and 
standard memory chips with given transistor count and 
therefore power dissipation. 

Please note that the energy consumption of our MPSoC 
is low because of space-sharing but it does not yet reach the 
absolute minimum. Only if individual PMM clocking is 
added as a new feature to space-sharing then the key is found 
for combining real-time and high CPU power with extremely 
low energy consumption.  

III. INDIVIDUAL CLOCKING OF PMMS 
Individual clocking of PMMs means that every PMM 

gets that clock speed that it needs to fulfill the time 
constraints of the task it executes. Individual clocking saves 
energy because the faster the processor operates the more 
dynamic power it consumes. 

Space-sharing allows the clocking of every PMM at its 
best rate and even to vary it dynamically over time, if 
needed. Individual clocking was implemented by us by 
means of a clock rate controller in every PMM and by 
extensions to the application code that can adaptively adjust 
the clock rate to the various phases a task can have. 

A. Clock Rate Controller 
Figure 3 shows the set-up of the clock rate controller. It 

consists of a master oscillator and a clock generator for all 
PMMs and an individual clock divider for each PMM. The 
clock divider is set by the processor program and controls 
thereby the processor clock rate. 

 
Figure 3.  Set-up of the clock rate controller. 

To benefit from the clock rate controller, the application 
programmer of the MPSoC must explicitly set the clock 
frequency for every task. If the task has several phases with 
different time constraints then he may set the rate in a fine-
grain manner. A first step to accomplish this is to divide each 
task in clock segments according to Figure 4. After that, he 
can set the rate for every segment by two methods: either he 
uses a system call which becomes valid during runtime, or he 
uses a compiler directive which is evaluated during compile 
time. Both methods need the introduction of time constraints 
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Figure 4.  Clock rate adaptation by task segmenting. 

that extend the real-time code. A paragon of real-time code 
extension by time constraints is given in [8]. 

B. System call for clock rate adaptation 
Figure 5 shows an example code where the predefined 

routine set_clock_rate is responsible for the clock rate. The 
routine check_new_data periodically tests a sensor on the 
arrival of new data. This is accomplished at a slow sampling 
rate of 2 MHz. If new data is present, then the routine 
calc_value is executed at a rate of 40 MHz, which quickly 
processes the input. By this method, the processor clock 
varies dynamically during the program run and thus saves 
energy. The disadvantage of this method is that the 
programmer must define clock rates in the program. These 
clocks depend furthermore on the used processor type 
because more powerful soft processors can do more jobs at a 
lower clock rate. This means that the application code has to 
take into account the concrete MPSoC on which a task is 
executed and is thus less portable. 

 
Figure 5.  System call for setting processor clock rate. 

C. Compiler directive for clock rate adaptation 
The second and better method for clock rate adaptation is 

to add deadlines to the code segments according to Figure 4. 
Each deadline Ti defines, until which each segment, i.e., task 
phase, must be completed. Compiler directives accomplish 
the definition of deadlines in the code. The directives are 
formatted as a comment to avoid language extensions or 
system calls but they are not treated as comments. Instead, a 
compiler preprocessor reads all meaningful comments and 
evaluates them. In addition, the compiler knows for what 
concrete MPSoC it compiles the code, and its preprocessor 
can therefore count the number of clock cycles needed to 
execute a task segment in that code. With that information, 
the preprocessor can set the clock rate MPSoC-dependent, 
and the programmer does not have to care about that.  

 
Figure 6.  Compiler directive for setting processor clock rate. 

Figure 6 shows the same example application of Figure 
5, but with additional deadlines of 20 and 30 µs for the 
segments event and terminate that have to be met after the 
initiate segment. The resulting preprocessor evaluation is 2 
MHz as a clock rate for the event and 40 MHz as clock rate 
for the terminate segment, which is the same as in method 1, 
but that result was achieved more conveniently. 

IV. MEASUREMENTS OF POWER CONSUMPTION 
We conducted several series of measurements on 

MPSoCs with and without individual clocking to obtain 
concrete Figures of the power dissipation of every MPSoC 
component. All measurements were made on the boards of 
Section II. 

According to [9], total power consumption P of a chip 
consists of static power Pstat and dynamic power Pdyn: 

 P = Pstat + Pdyn  (1) 

Leakage currents inside the semiconductor material cause 
static power consumption. There are two ways for leakage 
currents: the sub-threshold leakage, which is an inversion 
current across the device, and the gate-oxide leakage, which 
is a tunneling current through oxide insulation of a transistor 
gate. Both are technology-dependent and cannot be altered 
by the chip user. Dynamic power in contrast arises from 
switch activities of transistors. Equation (2) determines the 
dynamic power consumption [10] as a function of supply 
voltage V, clock frequency f and chip capacitance C. 

 Pdynamic = CV 2 f!  (2) 

In the following, measurements are presented for the case 
of no individual clocking. In Section 5, that technique is 
added. 

A. Static and Dynamic Dissipation 
In Figure 7, the static and dynamic dissipation is shown 

that we have measured for the Xilinx Virtex-4 FPGA. The 
diagram shows that dynamic power grows nearly linearly 
with the number of processors. Deviations from a straight 
line are caused by the place and route function of the used 
chip synthesis tool, which was XST from Xilinx. All 
processors have been clocked with 100 MHz first, while the 
total power consumption of the FPGA was measured. After 
this, the clock was disconnected to measure static power 
consumption only. Dynamic power was obtained as the 
difference between both. 
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Figure 7 shows that in MPSoCs of 10 PMMs and more 
the dynamic power dominates in the case of Virtex-4 on the 
PLDA board. Not shown in Figure 7 but measured by us is 
that in numbers Spartan-3 needs 268 mW of dynamic 
dissipation, Virtex-4 needs 120 mW, and Virtex-5 requires 
53 mW for every added processor. The low power of Virtex-
5 accounts mainly from the 65 nm process, while Spartan-3 
and Virtex-4 share the older 90 nm process technology. 

 
Figure 7.  Static and dynamic power consumption versus the number of 

processors for Virtex-4. 

B. Influence of Processor Clock Rates 
A second measurement series was conducted to get the 

dynamic dissipation versus the processor clock rates. The 
number of processors was parameterized. In Figure 8, the 
results of several MPSoCs with 1 to 6 processors in a 
Spartan-3 FPGA are shown. The results were already 
predicted in theory by equation 2, but concrete values were 
not known. 

C. Influence of Local Memory 
Figure 9 shows the influence of local memory for a 

Virtex-4 FPGA at a clock rate of 100 MHz. The number of 
processors was again parameterized. As one can see in 
addition in Figure 9: if a PMM has no memory, about 100 
mW remains that is needed by processor logic only. 

D. Influence of Interconnection Network 
As all PMMs, also the interconnection network has its 

own clock. In Figure 10, the influence of this clock rate on 
the dynamic power consumption of the FPGA is illustrated. 
The diagram shows that dynamic power dissipation increases 
linearly with a slope of about 0.85 mW per MHz for the 
tested Virtex-4 FPGA. Furthermore, we found out that the 
dynamic power consumption of the network mainly depends 
on the FIFOs at its inputs, not on the switching matrix itself. 
The FIFO in turn depends on the number of messages that 
have to be stored, their size and how big the differences 
between processor clock rates and network clock rates can 
become. Big differences need deep FIFOs to balance-out 
message sending and transporting, at least for a while. 

E. Power Consumption Parameters 
From the conducted measurements, we got the following 

numbers for parameters of an MPSoC that is implemented on 
a Virtex-4 for dynamic power consumption: 

 
Figure 8.  Dynamic power consumption versus processor clock rates for 

Spartan-3. The number of processors is parameterized. 

 
Figure 9.  Dynamic power consumption versus size of local memory for 

Virtex-4. The number of processors is parameterized. 

 
Figure 10.  Dynamic power consumption of the interconnection-network 

versus its clock-rate for Virtex-4. 
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 Pprocessor !1
mW
MHz

 (3) 

 Pmemory ! 0.01
mW

KB "MHz
 (4) 

 Pnetwork ! 0.85
mW
MHz

 (5) 

We used those parameters to define a model MPSoC that 
comprises 8 PMMs (Figure 11) in order to test the 
effectiveness of individual clocking. 

V. EFFECTIVENESS OF INDIVIDUAL CLOCKING 
The defined model MPSoC has individual clock rates and 

local memory sizes that reflect the requirements of an 
example application. The accumulative dynamic power 
consumption of this configuration is 529 mW without phase-
adaptive clocking. However, we did not employ that for the 
model MPSoC in order to have a better comparison to a 
MPSoC of same PMM number and architecture but with 
phase-adaptive clocking. It turned out that such a MPSoC 
would consume 1.9 W with a chip-wide clock rate of 100 
MHz and with fixed memory sizes of 64 KB for all PMMs. 
Out of this, a factor of 3.6 less dissipation is computed. 
According to that it can be stated that individual clocking of 
PMMs is an efficient method for energy saving, already 
without phase-adaptivity. With phase-adaptivity, one can 
obtain the least possible power dissipation. 

A. Set-Up of Model MPSoC 

 
Figure 11.  Set-Up of Model MPSoC. 

VI. CONCLUSION AND FUTURE WORK 
In this paper, the concepts of space-sharing and adaptive 

clocking have been explained. Space-sharing eliminates the 
need to find a proper schedule for a list of tasks that have to 
be executed within a given time interval or at a given time 
point. It also eliminates the analysis of worst-case execution 
time of tasks in embedded systems, and the tools created 

here for. Additionally, space-sharing allows for a better 
electrical power management of real-time systems, for 
simpler task isolation and memory protection and for 
minimal power dissipation if combined with adaptive 
clocking. A convenient implementation of space-sharing is 
accomplished by a single-chip multiprocessor (MPSoC) in 
which the processor-memory modules are clocked 
individually due to the task phases and where the sizes of the 
local memories and the processor performance exactly match 
the application requirements. Furthermore, we conducted 
series of measurements to obtain concrete Figures for the 
power dissipation of the proposed MPSoC on Spartan-3, 
Virtex-4 and Virtex-5 FPGAs from Xilinx. 

Future work will create a tool for the automatic FPGA 
configuration out of a XML-based description of the task set 
and inter-task communication of any given real-time 
application, such that the application can be ported into 
space-sharing and thus executed by our MPSoC without 
code modification to obtain minimal chip area consumption 
and thus very low power dissipation. 
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Abstract—A restoration method of the degraded images based
on Bayesian-based iterative method is proposed. An iterative
method is developed by treating images, point spread functions,
and degraded images as probability measures and by applying
Bayes’ theorem. The method functions effectively in the presence
of noise and is adaptable to computer operation.
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I. I NTRODUCTION

To make a clear image from degraded image, many enhance-
ment techniques have been developed until now. The main
technique is to use one of sharpness filters that are based on
derivatives of the image with respect to pixels [1]-[2]. These
methods used one or more masks to approximate a derivative
operation. Although they could enhance the image, they would
enlarge also noises.

The present method for enhancement of images is to use
the Bayesian rule. This method was first proposed by [3].
The Bayesian rule reflects optimal estimation in a sense to
minimize the cost function under noisy observation and an
iterative algorithm was proposed to find the optimal solution.
The algorithm include two parts, the first one is to estimate
a point spread function (PSF) from the estimated image and
the second one is to estimate the original image by using the
estimated PSF. Thus, this algorithm might be optimal when
the observed image is similar to the original image, that is, in
case of a high S/N ratio. Therefore, the results will depend on
the initial guesses of PSF.

In this paper, we propose a new algorithm to speed up
the convergence and find better restoration compared with the
results of [3]. The idea is to select the observed image as an
initial guess of the restored image and every iteration we use
the observation image instead of an estimated image when we
estimate the PSF.

First, we will show the principle of the Bayesian-based
iterative method proposed by Richardson[3]. Then we will
state the proposed method. After that the simulation results
will be illustrated to show the effectiveness of the present
method.

II. PRINCIPLE OF IMAGE RESTORATION

In image enhancement, the ultimate goal of restoration tech-
niques is to improve a given image in some sense. Restoration
is a process that attempts to recover an image that has been

Original 

image

Degraded 

image

PSF ∗

=∗

=

H(jω) =x

=x

?

H(jω)F(jω)

=x

=

Fig. 1. The restoration principle.

degraded by using a priori knowledge of the degradation
phenomenon. As shown in Fig. 1, the degradation process may
be modeled as an operatorH in case of noiseless situation.
It operates on an input imagef(x, y) to produce a degraded
imageg(x, y). For the sake of simplicity, we denotef(x, y)
by f(x) , g(x, y) by g(x), h(x, y) by h(x), etc. In equation
form, we have

g(x) = Hf(x) = h ∗ f(x) =
∞∑

y=−∞
h(x − y)f(y). (1)

whereh(x) is an impulse response and * denotes the operation
of convolution.

Based on the convolution theorem, the frequency domain
representation of Eq.(1) becomes

G(jω) = H(jω)F (jω) (2)

where G(jω), H(jω), and F (jω) are Fourier transforms
of g(x), h(x − y), and f(y), respectively. As shown in
Fig.1,GivenG(jω) and some knowledge aboutH(jω), the
objective of restoration techniques is to recoverF (jω) which
means to recover the original imagef(x) via the inverse
Fourier transform.
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III. R ICHARDSON’ S ITERATIVE METHOD

We will review the iterative method by Richardson [3] in
this section. Given the degraded imageg, the point spread
function h and the original imagef are estimated based on
Bayes’ theorem. It will be effective to estimate the original
imagef from the observed imageg. It was assumed thatg ,
h , andf are discrete and are not necessarily normalized. The
numerical values ofg , h , andf are considered as measures
of the frequency of the occurrence of them at those points.
h is usually in normalized form. Energy off originating at
a point is distributed asg at points according to the energy
indicated byh. Thus,g represents the resulting sums of the
energy off originating at all points.

In the notation of this problem the usual form of the Bayes’
theorem is stated as the conditional probability off , giveng.
It was assumed that the degraded imageg was of the form
g = h ∗ f , where * denotes the operation of convolution such
that

g(x) = h ∗ f(x) =
∞∑

y=−∞
h(x − y)f(y). (3)

Note thatf andg are intensity functions of original image
and observed image, respectively andh is the weighting func-
tion depending on image measurement devices. We assume
that the input image and the weighting function which means
the restoration mechanism are unknown. The values off , g,
andh are not limited within [0,1]. We normalize and denote
them byf ′, g′, andh′. Thus, we have

f ′(x) =
f(x)

∞∑
x=−∞

f(x)

=
f(x)
F

(4)

g′(x) =
g(x)

∞∑
x=−∞

g(x)

=
g(x)
G

(5)

h′(x) =
h(x)

∞∑
x=−∞

h(x) ==
h(x)
H

(6)

where F ,G, and H could be equal since the restoration
process is conservative. Note thatf , g, andh are nonnegative
and the total sums are equal to one. Thus, we could regard
them as probability measures andf ′(x1) as the probability
measure of the original imagef(x1) at x1. This means that
the possibility of the existing intensity of the original image
f(x1) at x1. Similarly, g′(x2) andh′(x1) mean the possibility
of the existing intensity of the observed imageg′(x2) atx2 and
the possibility of the transition weight from the input image
f(x1) at x1 to the output imageg(x2) at x2. Therefore, we
have

P (g(x2)|f(x1)) = P (h(x2 − x1)) = h′(x2 − x1). (7)

The above relation can be derived by using the following

relation.

P (g(x2), f(x1)) = P (g(x2)|f(x1))P (f(x1))
= P (h ∗ f(x2), f(x1))
= P (h(x2 − x1), f(x1))
= P (h(x2 − x1))P (f(x1))

where we have used independence assumption between orig-
inal image and restoration mechanism.

Using the Bayes’ theorem we have

P (f(x)|g(x2)) =
P (g(x2)|f(x))P (f(x))

∞∑
x1=−∞

P (g(x2)|f(x1))P (f(x1))

=
f ′(x)h′(x2 − x)

∞∑
x1=−∞

f ′(x1)h′(x2 − x1)

. (8)

If we multiply the both sides of Eq.(8) byP (g(x2)) = g′(x2)
and take the summation with respect tox2, we get

P (f(x)) = f ′(x)

= f ′(x)
∞∑

x2=−∞

h′(x2 − x)g′(x2)
∞∑

x1=−∞
f ′(x1)h′(x2 − x1)

.(9)

ConsideringF = G = H and multiplying them both sides of
the above equation, we have

f(x) = f(x)
∞∑

x2=−∞

h(x2 − x)g(x2)
∞∑

x1=−∞
f(x1)h(x2 − x1)

. (10)

Using the above equation, Richardson[3] proposed the follow-
ing recurrence procedure to find the original imagef(x).

fn+1(x) = fn(x)
∞∑

x2=−∞

hn(x2 − x)g(x2)
∞∑

x1=−∞
hn(x2 − x1)fn(x1)

,(11)

n = 0, 1, 2, . . . .

In order to derive the recursive equation of the PSF function
h(x), we will set x3 = x2 − x. Then from Eq.(8) we have

P (f(x2 − x3)|g(x2)) =
f ′(x2 − x3)h′(x3)

∞∑
x1=−∞

f ′(x1)h′(x2 − x1)

. (12)

Multiplying both sides of the above equation byP (g(x2)) =
g′(x2), we have

P (f(x2 − x3)|g(x2))P (g(x2)) (13)

= g′(x2)
f ′(x2 − x3)h′(x3)

∞∑
x1=−∞

f ′(x1)h′(x2 − x1)

.
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Using the Bayes’ rule, we have

P (f(x2 − x3)|g(x2))P (g(x2))
= P (f(x2 − x3), g(x2))
= P (g(x2)|f(x2 − x3))P (f(x2 − x3))
= h′(x3)f ′(x2 − x3). (14)

From Eqs.(14)and (14), we have

h′(x3)f ′(x2 − x3)

= g′(x2)
f ′(x2 − x3)h′(x3)

∞∑
x1=−∞

f ′(x1)h′(x2 − x1)

. (15)

Taking the summation of both sides of Eq.(15) with respect to
x2, using the relation of Eqs.(4), (5), and (6), and noting that

∞∑
x2=−∞

f ′(x2 − x3) = 1, (16)

we have the following relation.

h(x) = h(x)
∞∑

x2=−∞

f(x2 − x)g(x2)
∞∑

x1=−∞
f(x1)h(x2 − x1)

. (17)

Thus, using the same recursive relation as Eq.(11), we have

hm+1(x) = hm(x)
∞∑

x2=−∞

fn(x2 − x)g(x2)
∞∑

x1=−∞
fn(x1)hm(x2 − x1)

.

(18)
In order to check the convergences of the recursive relations

given by Eqs.(11) and (18), the following relations are used.

∞∑
x2=−∞

h(x2 − x)g(x2)
∞∑

x1=−∞
h(x2 − x1)fn(x1)

= 1, (19)

∞∑
x2=−∞

f(x2 − x)g(x2)
∞∑

x1=−∞
f(x1)h(x2 − x1)

= 1. (20)

(21)

Thus, we use the following criteria to stop the iterations.

1 − ϵ <

∞∑
x2=−∞

hm(x2 − x)g(x2)
∞∑

x1=−∞
hm(x2 − x1)fn(x1)

< 1 − ϵ, (22)

1 − ϵ <
∞∑

x2=−∞

fn(x2 − x)g(x2)
∞∑

x1=−∞
fn(x1)hm(x2 − x1)

< 1 − ϵ. (23)

Using the above relations, Richardson has proposed the fol-
lowing iterative algorithm(Richardson’s Iterative Method).

Step 1. Setn = 0,m = 0, the initial guesses ofh0(x), and
f0(x), and small positive numberϵ.

Step 2. Solve the following equations:

fn+1(x) = fn(x)
∞∑

x2=−∞

hm(x2 − x)g(x2)
∞∑

x1=−∞
hm(x2 − x1)fn(x1)

(24)

hm+1(x) = hm(x)
∞∑

x2=−∞

fn(x2 − x)g(x2)
∞∑

x1=−∞
fn(x1)hm(x2 − x1)

.

(25)
Step 3. If the following inequalities hold

∣∣∣∣∣
∞∑

x2=−∞

hm(x2 − x)g(x2)
∞∑

x1=−∞
hm(x2 − x1)fn(x1)

∣∣∣∣∣ < 1 − ϵ (26)

and ∣∣∣∣∣
∞∑

x2=−∞

fn(x2 − x)g(x2)
∞∑

x1=−∞
fn(x1)hm(x2 − x1)

∣∣∣∣∣ < 1 − ϵ, (27)

then stop, otherwisen ← n + 1,m ← m + 1 go to Step 2.
The above iteration has no proof of convergence that means

the results obtained by the above iteration may result in the
good results or may not.

IV. PROPOSEDALGORITHM

In order to get the better results compared with Richardson’s
algorithm, we consider a new method based on the property
of degraded images such that the blurred images are similar
to the original images. In the Richardson’s algorithm, if the
bad estimation ofhm(x) at the beginning stage, correspond-
ing recovered images would become different images. After
obtaining the bad estimation of recovered images, worse esti-
mation of the point spread function. As a result, the iteration
will produce worse and worse estimation of the point spread
function and recovered images. Assuming the degraded images
are not so far from the original images, we use the blurred
image to estimate the point spread functionhm(x) instead of
the recovered image that is the estimated image. Therefore,
we have proposed the following algorithm:

Step 1. Setn = 0,m = 0, small positive numberϵ, and
f0(x) = g(x). Set the initial guesses ofh0(x).

Step 2. Solve the following equations:

fn+1(x) = fn(x)
∞∑

x2=−∞

hm(x2 − x)g(x2)
∞∑

x1=−∞
hm(x2 − x1)fn(x1)

(28)

hm+1(x) = hm(x)
∞∑

x2=−∞

g(x2 − x)g(x2)
∞∑

x1=−∞
g(x1)hm(x2 − x1)

. (29)
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Step 3. If the following inequalities hold

∣∣∣∣∣
∞∑

x2=−∞

hm(x2 − x)g(x2)
∞∑

x1=−∞
hm(x2 − x1)fn(x1)

∣∣∣∣∣ < 1 − ϵ (30)

and ∣∣∣∣∣
∞∑

x2=−∞

fn(x2 − x)g(x2)
∞∑

x1=−∞
fn(x1)hm(x2 − x1)

∣∣∣∣∣ < 1 − ϵ, (31)

then stop, otherwisen ← n + 1 and go to Step 2.

V. VARIATION USING THE REVERSEFUNCTION

We consider more simple form of the proposed algorithm.
We set the dominator of Eq.(11) by

Lnm(x2) =
∞∑

x1=−∞
hm(x2 − x1)fn(x1). (32)

It is the convolution sum between the original imagefn(x1)
and the point spread functionhm(x2 − x1). Therefore, if
Lnm(x2) = g(x2), then the estimated imagefn(x1) becomes
the true original image. Furthermore, we have

fn+1(x) = fn(x)
∞∑

x2=−∞

hm(x2 − x)g(x2)
Lnm(x2)

. (33)

We definernm(x2) by

rnm(x2) =
g(x2)

Lnm(x2)
(34)

which means the ratio between the observed degraded image
and the degraded image obtained by using the estimated point
spread function. Then Eq.(33) becomes

fn+1(x) = fn(x)
∞∑

x2=−∞
hm(x2 − x)rnm(x2). (35)

We define the reverse function ofk(x) by k(x) = h(−x).
Then Eq.(??) becomes

fn+1(x) = fn(x)
∞∑

x2=−∞

km(x − x2)rnm(x2)
.

(36)

If we represent the convolution sum by Fourier transform, we
have

fn+1(x) = fn(x)FT−1(FT (kn(x − x2))FT (rnm(x2)))
= fn(x)FT−1(Kn(jω)Rnm(jω)) (37)

whereFT andFT−1 denote the Fourier transform and inverse
Fourier transform. SinceKm(jω) = Hm(−jω), we could save
the computational time by half.

  

  

(a) Original image           (b) Degraded image

(c) Richrdson method      (d) Proposed method

Fig. 2. The comparison for Example 1.

VI. SIMULATION RESULTS

In order to show the effectiveness of the proposed method,
we will consider gray image (Example 1) and color im-
age(Example 2). The computer specification used here is
shown in TABLE I. In Example 1 the gray image of64 × 64
was made using Photoshop. The color image of512 × 512 of
Example 2 was cropped from the standard sample data of high-
resolution color images [4]. The degraded images are made
by using Gaussian filters with the standard deviationσ = 2.0.
We used the stopping parameters ofm andn when maximum
iteration numberk is given. In these simulations, we changed
those parameters(m,n, k) in three cases, that is, (10,100,10),
(5,100,10), and (5,5,100). TABLE II shows simulation results
for three cases with PSNR (Peak Signal-to-Noise Ratio). In
Fig. 2 shows the simulation results of the gray image with
(10,100,10). From this Fig. 2 the proposed method restored
more clear image compared with the results by Richardson’s
method [3]. In Figs.3-6 we show the simulation results of
Example 2. The original image is shown in Fig. 3 and the
degraded image is shown in Fig. 4. The restored images by
[3] and the proposed method are shown in Fig. 5and Fig. 6.

TABLE I
COMPUTING ENVIRONMENT

OS Windows XP
CPU AMD Athlon(tm)64 X2 Dual Core
Memory 2GB

TABLE II
PSNRBETWEEN ORIGINAL IMAGE AND RESTORED IMAGE

Threshold value(m,n,k) Degraded image Richardson Authors
(10,100,10) 14.5 15.7 16.6
(5,100,10) 14.5 16.5 16.0
(5,5,100 14.5 9.2 16.2
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Original image

Fig. 3. Original image for Example 2.

Degraded image

Fig. 4. Degraded image for Example 2.

 

Richardson’ s  method

Fig. 5. Richardson’s method for Example 2.

 

Proposed method

Fig. 6. Proposed method for Example 2.
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VII. C ONCLUSIONS

In this paper, a method of restoration of the degraded images
by using Bayesian-based iterative method. The simulation
results showed that the proposed method could restore the
degraded images more clearly compared with the Richardson’s
method while the threshold values of(n,m, k) must be deter-
mined by trial and error. Furthermore, the computation load
has been decreased by half by introducing the ratio between
the observed degraded image and the degraded image.

ACKNOWLEDGMENT

This work was supported by JSPS KAKENHI Grant-in-Aid
for Scientific Research (B) (23360175). The authors would
like to thank JSPS to support this research work.

REFERENCES

[1] T. Young and K. Fu, Handbook of Pattern Recognition and Image
ProcessingIndependent Component, Academic Press, New york, (1986)

[2] R. Duda, P. Hart, and D. stork, Pattern Classification, John Wiley & Sions,
New York, (2001)

[3] W. Richardson, Baysian-Based Iterative Method of Image Restoration,
Journal of Optical Society of America, Vol. 62, pp.55-59, (1972)

[4] Standard Color Digital Images of High-Resolution(CMYK/SCID), JIS X
9201:2001, (2001)

65Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4

ADVCOMP 2011 : The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences

                           73 / 132



Automatic Error Detection in Gaussian Processes Regression Modeling for 
Production Scheduling 

 
Bernd Scholz-Reiter, Jens Heger 

BIBA - Bremer Institut für Produktion und Logistik GmbH 
at the University of Bremen 

Hochschulring 20, 28359 Bremen, Germany 
e-mail: {bsr|heg}@biba.uni-bremen.de 

 
 

Abstract— In the application field of production, scheduling 
with dispatching rules is facing the problem that no rule 
performs globally better than any other. Therefore, machine 
learning techniques can be used to calculate estimates of rule 
performances and select the best rule for each system state. A 
number of estimates are of poor quality and lead to a wrong 
selection of rules. Motivated by this problem, to further 
stabilize the selection approach a general approach, to 
automatically detect ‘faulty’ estimates from regression models 
is introduced and analyzed in this paper. Therefore, different 
models are learned and if their estimates differ strongly, it is 
likely that at least one model delivers poor estimates. 
Additionally, a difference-threshold for our example data is 
defined. As a machine learning technique, we use Gaussian 
process regression with different covariance functions 
(kernels). The results have shown that our automatic detection 
works in most cases and poorly tuned models can be detected. 

Keywords-Gaussian processes; dispatching rules; machine 
learning; scheduling; multiple classifier techniques. 

I.  INTRODUCTION 
Alpaydin described machine learning in the following way: 
“The goal of machine learning is to program computers to 
use example data or experience to solve a given problem” 
[8]. In regression, this means that the given data is analyzed 
and used to calculate a regression function, which can be 
used get estimates for unknown data points. In Fig. 1, an 
example is depicted, where the regression function gives an 
estimate for point c.  

x

x
x

x
x

?

o
o
o

regression function

a b c d e f

estimate

e.
g.

, t
ar

di
ne

ss

e.g., utilization

 
Figure 1: An example of regression function 

Our general motivation is the optimization of a 
production system, e.g., reducing tardiness of jobs. 
Decentralized scheduling with dispatching rules is applied 
in many fields of logistics and production, which are 
characterized by high complexity and dynamics. Instead of 
calculating a global plan (a schedule for all jobs and 
machines), dispatching rules work in an autonomous, 
decentralized way. Dispatching rules, which are a special 
kind of priority rules, assign a job to a machine. Each time, 
the machine has finished a job and more jobs are waiting, 
the next job to be processed is selected by calculating a 
priority for each of the waiting jobs. This priority can be 
based on attributes of the job, the machines or the system. 
The job with the highest priority is chosen to be processed 
next. Dispatching rules have been developed and analyzed 
in the scientific literature for many years; see e.g., [1], [2] 
and [3]. The most well know rules are Shortest Processing 
Time first (SPT), Earliest Due Date (EDD) and First in 
System First Out (FSFO). Many dispatching rules perform 
well on different scenarios, but no rule has been found, 
which outperforms other rules across various objectives. For 
this reason, approaches to switch between rules depending 
on the current system conditions have been proposed. Most 
of these approaches use learning techniques (e.g., neural 
networks) to estimate the performance of each dispatching 
rule and select the best [4]. 

To calculate the performance of rules, we perform 
simulation runs of the production system with several 
dispatching rules and different system settings, e.g. different 
utilization levels. Since lots of possible variants exist and 
simulation runs are time consuming, we want to perform as 
few simulation runs as possible and use machine learning to 
estimate performances (e.g., tardiness) of not explicitly 
simulated settings. The results of simulation running of a 
production system are the learning data for models we learn 
with Gaussian Process Regression. Based on these models, 
the best dispatching rule for the current scenario is selected 
[5]. This procedure avoids costly and unnecessary 
simulation runs. It is practically not possible to run 
preliminary simulation runs for all parameter combinations.  

 
In most cases, this approach works successfully, but in 

some cases the learning fails and results in improper 
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regression curves. This leads to a wrong selection of 
dispatching rules and thus to a poor performance of the 
production system. Our goal is to automatically detect, if the 
learned model might be ‘faulty’. In this case, the learning 
data is supplemented using additional simulation runs. 

In this paper, we concentrate on the problem of improper 
regression curves and their automatic detection. This is a 
general problem, which not only occurs in dispatching rule 
selection. 

In this study, we use synthetic data instead of simulation 
runs. On the one hand these simulation runs are time 
consuming and on the other hand we need many different 
functions to test our error recognition. Therefore, we are 
using synthetic functions, which are similar to our 
simulation runs and concentrate on the error detection. 

Gaussian processes (GP) is one promising machine 
learning technique [5]. --> These techniques have been 
introduced in 1996 and were promoted in the machine 
learning community by Williams et al. [6]. Analyses reveal 
their good prediction performance in comparison with other 
techniques [7]. As a further advantage, their formalism 
allows providing a measure of prediction quality with each 
predicted value in a natural way. Additionally, they are – 
their mathematical background aside – relatively easy to 
handle. 

The obvious problem with machine learning is that 
learned models can only estimate values. Sometimes, their 
estimates differ strongly from the original value. These 
cases lead to wrong decisions. To provide more stability and 
to automatically detect wrong estimates, we suggest 
combining similar models. If one model strongly differs 
from the comparison data, further learning steps, such as 
adding more data, are necessary. 

 This paper is organized as follows: in Section 2, we 
introduce Gaussian processes and general problems with 
machine learning techniques. Section 3 comprises our 
approach and the settings of the performed experiments 
followed by the results in Section 4. The paper concludes 
with a short summary and provides directions towards 
future research. 

II. PROBLEM DESCRIPTION AND STATE OF THE ART 
Regression models are used to provide estimates of 

values, which are not exactly known, because it is too costly 
to calculate them or just not possible. In our application 
field, we experienced that a number of tuned models 
provided poor estimates, which is a general problem in 
regression. Therefore, in this paper, we determine how it is 
possible to automatically detect such bad models.  

A. Gaussian Processes  
1) Introduction 

O'Hagan [9] represents an early reference from the 
statistics community for the use of a GP as a prior over 
functions, an idea which was only introduced to the machine 
learning community by Williams et al. [6].  

We have a simulation model implicitly implementing a 
(noisy) mapping between a vector of state variable (in our 
case containing, e.g., utilization) and the objective function 
(mean tardiness) ( )y f x= + ε . The learning consists of 
finding a good approximation f*(x) of f(x) to make 
predictions at new points x. 

To tune such a model using GP requires some learning 
data as well as a so-called covariance function. This 
covariance function, sometimes called kernel, specifies the 
covariance between pairs of random variables and 
influences the possible form of the learned function f*. 

Since we want to check and compare the tuned models, 
we use three different kernels, which are well suited for our 
application. These are the squared exponential (SE) 
covariance function (1), which is a common choice in 
Gaussian Process Regression. Additionally, we use 2 
functions of the Matérn class (2), with parameter d=3 and 
d=5 (see [6], chapter 4), which are a good choice in many 
engineering applications. 

  

( ) ( )2 2
2

1, exp ²
2

 = − − + 
 

y p q f p q n pqk x x x x
l

σ σ δ
      (1) 

 

( ) ( )( ) ( ) ( )2cov , , expp q p q f
df x f x k x x f r d r
l

σ
 

= = −  
   (2) 

with  f(t)=1+t for d=3 
   f(t)=1+t+t²/3 for d=5. 
 

The formulas further include the so-called 
hyperparameters. These parameters of a covariance function 
can be used to fine-tune the GP-model. The squared 
exponential covariance function used in our experiments has 
three hyperparameters. There is the length-scale l, the signal 
variance 2

fσ and the noise variance 2
nσ . The Matérn functions 

have the signal variance 2
fσ and factor l as well. 

Additionally, since hyperparameters can be interpreted as 
length-scale parameters in the case of the squared 
exponential covariance function, further optimization is 
possible. Rasmussen and Williams [10] describe the 
hyperparameters informally like this: “how far do you need 
to move (along a particular axis) in input space for the 
function values to become uncorrelated”. Thus, the squared 
exponential covariance function implements an automatic 
relevance determination (ARD) [11], since the inverse of the 
length-scale determines how relevant an input is. A very 
large length-scale value means that the covariance will 
become almost independent of that input. ARD has been 
used successfully for removing irrelevant input by several 
authors, e.g., Williams et al. [6]. 

Gaussian processes provide a quality estimate of their 
predicted value, exemplarily denoted by the shaded area in 
Fig. 2. Fifteen noisy training points are given and since 
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there is noise, the standard deviation close to the training 
points is small, but not exactly zero. In between two points 
as well as at the beginning and the end, the quality of the 
estimates decreases.  
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Figure 2.  Example of a  

Gaussian process regression function with noisy training points observed. 
The mean prediction is shown as a black line and the shaded area denotes 
twice the standard deviation. The full underlying original function is also 

shown. 

B. Application and Example 
Learning with Gaussian processes is done by selecting a 

covariance function and setting its free hyperparameters. To 
learn or optimize the hyperparameters, the marginal 
likelihood should be maximized [10]. Further, the setting of 
the hyperparameters aims to a minimization of the 
generalization error, which denotes the average error on 
unseen test examples. This is done with cross-validation by 
splitting the training data in learning and test data. An 
optimization of the training error does not take place, this 
may lead to an over-fitting of the data (see below). 

 

C. Machine learning – model quality 
A typical task in data mining is learning a model that 

bases on available data. These models can be regression 
models or classifiers. The problem evaluating such a model 
is that it may have an adequate prediction capability, but 
might fail to predict future unseen data [13]. This problem is 
called overfitting, because the model fits well on the 
training data, but the general quality might be poor. To 
estimate the generalization performance in this context, a 
procedure called cross-validation is recommended. The idea 
of cross-validation originates in the 1930s and has been 
further developed by Mosteller and Wallace and others in 
the 1960s [12].  

 
 

1) Cross-Validation 
Cross-Validation is a statistical method for the evaluation of 
learning algorithms by dividing data into two parts. One is 
used to learn a model, the other used to validate it. The basic 
form of cross-validation is the k-fold cross-validation. In k-
fold cross-validation, the data is first partitioned into k 
equally sized folds. Subsequently, k iterations of training 
and validation are performed. Within each iteration, a 
different fold of the data is held-out for validation, while the 
remaining k-1 folds are used for learning [13]. 

A special case of k-fold cross-validation is ‘leave-one-
out’ cross-validation. In this case, k is set to the number of 
instances in the data. This means, that during each iteration, 
all data points are used for learning except one, which is 
used for testing. Leave-one-out cross-validation is used 
especially, when the available data are very rare.  

2) Bootstrapping 
Another method for assigning measures of accuracy to 

sample estimates is bootstrapping, which was introduced by 
Efron and Tibshirani [16]. Bootstrapping is a method that 
uses resampling to create sets of data derived from one 
original data set. The bootstrap process can be described in 
the following steps: b bootstrap samples are generated from 
the original data set. Each of these samples has n elements, 
which were generated by sampling with replacement n 
times. By calculating the value of the estimator of the 
replicates the bootstrap replicates can be obtained. The 
variance of the estimates can be determined by computing 
the variance of the estimates for the samples. The 
assumptions gained from bootstrapping are similar to those 
gained from cross-validation, i.e., stability of the algorithm 
on the dataset, which should closely approximate the real 
world [14]. More details and a comparison of cross-
validation and bootstrapping was conducted by Kohavi [14]. 

3) Problem description 
In Fig. 3, two different kernel functions are used to learn 

a model with 15 training points. Cross-validation is used to 
optimize the hyperparameters. The learned function 2 
provides estimates close to the original function. Learned 
function 1 is not that close and has the form of a linear 
average function. Errors or problems like this occur 
regularly and deteriorate the estimates and the decisions 
based on them.  

Cross-validation and bootstrapping are good accuracy 
estimation methods and are applicable for parameter setting 
or performance estimation. Still, it is hard to detect with 
these methods, if the learning model has obviously failed, 
like function 1 in Fig. 2 did. These cases are responsible for 
a high amount of the total error of the learning model. As a 
solution for this problem, this paper presents the approach 
of combining different models for automatic error 
recognition. 
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Figure 3: An example for two learned regression curves, where the learned 
function 1 one provided bad estimate and learned function 2 provides good 

estimates close to the original function 
 

III. APPROACH AND EXPERIMENTS 
The presented approach aims to stabilize the learning 

process by detecting ‘faulty’ regression curves 
automatically. Therefore, we tune different models with 
different kernels, e.g, covariance functions. If there are great 
differences between these models, it is obvious, that at least 
one model does not fit to the learning data. In these cases, 
more learning data can help to improve the models. 

Generally, adding more learning data can also reduce 
errors. But this contradicts the objective of reducing costly 
simulation runs by using machine learning.   

A. Experimental setup 
For our experiments we use the framework provided by 

Rasmussen and Nickisch [10], [15]. Three covariance 
functions (squared exponential and Matérn 3 & 5) are 
implemented as learning kernels. The learning data is 
synthetically generated by a neural network based 
covariance function in combination with a periodic 
component (see framework documentation [15], covariance 
functions ‘NNone’ and ‘Periodic’). Hyperparameters are set 
to l=1; sf =1 (NNone) and l=1/12, p=1, sf =1 (Periodic) and 
noise variance = 1. This way, we get smooth functions, 
which are similar to the curves resulting from simulation 
runs with dispatching rules scheduling. But since we need a 
lot of functions to get a general result, we use these 
synthetic functions instead of simulations runs. 

B. Experiments 
For the analysis, 1000 random functions are generated as 

described before, with a discretization level of 101 on the x-
level. We have used 13 learning data points and the 
hyperparameters are optimized using cross-validation. 

When using Gaussian processes regression, a covariance 
function needs to be selected. The most common choice is 
the squared exponential, but depending on the application 
other covariance functions or their compositions might fit 
better to the application data. In this paper two different 
approaches are analyzed: First, one covariance function is 
set as the default learning kernel and others are used to 
check the results for errors.  

If no preferable covariance function is known in advance 
a more general approach is analyzed. In this case two or 
more covariance function are used to learn a model and each 
of their predictions are used to calculate a mean resulting 
prediction.  

1) One main covariance function is selected 
In the first set of experiments the squared exponential 

covariance function is set as the main learning model. To 
detect the cases, the considered model is of less quality, the 
Matérn functions with parameter d=5 (d=3 leads to very 
similar results) comes into operation. The learning error is 
determined by calculating the difference between the 
squared exponential and the original function. The 
differences between Matérn and squared exponential are 
also calculated. If these values correlate, a threshold level 
for the difference between the squared exponential and the 
Matérn functions indicates a higher error in the learning 
model. 

2) Predictions based on multiple covariance functions 
In the second set of experiments the squared exponential 

is not set as the standard model. Instead, both models are 
used equally. That means, the learning error in these 
experiments is the difference between the original function 
and the mean prediction of both models. The difference 
between both models is also calculated. If these data 
correlates, errors in the examined models can be detected, 
without knowing, which model works better to the 
application data in advance.  

IV. RESULTS 
Fig. 4 depicts the results of the differences between two 

learning models (squared exponential to Matérn 5) and the 
error to the original function (squared exponential to 
original data). Some correlating high errors for both are 
highlighted. Fig. 6 does the same for (mean (squared 
exponential-Matérn 3) to original data).  

The first set of experiments show that the difference 
between the two models correlates to the error. There are 
many data pairs in Fig. 4 showing this for high values 
exemplarily. The higher the difference in the two models, 
the higher the error of the squared exponential learning 
model. Fig. 5 shows that there is a linear dependency 
between both values. Many data points are close to 0, which 
means, that most times the learning worked well and the 
difference between the models is small. This makes it easy 
to find different threshold levels to divide the functions into  
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Figure 4: 1000 synthetic functions learned by the squared exponential and 

the Matérn 5 function. The error between the original function and the 
squared exponential function are depict as well as the difference between 

squared exponential and Matérn.  
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Figure 5: Correlation between differences in the two learned models 

(squared exponential and Matérn 5) and the error between the squared 
exponential function and the original data 

 

TABLE I.  THRESHOLD AND RESULTS DISTRIBUTION 

threshold
number of functions 
above threshold in %

total error of functions 
above threshold in %

0.25 9.0 61.5
0.2 10.7 64.8
0.15 11.8 69.2
0.1 14.4 74.4

0.075 15.5 76.1
0.05 18.2 78.2
0.03 20.8 81.3
0.02 32.3 82.8  

 
 
 
 

 
Figure 6: 2000 synthetic functions learned by the squared exponential and 

the Matérn 3 function. The error between the original function and the mean 
of squared exponential function and Matérn 3 are depict as well as the 

difference between squared exponential and Matérn 3. 

 
Figure 7: Correlation between differences in the two learned models 

(squared exponential and Matérn 3) and the error between the squared 
exponential function and the original data 

 

TABLE II.  THRESHOLD AND RESULTS DISTRIBUTION 

threshold
number of functions 
above threshold

total error of functions 
above threshold in %

0.14 23.85 29.16
0.143 21.95 26.67
0.145 21.05 25.77
0.147 19.65 24.02
0.15 17.90 21.88
0.16 12.35 14.65  
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good and faulty learning models. Possible settings are 
depicted in table 1. A threshold level of 0.03 seems to be 
appropriate for this experimental setting. If the difference 
between squared exponential and Matérn 5 is higher than 
0.03, about 20% of the functions are detected, which are 
responsible for about 80% of the total error. By adding more 
data to the learning process of these recognized 20% of 
functions up to 80% of the total error can be reduced. 

The second set of experiments show similar results. 
There is also a linear dependency between the difference of 
the models and the total error of the learning model 
consisting of both covariance functions. That means, if the 
two learning models differ, the total error gets higher. Fig. 7 
shows that in most cases at least one model differs from the 
original values, because there are only a few functions close 
to [0, 0]. This is different to the results depict in Fig. 5. The 
effect can be seen in table 2. The 19% of functions, which 
are over the threshold level of 0.147 are responsible for 
about 24% of the total error.  

The results demonstrate that there is a correlation 
between the difference in the learning models and the total 
error. This is a promising result, however, the approach to 
work with the mean value of two learning models is only 
good for a small improvement. One possible reason for this 
can be the minimized number of learning data. At least one 
model does not provide good estimates in most cases, which 
reduces quality of the mean value estimates of both. 

Even if the approach brings only a small improvement in 
our experiments here, the approach can be very useful in the 
real-life application, because there are regularly a few 
models, which are extremely wrong, e.g., some regression 
curves go up to infinity. If these cases can be found 
automatically, this stabilizes the general learning approach a 
lot. 

V. CONCLUSION AND FURTHER STEPS 
The presented experiments show that automatic error 

detection, i.e., faulty tuned models, in Gaussian processes 
with different kernels is a promising approach. The 
experiments have shown, that if estimates from different 
kernels differ strongly, the difference to the original function 
is high.  

 The benefit from the approach is, that if less regression 
models are ‘faulty’, the ‘learning’ is more stable and less 
unfavorable decisions are made. The approach to use 
different learning kernels, which all seem appropriate for this 
application, is promising. Since deviations in the models are 
a clear indication that at least one model provides poor 
estimates. 

Next steps are to further improve the approach where the 
average estimates of two learning models are used. Some 
preliminary tests to find the most appropriate kernel and use 
this kernel mainly, can be a promising approach.  

Nevertheless, the presented approach brings more 
stabilization to the learning process and further steps will be 
to implement it in the application of production scheduling in 
the future. 
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Abstract—Currently cloud infrastructures are in the spot-
light of computer science. Through offering on-demand re-
source provisioning capabilities and high flexibility of man-
agement cloud-based systems can seamlessly adjust to the
constantly changing environment of the Internet. They can
automatically scale according to a chosen policy. Despite the
usefulness of the currently available tools in this area there is
still much space for improvements. In this paper we introduce
a novel approach to automatic infrastructure scaling, based on
the observation of business-related metrics. We present details
on a tool based on this concept, which uses a semantic-based
monitoring and management system, called SAMM. At the end
we discuss the capabilities of the new mechanisms.

Keywords-cloud computing; monitoring; scaling; resource
provisioning; business metrics

I. INTRODUCTION

While becoming a very promising trend for IT [1],
cloud computing platforms offer great flexibility and pric-
ing options which are very interesting especially from the
end user point of view. The service consumer pays only
for the actually used resources and need not worry about
providing/maintaining them. All the required computing
power, memory and disk space can be used on demand
[2]. Along with easy allocation and de-allocation, many
cloud environments offer the ability to automatically add
and remove new resources based on the actual usage. These
automatic scaling capabilities can provide a great value.
With such a tool it is possible to seamlessly deal with peak
load situations and to reduce the costs of handling a stream
of service requests which form predictable patterns.

Usually the rules behind a scaling mechanism are based
on the observation of generic metrics, e.g. the CPU load.
This approach does not require spending additional time to
develop customized tools and can be easily applied to many
different systems. Nevertheless, it is far from perfect. The
decision on what to do with the system is based mainly
on low level data which indicate that the system is already
undergoing high load or some resources are not being used.
One has also to keep in mind that it always takes some time
to execute a particular action. Launching a VM instance,
connecting it to load balancing facilities and redirecting

requests to a new node may take a while. Therefore the
action should be executed at such a moment that it will actu-
ally improve the situation, instead of generating undesirable
overload of the system.

It is common for monitoring tools to provide not only
generic, low level information, but also describe the state of
resources with metrics tailored to a specific technology or
even a particular instance of the system. In many situations
such information indicate how much resources will be
required in the near future. For example, if the length of the
requests queue for computational intensive tasks is rapidly
growing, we may be sure that new virtual machines should
be deployed. On the other hand, when request buffers on
virtual machines are getting empty, the number of running
virtual machines may be reduced.

Based on such observations we developed a different
approach to automatic scaling. We propose to use higher
level data, including customized metrics relevant only to
a single system, as decision-making criteria for an auto-
scaling mechanism. For example, a resources pool could
be extended based on the requests queue length. In this
approach we assume that it is far more easier for the user
to define triggers for dynamic resource provisioning, when
they use concepts directly bound to the application to be
scaled.

In this paper we present a modified version of Semantic-
based Autonomic Monitoring and Management - SAMM
([3], [4]) system, which is using the new paradigm. SAMM
is a result of our previous research which was aimed to
help administrators meet SLA conditions. To be able to
handle this task, the tool monitors a set of customized, high
level metrics. They describe the state of a system under
observation in the context of business objectives defined in a
Service Level Agreement ((SLA)). SAMM was designed to
independently modify the application behaviour to prevent it
from breaking the contract. Since this level of autonomy is
not always desired, we decided to enhance the system with
support for custom rules which trigger specified actions.

The rest of paper is organized as follows: Section 2
presents the already existing approaches in the area of
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automatic scaling. Next, in Section 3, we provide more
details on the enhancements to SAMM and define (Section
4) an environment which was used to test it. In Section 5
we discuss the results obtained. Finally, Section 6 concludes
the paper with a short summary and outlines plans for future
work.

II. RELATED WORK

Depending on a user’s cloud usage model [5], automatic
scaling may be understood in different ways. If the user
consumes a ready-to-use software application (Software as
a Service model [6]) the service provider is the party which
is responsible for providing a proper amount of resources.
There has to be enough computing power and network
bandwidth provisioned to meet the conditions of agreements
with clients. In this situation, automatic scaling from the end
user perspective is only a feature of the system, which allows
to easily satisfy the business needs when they arise. For
example, a company which uses an on-line office software
suite may need to provide such software to ten new employ-
ees. Instead of buying expensive licenses and installing the
software on their workstations, the IT department requests
for additional ten accounts in the online service.

In the Platform-as-a-Service model ([7], [8]) the situation
is similar. The service provider is also responsible for the
automatic scaling of application. However, usually the user
has to explicitly request the provisioning of such resources.
Providers are able to influence the applications by defining
technical constraints for the platform. This way they may
ensure that the architecture of the software deployed allows
to add and remove some resources dynamically without
disrupting normal operation. The algorithm used in decision
making may be fine tuned to the underlying hardware and
internal resource handling policies of the provider. Usually
the user can influence the automatic scaling behavior by
setting the upper and lower boundaries of automatic scaling.
This prevents from unlimited consumption of resources and
therefore from exceeding an assumed budget.

The last model - Infrastructure-as-a-Service (e.g. [9])
relies on virtualizing the infrastructure elements like ma-
chines and network connections between them. The user
has to install and configure everything from scratch and
on its top develop their own applications. On the other
hand the environment can be customized in many ways,
beginning with virtual hardware resources (e.g. CPU power,
storage size) and ending with their own server software.
Automatic scaling in this model is understood as provi-
sioning on-demand more resources (e.g. virtual machines,
virtual storage devices). The user may delegate this task to
the service provider ([10]). Adding and removing certain
elements is then usually triggered by user-defined rules
specifying what action should be taken when a particular
threshold is exceeded. These thresholds are limited to a
set of metrics predefined by the provider (e.g. CPU usage,

storage usage). Many IaaS providers also share an API for
operations related to managing acquired resources. With
such a manner of interaction with infrastructure, the user
may create own management tools which can implement
custom automatic scaling policies.

In [11] the authors showed that automatic scaling al-
gorithms working with application-specific knowledge can
improve the cost-effectiveness ratio of application deployed
in cloud environments. Choosing metrics from a set of
traditional system usage indicators as CPU usage, disk
operation, and bandwidth usage can be not helpful enough.
The authors decided that the deadline for jobs executed by
system will be used as a key factor for triggering the auto-
scaling of the system.

These examples show that currently existing automatic
scalability mechanisms can be improved. The presented
tools focus on maximizing resources usage, which does not
have to be the most important factor from the user point
of view, e.g. it may be more important to have a system
with very short request response time instead of high CPU
usage. There are attempts to change this situation, but there
is no generic tool which would be oriented towards easy
adaptation to specific systems.

III. MODIFICATIONS TO THE SAMM SYSTEM

Our approach to automatic scaling is based on the assump-
tion that for each application it is possible to choose a set of
metrics, which can be used to estimate how much resources
will be required in the nearest future. On the most basic
level it should be sufficient to be able to predict whether
more resources will be required, or some of those currently
running may be stopped. With this point of view, the user
is able to determine simple thresholds related to triggering
some actions influencing the system in a desired way.

The set of metrics under discussion is tightly coupled with
an application for which it is to be chosen. Since the metrics
with the same names are often used in different contexts,
they may have completely different semantics, e.g. the mem-
ory usage may be defined as physical RAM usage or virtual
memory usage. To handle so much different information, it
is required to use a data representation capable of describing
all the used concepts. Furthermore, the monitoring system
used in this situation has to provide easy ways to create
extensions. There should be a possibility to provide support
for new data acquisition techniques. In modern complex
software systems, measurements will have to be gathered
with help of several very different technologies.

Therefore we decided as a starting point for this research
to use the result of our previous work on automatic scaling
- the SAMM ([3], [4], [12]) system. SAMM is a monitoring
and management software, flexible enough to meet the above
requirements. By using ontologies to describe resources
and metrics available for observation, it has capabilities
to express different system architectures and monitoring
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facilities. Owing to its module-based architecture based on
OSGi bundles and services, it can be extended by support
for new technologies without much effort. Reimplementing
and replacing the existing components is also feasible.

To meet the requirement of being able to define rules
in a convenient way, we came to a new decision-making
module. For this purpose we used the Esper event processing
engine ([13]). The internal architecture of SAMM with the
enhancements introduced is depicted in Figure 1.

Figure 1. SAMM’s architecture after introducing described changes

The flow of measurement activities is as follows:
1) Measurements are being collected by the Transport

Adapters. Transport Adapters are a an abstraction
layer over different technologies used for data collec-
tion, e.g. there are separate adapters for Java Manage-
ment Extensions (JMX)([14]) and Eucalyptus ([15]).
They translate internal SAMM measurement requests
to language specific constructs for a particular tech-
nology, e.g. to Java method invocations.

2) Metrics module processes measurements according to
formulas defined in form of Java classes. The values
obtained in this way are sent further to the Decisions
module.

3) Values coming from Transport Adapters and Met-
rics modules are processed directly by the Decisions
module. The Esper event processing engine captures
specific events and based on them can trigger an action
execution. Rules that describe which events should
trigger which actions are defined by the user. It is
optional to trigger an action.

4) Whenever the Decisions module detects exceeding a
threshold, an action execution request is sent to Action
Executor. This component tries to modify the infras-
tructure by using a specific Transport Adapter, since
actions can be executed only with help of particular

communication protocols. The exact steps executed by
an action are provided as a Java code.

Once SAMM has been enhanced, measurement and met-
rics values are processed by Esper as events. Owing to
this, conditions specified in rules may be very flexible and
may include e.g. aggregation functions or consider values
only from within a particular interval of time. Since custom
queries can be used, the only constraint is the flexibility of
the Esper query language.

IV. EVALUATION OF THE APPROACH

To evaluate our approach to automatic resources provi-
sioning we applied the business-metric based scaling policy
to a sample application - a simple service for numerical
integration. To be able to easily scale the number of nodes
used for computations, the Master - Slave model was ap-
plied. In the application’s architecture (presented in Fig. 2)
there is a main master node, responsible for dispatching the
requests and one or more slave nodes performing numerical
integration. We do not discuss the exact algorithm of nu-
meric integration or its parameters since it is out of scope
of interest of the paper.

Figure 2. Test application architecture

The Master node is built from three components:
• Slave Dispatcher - handles the queue of incoming

numerical integration requests. If there are any requests
in the queue, Slave Dispatcher passes them to one of
the registered slaves. The slave is chosen by performing
the following steps:

1) Retrieve a proxy for another slave from Slave
Resolver

2) If the slave is capable of handling a next request,
send it to this node, else go to point 1.

3) If there are no slaves capable of handling the
request - wait e.g. for 5 seconds and start looking
for an appropriate node from the beginning.

A slave node is capable of handling a next function if
it does not overflow the buffer of numerical integration
requests. The size of buffer was set to 25 requests.
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The Slave Dispatcher is the main component of Master
node.

• Slave Resolver - maintains the set of proxies to slave
nodes. In this component slave nodes register at the
beginning of their work. The information about the
addresses of nodes are later shared with Slave Dis-
patcher.

• Expression Generator - generates the functions for
which integration operations are further performed on
slave nodes. The functions may be generated infinitely
or read from a file in chunks of a specified size.

One of the main assumptions about the test application
is that always at least one slave node has to be running.
It was also decided that at most ten instances could get
started automatically. The stream of integration requests
in the test scenario was tailored to these parameters. The
system running all ten slave nodes at once could handle
without problems the load used in the test scenario.

A. Test Environment

The development work and tests were carried out using
the FutureGrid project environment [16]. The India Euca-
lyptus ([15]) cluster was used. The following virtual machine
types were provided:
• m1.small - 1 CPU, 512 MB of RAM, 5 GB of

storage space
• c1.medium - 1 CPU, 1024 MB of RAM, 5 GB of

storage space
• m1.large - 2 CPUs, 6000 MB of RAM, 10 GB of

storage space
• m1.xlarge - 2 CPUs, 12000 MB of RAM, 10 GB

of storage space
• c1.xlarge - 8 CPUs, 20000 MB of RAM, 10 GB

of storage space
The cluster is built up from 50 nodes and each node is

able to run up to 8 m1.small instances. Slave nodes in
our application do not use much storage space and memory.
To have got a fine-grained level of the management of the
computing power, we decided to use m1.small instances
for them. The Master node application had higher mem-
ory requirements, thus we deployed it on a c1.medium
instance.

B. Case Study

To evaluate the quality of our approach we compared
two strategies of automatic scaling. The first one exploits a
generic metric - the CPU usage. The second strategy uses a
business metric - average time spent by computation requests
while waiting in Slave Dispatcher’s queue for processing.
Upper or lower limits for such a metric could be explicitly
included in a Service Level Agreement, e.g. the service
provider might be obligated to ensure that a request won’t
wait for processing for longer than one minute.

The triggering rules used in the first approach are as
follows:
• Start another slave node virtual machine: the average

CPU usage of slave nodes from the last 300 seconds
was higher than 90%

• Stop a random slave node virtual machine: the average
CPU usage of slave nodes from the last 300 seconds
was less than 50%

The triggering rules used in the second approach are:
• Start another slave node virtual machine: the average

wait time of request from within the last 300 seconds
was higher than 35 seconds

• Stop a random slave node virtual machine: the average
wait time of request from within the last 300 seconds
was less than 10 seconds

The presented parameters were tuned up specifically to
the infrastructure on which we carried out the tests and the
current load of the cluster. The infrastructure was used in
parallel with other users, thus, e.g., the startup time of virtual
machines differed over time.

For the evaluation we prepared a test scenario consisting
of 120 steps. Each step included adding new requests of
numerical integration to Slave Dispatcher’s queue and wait-
ing for 60 seconds. We had to ensure that two auto-scaling
strategies will have to handle exactly the same situation.
It was therefore decided to generate the exact functions to
process before the actual test and store them in files. Later,
when the test was run, Expression Generator was reading
functions from these files and passing further for processing.

The number of requests added to the queue was equal to

ExprNum(n) = 100 + 5 ∗ (n mod 80)

(where n is the iteration number) of each step of workload.
The exact values of formula’s constants were chosen in such
a way, that a setup of ten virtual machines running constantly
during the test scenario could handle the workload. The
workload simulates a basic situation requiring automatic
scalability capabilities: a constant increase in load in a period
of time with a rapid drop right after it.

V. TEST RESULTS

To compare the automatic scaling exploiting the selected
strategies, we gathered data about the average wait time
(Figure 3), Slave Dispatcher’s input queue length (Figure
4) and the number of running instances (Figure 5) when
executing the test scenario. To sum up the differences we
computed the average values of those metrics. Table I
presents the results.

At the beginning (the first half of an hour), according to
the growing demand for computing power, SAMM started
some slave nodes. They were kept busy, because the number
of integration requests was growing.

While observing the system from the CPU usage point of
view, more resources should still be allocated - there was
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Figure 3. Average wait time during test scenario execution for both
strategies (CPU usage and Avg wait time)
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Figure 4. Queue length during test scenario execution for both strategies
(CPU usage and Avg wait time)

not enough computing power to process incoming requests.
The number of slaves was increased until the requests
were handled faster than the new ones were added. Once
the queue got completely empty, CPU usage dropped and
SAMM terminated the unused virtual machines. However,
some minutes later, the queue got refilled. Again, more
resources were acquired. At the end, after eighty minutes
(when the workload rapidly drops), the number of requests
in the queue was still high (over 6000).

In the second approach, the rapid drop of average wait
time at the beginning also indicated that some resources
should get released. The virtual machines were fully used,
but the wait time for requests was acceptable. When more
and more requests kept joining the queue, the average time
required to start the numerical integration got extended. Even
if the machines were not utilized 100%, the quality of the
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Figure 5. Number of running instances during test scenario execution for
both strategies (CPU usage and Avg wait time)

service was dropping according to the average wait time
metric. SAMM therefore acquired more resources to im-
prove the situation. In a longer perspective such a behavior
resulted in a shorter response time in comparison with the
CPU usage-based scaling strategy.

Table I
AVERAGE METRIC VALUE FOR AVGWAITTIME AND CPU STRATEGIES

Metric AvgWaitTime CPU

Average instances number 4.53 4.96
Average wait time (ms) 203987.08 266362.25
Average queue length 934.06 1392.72

VI. CONCLUSIONS AND FUTURE WORK

Using the average wait time metric has a positive impact
on the system when considering its operation from the
business point of view. Since the end users are mostly
interested in making the time required to wait as short
as possible, the amount of the resources involved should
be increased according to this demand. By improving this
factor, the potential business value of the presented service
grows. The system was automatically scaled by SAMM not
only from the technical point of view but also from the
business value perspective. On the other hand, since the
CPU usage was not the main concern, the system may be
used not in the most efficient way. If there would be an
SLA which does not cover the request wait time, it would
be more reasonable to use the CPU usage as a trigger for
automatic scaling. Choosing the most appropriate metric to
use is up to the user - they have to decide which one is the
most important from their perspective.

The actual improvement introduced by the dynamic re-
source provisioning highly depends on an actual workload.
In our test scenario the system shortened the time spent on

76Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4

ADVCOMP 2011 : The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences

                           84 / 132



waiting by 62 seconds. However there are also situations in
which the strategies bound to generic metrics can be as good
as the one based on business metrics, but it would require
more efforts to choose the most relevant ones and to tune
correct limit values.

The possibility to dynamically increase the amount of
resources involved in providing a service is a response for
the need to efficiently operate in a very quickly changing en-
vironment such as the Internet. Adding resources on-demand
significantly extends the capabilities of a running system,
which is enabled to serve both small and big numbers of
users. There is no unused capacity, so the operational costs
can be lower.

Making the automatic scaling tools more aware of busi-
ness rules makes them more useful, especially when they
are used in privately held cloud systems. Deep knowledge
about the elements running inside the system, provides
better insight into scaling rules. They can be fine-tuned
to particular hardware and software setup, so the balance
between the allocated and spare resources can be properly
maintained. For the crucial applications the system could
provide all the required computing power and low priority
tasks can be automatically maintained. The service provider
is able to do more with the same or even smaller amount of
computing power.

Our research in automatic scaling area is ongoing. We
plan to further extend SAMM with a web interface which
would facilitate using its functionality. Another interesting
goal of the research is to add support for other cloud stacks,
e.g. Open Stack [17] or Open Nebula [18], thus making
SAMM interoperable in a heterogeneous environment.

Acknowledgments: This research is partly supported by
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out using the FutureGrid project resources 1.
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Abstract—Due to the rapid obsolescent nature of consumer 
products, the remanufacture-to-stock strategy, in which 
remanufacturers tend to collect certain amount of end-of-life 
products, remanufacturing them as many as they can and keep 
these remanufactured products in stock waiting for customers 
come to buy, is not always an optimal solution. Under this 
circumstance, remanufacture-to-order policy, as an effective 
complement, provides a good trade-off for remanufacturers 
between meeting consumers’ demand and, in the meantime, 
keeping the inventory cost at a lower level. To remanufacture 
the used items, the manufacturer must retrieve them from the 
market where they are dispersed among consumers. This is 
accomplished by means of a reverse logistics chain that is 
comparable to the new product distribution system in reverse. 
However, the current reverse logistics do not respond to 
remanufacture-to-order at an efficient level. Therefore it is a 
necessity to develop a novel infrastructure, which can deal with 
these issues. This paper presents a framework called e-reverse 
logistics that aims at filling this gap. The major features and 
architecture of the proposed e-reverse logistics are detailed in 
this work. 

Keywords-EoL (End-of-Life) product recovery; RMTO 
(Remanufacture-to-Order); RL (Reverse Logistics); auction; 
MAS (Multi-Agent System) 

I.  INTRODUCTION 

The EoL (End-of-Life) product recovery field has grown 
considerably during the past decades, due to its economical 
benefits and environmental requirements. Among various 
recovery options, remanufacture is an industrial process 
where EoL products are restored to like-new condition.  

As remanufacturers strive to gain a competitive 
advantage by shortening their quote-to-delivery cycles; 
driving out operational costs and non-value add processes; 
keep lower inventories and better customer service etc., 
many remanufacture companies consider to employ the 
strategies associated with “RMTO (Remanufacture-to-
Order)”, where used products are acquired and available as 
needed to meet needs of remanufacture. RL (Reverse 
Logistics) plays a key role in achieving this goal. In the 
literature, the research of RL involves many aspects such as 
network design and inventory management. Various methods 
have also been applied to deal with RL; see [1] for a recent 
survey. It can be seen from this review that the problems 
encountered in RL always require multi-objective 
optimization. Therefore, artificial intelligence seems to be a 

promising and most widely used tool to deal with these 
issues. 

In [2], an attempt was made to design the structure of e-
RL (e-Reverse Logistics) to cope with RMTO. Consequent 
to the previous study, in this research, a novel solution based 
on auction theory and agent technology is posed to realize e-
RL in the context of RMTO. Present study focuses on the 
implementation of integrated decision-making processes of 
various actors within an e-RL process.  

The rest of the paper is organized as follows: Section II 
identifies several key challenges of employing RMTO 
strategy; the proposed e-RL architecture is detailed in 
Section III; Section IV describes auction based and multi-
agent system supported solution for realizing e-RL; finally, 
the conclusion and future work of the current research are 
drawn in Section V. 

II. CHALLENGES FOR REMANUFACTURE-TO-ORDER 

Remanufacturing has been considered as the 
transformation of used units, consisting of components and 
parts, into units that satisfy exactly the same quality and 
other standards as new units. As seen from Figure 1, the 
general activities involved in EoL product remanufacturing 
are as follows: 

 

 
Figure 1.  RL process for EoL product remanufacturing. 

• Normally, the initial actor group can be identified as 
the EoL product owners. They are regarded to be the 
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source of the EoL products emergence. In order to 
obtain a remanufactured product, an EoL product has 
to be first collected from its last owners. 

• The second group is represented by a set of EoL 
collectors such as 3PRLP (Third Party Reverse 
Logistics Provider), authorized EoL product 
dismantler, and retailer. Though the functionalities 
of these three types of collectors are slightly 
different, they act the common role of collecting as 
many of EoL products as possible from end 
consumers. 

• Remanufacturer is often treated as the third acting 
group in the practice of EoL product 
remanufacturing. It is mainly responsible for EoL 
product disassembly, cleaning, testing, and 
reassembly. In real world, 100% recovery rate of 
EoL product is not always achievable, so the 
remanufacturer not only has to procure new 
components to finish a remanufactured product, but 
generating certain amount of product waste and 
residue as well. 

A. The Importance of RMTO 

Due to the fact that high uncertainty involved in 
remanufacturing process such as the problem of imperfect 
correlation between supply of cores and demand for 
remanufactured units, the part matching problem and the 
uncertainties in the quantity and timing of returned products, 
etc., RMTO is often a practice in industry. Typically an 
RMTO remanufacturer deals with a customer’s enquiry 
through the following stages: 

• First, remanufacturer will receive an order from 
customer through its ordering system. 

• The first stage is an initial evaluation to determine 
whether the remanufacturer wishes to make a bid for 
the order. The outcomes of this stage are the 
decisions to prepare or refuse a bid, and possibly to 
seek further clarification on the request if it accepts 
the bid. The availability of cores is one of the 
reasons that influence remanufacturer’s decision. 

• In the second stage, the remanufacturer decides how 
the cost estimates will be prepared. This means 
specifying how much time should be spent in the 
estimation process. 

• The third stage is the process of preparing the cost 
estimates themselves. This includes specifying and 
configuring in detail how the job will be made and 
also deciding upon material and process plan of the 
job. 

• The final stage is to set the price and lead time to 
bid. Here the question is to decide the margin of 
profit to attach to the cost estimates. 

After these four stages, the proposal is put to the 
customer, who may accept it, reject it, or may ask for further 
negotiations. A further negotiation may just be a request for a 
lower price or could be a joint exploration of ways to change 
the specification to reduce the cost. Another possibility on 
behalf of the customer is to ask the remanufacturer for a new 
price for a specific delivery date, different to the one 
proposed by the RMTO remanufacturer [3]. 

B. The Role of Reverse Logistics 

In order to shorten the lead time of a required 
remanufactured product, it is essential to have, at any time, 
the parts needed to assembly a new product, which has been 
ordered. It is made possible if there is on the shelf an 
exhaustive and comprehensive stock of spare parts (both new 
and reusable ones). This solution results obviously in a 
significant cost for any remanufacturer and is not always 
technically achievable in practice. The alternative strategy is 
to be able to create an effective required parts supply system 
to proceed to the remanufacturing process [4]. Under these 
circumstances, RL, in recent years, have emerged as an 
important research area due to a tendency towards stricter 
environmental regulations in industry and an awakening to 
the economic attraction of recovering products rather than 
taking the disposal alternative [1]. There are several 
definitions of RL available in the literature. In this research, 
the following definition provided by [5] is accepted: RL “is a 
process in which a manufacturer systematically accepts 
previously shipped products or parts from the point for 
consumption for possible recycling, remanufacturing, or 
disposal.” 

However, TRL (Traditional Reverse Logistics) process 
suffers many disadvantages such as core collection speed 
slow, core delivery delays, and core delivery mistake. 
Among them, one major challenge faced by the RMTO 
industry is how to achieve satisfying dearth of good 
information system while dealing with the inherent 
variability in TRL. The variability might be caused by a 
variety of reasons, for example: fluctuating demands, 
uncertainty of job arrivals, product variety or technological 
changes. Facing various constraints, the next questions which 
would probably be asked are: what is the best way to get 
effective information? How would it be possible to control 
information to minimize the variability? Meanwhile, there is 
lacking of system architecture that actually realizes RL.  

III.  PROPOSED E-REVERSE LOGISTICS ARCHITECTURE  

In this section, a brief overview of proposed e-RL is 
provided. As shown in Figure 2, the realization of e-RL 
relies on an in-depth understanding of TRL activities 
together with computer support and communication 
technologies, namely EPC (Electronic Product Code), NFC 
(Near Field Communication), and cloud computing. 

 

 
Figure 2.  What is e-RL? 
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In the “e-RL” circle, research is focused on Internet-
based decision making models with various distributed 
sources and human interaction, which would allow the 
decision structures to be adaptive and more responsive. 
Additionally, information exchange is required to influence 
other parties’ local decisions, to act coherently and to 
achieve better results for the entire system. Briefly, the e-RL 
framework works as follows: 

• Step 1: The EoL product owners use their NFC 
enabled mobile device to publish pieces of used 
product information online, by simply scanning the 
ready-to-discard products’ integrated EPC tag. 

• Step 2: When a remanufacturer lodges a core request 
to a 4PLP (Forth Party Logistics Provider), she will 
search online to look for appropriate EoL product 
information (i.e., an event been published by used 
product’s last owner). Once 4PLP captures pieces of 
information, she will immediately forward them to 
the remanufacturer for further confirmation. 

• Step 3: Supported by cloud computing, 
remanufacturer can verify the EoL product 
information through EPCglobal network, and this 
will in turn help remanufacturer to evaluate the 
residue value of a certain used product. Once the 
remanufacturer decides which core is suitable for his 
needs, he will send the feedback to 4PLP. 

• Step 4: When a 4PLP receives a confirmation 
message, she will distribute the collection orders 
among a set of other companies with actual transport 
capacity such as 3PRLP, EoL product dismantler, 
and retailer. 

• Step 5: Once a collector successfully gets the order 
from 4PLP, she will handle any return from the 
customer to remanufacturer including the physical 
movement of the goods and so on. 

The purpose of establishing e-RL is to achieve lower core 
acquisition costs for remanufacturer, lower barriers for new 
suppliers to enter the market of remanufacture, more 
convenient and environmental conscious ways of discarding 
EoL products for end customers, and consequently better 
EoL products remanufacture market efficiency which will in 
turn make RMTO possible.  

Though e-RL is theoretically promising, it still faces 
some challenges in the real-life implementation: first, the 
core information provided by 4PLP is multiple and the 
remanufacturer needs a way to determine which one is the 
best; second, in order to acquire the collection order from 
4PLP, the EoL product collectors such as retailer, 3PRLP 
and dismantler need an environment that they could 
negotiate with 4PLP and end customers simultaneously so 
that a optimal collection solution can be achieved; third, in 
stead of being passively join the EoL product recovery, 
which in some degree may decrease the efficiency of whole 
e-RL process, the end customers also need an environment to 
support them actively choosing the best option to discard an 
EoL product; last but not the least, the e-RL process involves 
many dynamic factors, information and communication 
technologies do cease these problems to certain degree, but 
still a more advanced method should be proposed to cope 
with these dynamic influences.  

IV.  ONLINE AUCTION BASED AND MULTI-AGENT 

SYSTEM SUPPORTED SOLUTION FOR E-REVERSE LOGISTICS 

In this work, the e-RL process is treated as a cooperative 
distributed system that integrates participating business 
entities in RMTO, including various EoL product owners, 
several EoL product collectors, one or more 4PLPs and 
remanufacturers. This architecture enables and facilitates 
common economic services and commerce transactions 
between the consumers and suppliers, such as brokering, 
pricing, and negotiation, as well as cross-enterprise 
integration and cooperation in whole reverse logistics. In the 
conceptual architecture, the e-RL exists as a collection of 
economically motivated software agents. 

 

 
Figure 3.  e-RL for RMTO and Auction Sessions. 

The online auction based and MAS supported e-RL 
solution incorporates three auction sessions (see Figure 3) 
and each of which is viewed as a separate market 
environment. Different auction mechanisms are employed in 
every auction session and each participant agent (consumer 
or supplier) in certain auction session acts independently and 
contracts to buy or sell at a price agreed upon privately.  

A. Auction Sessions 

The three auction sessions are detailed in the following 
subsections: 

1) Auction Session 1_Reverse Vickrey Auction: In this 
session, a remanufacturer will publish the core request 
information, and a 4PLP will look for a suitable core. The 
underlying auction mechanism of this session is reverse 
Vickrey auction. In practice, the reverse auction is often used 
to refer to purchasing auctions (i.e., the roles of the buyer 
and the seller are swapped). The reason that Vickrey 
mechanism is chosen lies in that this auction has shown that 
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bidding one’s true evaluation is the dominant strategy. As 
such, the Vickrey auction eliminates the need for 
strategizing. Since there is an easy dominant strategy the 
bidders do not have to think about what they should do. They 
just play their dominant strategy and bid their true valuation. 
Thus makes it a very attractive auction in terms of its 
efficiency compared with other auction types. 

Basically, there are three sets of agents in this session as 
shown below: 

• Core_Request_Agent: Representing the role of 
remanufacturer to ask for cores via Internet. 

• Search_Agent: It works for 4PLP to look for core 
information online.  

• Auctioneer_Agent: It has the capability to carry out 
the buying task in this session.  

In general, Auction Session 1 works as follows: the 
core_request_agent formulates a purchase-order and assigns 
it to an auctioneer_agent in Session 1. The auctioneer_agent 
receives a request from the core_request_agent to process the 
purchase-order. Consequently, the auctioneer_agent 
formulates an “announcement” including all the auction 
parameters supplied by the core_request_agent such as the 
required item details, quantity, minimum price and desired 
required deadline. This “announcement” is encapsulated in 
side a “call-for-bid” message that is sent out to all potential 
bidder agents registered with the current auction session. At 
a certain time, the auctioneer_agent send “propose” 
messages to all search_agents indicating the start of the 
bidding process. Search_agents express their preferences in 
the format of universal bidding language and send “bid” 
message back to the auctioneer_agent. When the purchase 
deadline reaches, the auctioneer_agent ceases to accept any 
messages and send a “reject” message for late arriving 
messages. Immediately after this, the bid evaluation process 
commences by comparing the structure of aggregated bids 
against certain classes of bids that indicate an optimal 
allocation of winners and calculation of payments is 
ultimately guaranteed. Otherwise, the auctioneer_agent runs 
a heuristic algorithm in order to arrive at a computationally 
feasible approximate winner allocation. Finally, the 
auctioneer_agent sends “inform” messages to all 
search_agents as well as the core_request_agent to notify 
them of the auction result. Then each agent is responsible for 
notifying its representative human player of the auction 
outcome at the end of this auction session. 

2) Auction Session 2_Reverse Combinatorial Auction: 
In this session, 4PLP will publish the EoL product collection 
information, and different collectors will bid for packages of 
various EoL products. Reverse combinatorial auction 
mechanism will be employed in Auction Session 2. In 
combinatorial auction setting, the bidders can place bids for 
sets of items instead of just placing one bid for each item for 
sale. This is arguably a more attractive option compared with 
other auction types in the context of this session. 

Thus, apart from auctioneer_agent (see Auction Session 
1), there are four sets of agents involved in this session: 

• Advertise_Agent: Working for 4PLP to redistribute 
the EoL product collection order confirmed by 
remanufacturer. 

• 3PRLP_Agent: On behalf of 3PRLP to bid EoL 
products collection. 

• Dismantler_Agent: Representing EoL products 
dismantler to bid the collection order. 

• Retailer_Agent: It stands for retailer to participate 
in auction. 

• Auctioneer_Agent: It has the capability to carry out 
the buying task in session 2.  

In principle, this session works as follows: considering a 
4PLP, who manages multiple wanted EoL goods to be 
collected and transported to different destinations, using 
auctions to make short-term contracts with carriers. When 
4PLP has a list transportation orders from remanufacturer, all 
the carriers that would like to participate in the auction 
observe the orders and submit their bids for various packages 
of orders. 

3) Auction Session 3_First-Price, Sealed-Bid Auction: 
In this session, EoL product owners will publish the EoL 
product information, and the collectors will bid for them. In 
order to increase the customers’ willingness-to-return, the 
first-price, sealed-bid auction is chosen in this session. 
Generally, in this auction, each bidder places his bid in a 
sealed envelope. These bids are given to the auctioneer who 
then picks the highest bid. The winner must pay his bid 
amount.  

In addition to the same agents as described in Auction 
Session 2 like 3PRLP_agent, dismantler_agent, 
retailer_agent, and auctioneer_agent, Auction Session 3 has a 
new agent set, that is, mobile_agent and its characteristics are 
described as below: 

• Mobile_Agent: mobile_agent acts as the EoL 
product owner. Basically a mobile_agent is capable 
of moving over a network, such as the Internet, while 
interacting with foreign hosts, gathering information 
on behalf of the user and returning to the user after 
performing its assigned duties. 

In general, Auction Session 3 works is this way: when a 
mobile_agent publish a piece of EoL product information, 
different bidder agents such as retailer_agent, 
dismantler_agent and 3PRLP_agent will submit their bids 
privately and the highest bidder will eventually win the 
auction and pays his own bidder. 

Meanwhile, in order that multiple sellers and multiple 
buyers can trade simultaneously, CDA (Continuous Double 
Auction) mechanism is selected as a connection between 
different auction sessions. In CDA setting, buyers and sellers 
can continuously update their bids and asks at any time 
throughout the trading period.  

B. Agent Architecture 

In a trading framework agents must interact with each 
other, selling and buying resources. Trading agents should 
sell for the higher proposal and vice-versa for buying. Each 
negotiation consists of a sequence of interactions [6] and thus 
each committee of agents can be viewed as a player in a 
game [7]. Basically, every agent consists of knowledge and 
capability packages, each of which is tailored according to 
the agent’s specific role. An auction-based e-RL mainly 
recognizes eight sets of agents, namely, auctioneer_agent, 
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core_request_agent, search_agent, advertise_agent, 
3PRLP_agent, dismantler_agent, retailer_agent, and 
mobile_agent. They belong to two types of agents 
respectively: auctioneer-type agent and bidder-type agent.  

In an auctioneer-type agent, the knowledge package 
contains the information in the agent’s memory about the 
environment and the expected world. This includes the agent 
self-model, other agents' model, goals that need to be 
satisfied, possible solutions generated to satisfy each goal, 
and the local history of the world that consists of all possible 
local views for an agent at any given time. The agent’s 
knowledge also includes the agent's desires, commitments 
and intentions toward achieving each goal [8]. The capability 
package includes the reasoning component, the domain 
actions component which contains the possible set of domain 
actions that when executed the state of the world will be 
changed, and the communication component where the agent 
sends and receives messages to and from other agents and 
the outside world. The architecture of auctioneer-type agent 
is show in Figure 4 (a).  

 

 

Figure 4.  Architecture of auctioneer-type and bidder-type agent. 

When bids via agents’ communication messages coming 
from the bidder-type agents through the communication 
component assigns a goal-state. The problem-solver 
component is responsible for the collection of bids and the 
winner determination process to allocate the item or bundles 
and their respective prices. Through the interaction 
component, the auctioneer-type agent sends out an “accept” 
message at the beginning of auction session informing the 
supplier-agent that the auction will be carried on its behalf. 
Once the auction ends, the outcome must be reported to all 
participants. This information is encapsulated in outgoing 
messages and sent to the outside world through the 
communication component. 

The role of the bidder-type agent is to express its 
preferences in bid format and sends “bid” messages out to 
the auctioneer-type agent. The problem solver component 
contains a bid class that implements a cyclic behavior in 
order to respond to incoming messages from the auctioneer-
type agent that requests bids. This class implements all the 
bidder-type agents’ tasks such as registrations and bid 
valuations. Similarly, as shown in Figure 4 (b), the bidder-
type agent is designed using the same agent architectural 
principles.  

The bidder-type agent interacts with the consumer via a 
user-interface designed to express the atomic bids as well as 
constraints that signify which item/bundle is mutually 
exclusive. The formulated bid represents the body of the 
agent’s communication message that will be sent to the 
auctioneer-type agent via the communication module. 

V. CONCLUSION AND FUTURE WORK 

This paper presented an ongoing research on developing 
a robust architecture of e-RL for meeting RMTO 
requirements. By integrating advanced information 
technologies, this framework provides the users with a more 
convenient option of discarding EoL products, and in the 
meantime, the framework also allows RMTO practitioners to 
take decisions on accepting or rejecting customers’ demand 
in a more real-time manner.   

During the development of the online auction based and 
MAS supported solution for proposed e-RL model, several 
difficulties were faced by the authors. The first one was 
related with a lack of commercial available module that 
would be able to translate end users’ RFID data into 
appropriate events (i.e., pieces of EoL products information). 
But according to the literatures, an open source solution 
called LogicAlloy [9] has been selected as an RFID 
application level event middleware. LogicAlloy collects and 
filters the raw data from RFID readers, generates electronic 
code report and then subscribes the report into other 
applications. Furthermore, in order to assess the EoL 
products (i.e., core remanufacturability evaluation), 
remanufacturers have to access EPCIS (EPC Information 
Service) database. Currently, such EPCIS repository does not 
exist. Therefore, another choice of open source software 
compliant with the EPCIS standard called Fosstrak EPCIS 
Repository [10] was made in this research. The third 
difficulty was to model and simulate the proposed solution 
for e-RL model. By balancing the usability and functionality, 
NetLogo [11] was chosen in this work. As an agent-based 
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complex system modeling software environment, NetLogo 
offers modelers the opportunity to give hundreds or 
thousands of “agents” all operating independently. This 
makes it possible to explore the connection between the 
micro-level behavior of individuals and the macro-level 
patterns that emerge from the interaction of many 
individuals. It is believed that through the aforementioned 
steps, the feasibility of e-RL can be demonstrated. 

As a future work, the authors intend to develop a 
comparison scheme to validate the effectiveness of e-RL in 
contrary to TRL. The building blocks of this scheme must be 
able to show that: (1) the customers’ willingness-to-return 
rate has been improved which can be measured by consumer 
happiness index; (2) the response delay has been largely 
reduced in the context of RMTO and (3) the cooperation 
degree among various EoL product collectors has been 
increased. 

The current version of this research services as an 
architectural description and main features’ explanation of 
proposed e-RL. It is believed by combining aforementioned 
future work plan, the e-RL could permit a robust use of 
RMTO strategy which, in turn, will make a better 
contribution to EoL product recovery management. 
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Abstract—With the increasing globalization, there are many 
sources of uncertainty across the entire reverse logistics for 
end-of-life product recovery. Information sharing is a key 
ingredient in this respect because it helps to eradicate 
potential uncertainties related to various corporate 
behaviors, especially in remanufacture-to-order aspect. 
However traditional reverse logistics does not fully address 
itself to this issue. As a result, the progressive loss of product 
information as it moves through its lifecycle becomes 
inevitable which leads to a difficulty in implementing 
remanufacture-to-order strategy. Motivated by this fact, this 
study presents an ongoing design of novel reverse logistics 
(i.e., e-reverse logistics). The Internet of things technology is 
introduced into this framework for the purpose of keeping 
product life cycle information integrity. Furthermo re, the 
cooperation and collaboration between actors involved in 
proposed architecture are treated in multi-agent system 
philosophy. The design characteristics and working 
principles of e-reverse logistics are detailed in this paper and 
it serves as a start point for further implementation.  

Keywords-RL (Reverse Logistic); IoT (Internet of Things); 
MAS (Multi-Agent System) 

I.  INTRODUCTION 

The focus of this study will be on issues pertaining to 
IoT (Internet of Things) and RL (Reverse Logistics). Both 
fields are intended to be joined into research which will 
investigate the following key research question: 

How IoT facilitated e-RL (e-Reverse Logistics) can 
reduce the blind spots during the EoL (End-of-Life) 
product recovery process? 

End users, collectors, remanufacturers, redistributors 
and retailers are typically interconnected within networks 
and it is for this reason that the relationships among all of 
them are represented as reverse logistic networks. Having 
enough information about EoL products in which they are 
involved can be useful in RMTO (Remanufacture-to-Order) 
planning strategies or in assuring EoL products quality.  

Built on intelligent products, the IoT, as a stimulating 
idea, is fast emerging in the wireless scenario. One of the 
main challenges faced in this area was the integrity of data 
as well as using a standard data format for sharing 
information among different RL participants. Nowadays, 
several approaches are used to implement information 

management systems architectures, such as the EPCglobal 
Network [1] developed by the Auto-ID consortium, the 
Dialog System [2] developed at the Helsinki University of 
Technology, the WWAI (World Wide Article Information) 
system proposed by Trackway, and the ID@URI approach 
[3]. The EPCglobal Network stands out among the rest 
because in 2003 it was authorized as a GS1 (Global 
Standards I) [4]. The GS1 system of standards is the most 
widely-used supply-network standards system in the world.  

Motivated by these facts, in this research, e-RL is 
introduced, standing for the traditional RL plan with the 
addition of “e” element. It aims at improving the bridge 
between information networks and EoL product flows to 
form a seamless, synchronous network functioning, so that 
to support RL process.   

Briefly, the rest of this article is structured as follows: 
In Section II, the fundamental of RMTO is briefly 
introduced; the background of the study is outlined in 
Section III; Section IV identifies several key backbone of 
e-RL proposal; Section V details the proposed e-RL 
strategy; research expectations are concluded in Section 
VI; finally, the conclusion and future work are drawn in 
Section VII. 

II. REMANUFACTURE-TO-ORDER 

The RL/remanufacture has many similarities to its 
traditional forward logistics/manufacturing counterpart. At 
the most basic level, both involve supply, production and 
distribution. The major difference between the two 
involves the supply side [5], especially in used products 
(refer to as core) acquisition process [6]. 

To avoid the uncontrolled accumulation of core 
inventory, the issue for the RMTO strategy would put 
remanufacturing industry in the spotlight. This strategy 
provides an interface of high variety products in relatively 
low volumes. Often the volumes are low even at the 
component production stage as there is little scope for 
common components because cores are remanufactured to 
customer design and specification. Meanwhile, basis on 
RMTO strategy can reduce lead time achieved when 
implementing new manufacturing principles such as lean 
production [7]. 
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III.   BACKGROUND OF THE STUDY 

A. Traditional Reverse Logistics 

There are many aspects covered by TRL (Traditional 
Reverse Logistics) research such as network design, 
vehicle routing problem, and inventory management. 
Interested readers please refer to [8][9][10] (a three parts 
comprehensive survey dedicated to TRL) for more details. 
However, Rogers, et al. [11] argued that in practice the 
lack of information systems infrastructure was one of the 
largest barriers confronting the RL executives. For 
example, Ranasinghe, et al. [12] reported that it was 
evident that acceptability and widespread use of product 
unique identity (such as electronic product code) was 
visible in many aspects of RL in general and in the field of 
remanufacture in particular. In the TRL literatures, little 
research work has been carried out in the context of 
information technology and more studies are needed to 
conduct in this direction so that sharing information can 
become a possible during RL process. Thus a major 
contribution of this paper lies in that introducing advanced 
IoT technology into RL area. 

B. Remanufacture-to-Order 

One of the challenge associated with RMTO is the EoL 
product information to which the remanufacturer has 
embraced core acquisition appears equivocal. In a 
remanufacture system, core acquisition is largely 
exogenous, and the timing, quantity, and quality of core 
are much more uncertain than in traditional production 
distribution systems. Parlikad, et al. [13] argue that a 
fundamental obstacle in achieving more acceptable cores 
acquisition levels lies in that information related to the 
cores is often irrecoverably lost after the point of sale.  
Moreover, a great variety in offered products and the 
complexities involved in RMTO environment makes it a 
difficult task to collect a wide range of information. Thus 
the information sharing, collaboration, and coordination in 
an effort to improve channel efficiency is a necessity in 
RMTO area [14][15]. Therefore, by introducing a novel 
RL structure, this research can be treated as an initial 
attempt to solve these issues.  

IV.  BACKBONE OF E-REVERSE LOGISTICS PROPOSAL 

e-RL is concerned with the applications of the IoT in 
RL area. Triggered by advanced computing techniques, 
one can witness that IoT has far-reaching impacts on 
citizens, businesses, and society as a whole. Therefore the 
purpose of this section is to give reader a quick overview 
of this disruptive idea.  

A. What is Internet of Things? 

In general, the IoT can be defined as: “A global 
network infrastructure, linking physical and virtual objects 
through the exploitation of data capture and 
communication capabilities. This infrastructure includes 

existing and evolving Internet and network developments. 
It will offer specific object-identification, sensor, actuator 
and connection capability as the basis for the development 
of independent federated services and applications. These 
will be characterized by a high degree of autonomous data 
capture, event transfer, network connectivity and 
interoperability [15].”  

Under the term of “IoT”, electronic systems can be, in 
principle, integrated into all conceivable objects around us. 
This ubiquity of information technology can thus be 
applied in many fields ranging from industrial production 
up to individual, daily life. In a word, no human endeavor 
or thought would be unchanged by IoT.  

B. Enabling Technologies 

Currently many techniques are driving the progress of 
IoT at different levels and they can be classified into the 
following categories.  

1) Context Information Identification Techniques: The 
context information identification is the essence of IoT. 
Currently the technique like PEID (Produt Embeded 
Information Device) [16] is a potential way of providing 
real-world entities with certain degree of “intelligence” so 
that the required level of context awareness can be 
achieved.  

2) Context Information Resolution Techniques: Apart 
from the representation object identification technology, 
spontaneous interoperation is also a necessary which 
means after obtaining the complex context information of 
a physical object provided by a PEID, a database-like 
infrastructure is required to solve any potential queries. 
The most important use of context information resolution 
is to find an information service associated with objects. 
In practice, EPCglobal network [1] is an industry driven, 
product centric data management architecture to provide 
product’s traceability based on PEID technology.  

V. DESCRIPTION OF PROPOSED E-REVERSE LOGISTICS 

STRATEGY 

A. Key Players of e-Reverse Logistics Strategy 

Several actors are involved in proposed e-RL strategy 
and their characteristics are laid out as follows: 

1) End User: The roles of end user are twofold: on 
one hand, anyone who owns an EoL product can be 
referred to as an end user; on the other hand, end user also 
means a customer who purchases a remanufactured 
product directly from remanufacturer’s online ordering 
system. Both groups of end users are coexisted in the 
marketplace and keep switching roles with each other. 

2) EoL Product Collector: In the proposed framework, 
an EoL product collector refers to any business entity that 
has been authorized for participating EoL product 
collection activities.  

3) RMTO Firm: A RMTO firm means a 
remanufacturer who actually carries out EoL product 
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remanufacture activities and in the meantime employs 
RMTO policy. There are several types of RMTO firms in 
practice such as OEM (Original Equipment Manufacturer) 
and independent remanufacturers. But in this research 
they are treated as same since e-RL strategy is engineered 
to fit them all. 

B. Brief Summary of e-Reverse Logistics Strategy 
Working Principles 

The working principles of e-RL strategy is summarized 
and mapped in Figure 1. The red dashed lines represent the 
interacting information flows between different players, 
while the green solid lines show the physical product 
transportation process. 

 
Figure 1.  Processes mapping of e-RL strategy. 

Normally, in each round of iteration, the e-RL strategy 
will perform as follows:  

• First, the sales department receives an order from 
a customer through the company’s online ordering 
system.  

• In order to perform an evaluation of whether the 
company should make a bid or not for such order, 
decision makers must take into account various 
factors. Among them, the existence of cores is the 
most influential one. Therefore, the sales 
department will immediately forward the core 
existence enquiry to the supply department. 

• After receiving such enquiry from the sales 
department, the supply department will at once set 
out to search cores through the EPCglobal network. 

• The outcome of this lookup stage will be the 
required cores cannot or can be found. If the 
answer is no, the supply department will notify the 
sales department and the latter will reject this 
particular customer’s order; otherwise if the 
answer is yes, the supply department will receive a 

list of candidate cores’ specifications (i.e., EPC 
information, it is required to send a query to the 
EPC information system of all sites until a whole 
lifecycle data is located.) and such information 
will be promptly forwarded to production 
department. 

• When candidate cores’ EPC information reach the 
production department, several sub-departments 
within it (e.g., disassembly, remanufacturing, and 
inventory departments) will be further consulted to 
help with the issues like remanufacturability 
evaluation, remanufacturing cost pre-calculation, 
and lead time estimation.  

• After this stage, the sales department will finally 
receive a report-like feedback from production 
department in which all the useful results are 
outlined. Based on this feedback, the sales 
department will negotiate with the customer about 
the price, due date, payment methods, and so on.  

• Once a purchasing order has been actually made, 
the sales department will send a copy to supply 
department and the latter will start buying cores 
from collectors.  

• As soon as the production department receives 
physical cores, a designated remanufacturing 
process will be carried out. 

• When a remanufactured product passes the 
prescribed testing procedure at the production 
department, it will be finally delivered to the 
corresponding customer. 

• The product will stay in the marketplace until it 
reaches the end of its current life cycle. By that 
time, the end user will send a disposal request to 
EoL product collectors via his mobile device 
which embedded the NFC (Near Field 
Communication) tags and later on the allocated 
collector will sort out the collection issue.  

Both the upstream and downstream flows (and the 
interactions between them) are considered within the 
concept of e-RL. 

VI. RESEARCH EXPECTATIONS 

A. Expected Outcomes 

• Establishing an architecture of e-RL, which is built 
on MAS (Multi-Agent System).  

• e-RL strategy provides RL participants with a self-
developed EPCglobal network to support EoL 
products’ lifecycle information sharing and more 
effective communication amongst the e-RL 
participants. With such feature, each RL 
participant can track and trace the EoL products 
anywhere and anytime in a timely manner.  

• Modeling and simulation of the proposed idea in 
NetLogo [17] and open source environment.  
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B. Expected Contributions  

• Improving the collaborative efficiency and 
effectiveness in RL. 

• Obtaining a better understanding of the value of 
information in the field of EoL product 
remanufacture. 

• With improved visibility of the e-RL process, 
companies can respond to customer demand more 
promptly and efficiently by identifying the 
scattered cores in the marketplace that need to be 
acquired for RMTO purpose. 

• It should be noted that the system is not limited to 
RMTO process, it can also integrate such 
information with other applications to support 
decision making and communication. 

VII.  CONCLUSION AND FUTURE WORK 

The paper presented an idea of e-RL, which is built on 
IoT and MAS approaches. Main features and working 
principles were discussed as well. This architecture design 
of e-RL is the first step towards a successful RMTO policy 
employment.    

As a future work, validating the feasibility and 
effectiveness of proposed e-RL will be the focus. On one 
hand, the following work will be carried out to prove the 
new idea’s feasibility: (1) open source solution for RFID 
event generation and searching and (2) agent-based 
modeling and simulation. On the other hand, in order to 
demonstrate the e-RL’s effectiveness, the comparison with 
TRL will be made from the following perspectives: (1) 
customer’s willingness-to-return; (2) processing speed of 
EoL products collection and (3) robustness of RMTO 
practitioners responding to market demand.  

This position paper treats RL in the context of RMTO 
from a novel viewpoint. Its architecture characteristics and 
design features are different with TRL from many aspects. 
It is expected, by completing the future work plan, the e-
RL would serve as a solid basis for employing RMTO 
strategy in practice which, on a higher level, will make the 
sustainable development become possible. 
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Abstract—The paper proposes two Nonlinear Model Predictive
Control schemes that uncover a synergistic relationship between
on-line receding horizon style computation and Particle Swarm
Optimization, thus benefiting from both the performance ad-
vantages of on-line computation and the desirable properties of
Particle Swarm Optimization. After developing these techniques
for the unconstrained nonlinear optimal control problem, the
entire design methodology is illustrated by a simulated inverted
pendulum on a cart, and compared with a particular numerical
linearization technique exploiting conventional convex optimiza-
tion methods. This is then extended to input constrained nonlin-
ear systems, offering a promising new paradigm for nonlinear
optimal control design.

Index Terms—particle swarm optimization; model predictive
control; optimal control

I. INTRODUCTION

Nonlinear Model Predictive Control (NMPC) is an attractive
control scheme for manipulating the behaviour of complex
systems [1], exhibiting excellent dynamic performance in both
industrial applications and theoretical studies [2]–[4]. However
its application to nonlinear control is complicated, largely
due to the optimization method that has come to be used
in these controllers. A fundamental difficulty of the NMPC
approach is the requirement to solve nonconvex constrained
optimization problems. Most existing works are based on
nonlinear programming methods [5] which only yield local
optimum values, with the latter depending on the selection
of the starting point. For this purpose, in [6] a particular
numerical linearization technique has been developed to obtain
a convex constrained optimization problem, albeit at the cost
of performance deterioration. Other attempts to solve the
nonconvex optimization problems exploit Genetic Algorithm
(GA) optimizers [7]. However these face many challenges,
including enormous computational effort due to its natural
genetic operations [8], [9]. Although this may be reduced
by using a real-value representation in the GA [8], [10],
some deficiencies in GA performance have been highlighted
in recent research. Applications governed by highly epistatic
objective functions [11], [12] reveal shortfalls in performance,
which is further worsened by the GA’s premature convergence
[11].

This paper presents two novel NMPC controllers based on a
very powerful optimizer: Particle Swarm Optimization (PSO).
First developed by Kennedy and Eberhart in 1995 [13], this

modern metaheuristic algorithm has been found to be robust
in solving continuous nonlinear optimization problems [10],
[12]–[14] and capable of generating high quality solutions with
more stable convergence characteristics and shorter calculation
times than other stochastic methods [10], [12], [15]. One of
the novel controllers presented in this paper is based on a nu-
merical linearization technique first proposed by Alaniz in [6],
which is based on conventional convex optimization methods.
By contrast, the proposed controller exploits PSO techniques
for optimization. The second novel controller proposed in this
paper does away with any form of numerical linearization
to achieve optimization of the cost function. Both controllers
are simulated for an inverted pendulum on cart problem and
compared with the NMPC controller in [6].

The rest of the paper is organized as follows. Section II is
a brief explanation of the implemented PSO algorithm, while
Section III outlines the design of the three NMPC controllers
evaluated in this paper. Section IV then presents the simulation
setup, results and analysis, followed by a brief conclusion in
Section V.

II. PARTICLE SWARM OPTIMIZATION

The particle swarm optimization (PSO) algorithm [13] is
a population-based search algorithm inspired by the social
behaviour of birds within a flock. The very simple behaviour
followed by individuals emulates their own successes and the
success of neighbouring individuals. The emergent collective
behaviour is that of discovering optimal regions of a high
dimensional search space.

In a PSO algorithm, each particle representing a potential
solution is maintained within a swarm. In simple terms, the
particles are therefore “flown” through a multidimensional
search space where the position of each particle is adjusted
according to the experience of itself and its neighbours. Let
xi(t) denote the position of particle i in the search space at
time step t, which denotes discrete time steps unless otherwise
stated. The position of the particle is changed by adding a
velocity vector, vi(t), to the current position i.e.

xi(t +1) = xi(t)+vi(t +1) (1)

with xi(0) ∼ U(xmin,xmax), where U(xmin,xmax) denotes the
continuous uniform probability distribution within the real-
valued space (xmin,xmax). The optimization process is driven
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by the velocity vector, reflecting both the experiential knowl-
edge of the particle (cognitive component) and socially ex-
changed information from the particle’s neighbourhood (social
component). In this paper we implement a particular PSO
algorithm know as global best PSO, which exhibits very
fast convergence rates [16] much needed for our predictive
control application. For the global best PSO, or gbest PSO,
the neighbourhood for each particle is the entire swarm, thus
employing the social network of the star topology type. In this
situation, the social information is the best position found by
the swarm, referred to as ŷ(t).

For gbest PSO, the velocity of particle i is calculated as

vi j(t +1) = vi j(t)+ c1r1 j(t)[yi j(t)− xi j(t)]+

c2r2 j(t)[ŷ j(t)− xi j(t)] (2)

where xi j(t), yi j(t) and vi j(t) are the position, personal best
position and velocity of particle i in dimension j = 1, . . . ,nx
at time step t respectively, ŷ j(t) is the global best position
in dimension j, c1 and c2 are positive acceleration constants
used to scale the contribution of the cognitive and social com-
ponents respectively, and r1 j(t),r2 j(t) ∼ U(0,1) are random
values in the range [0,1], sampled from a continuous uniform
distribution. These random values introduce a random element
to the algorithm. Algorithm 1 summarizes the gbest PSO,
where yi denotes the personal best position associated with
particle i and ŷ denotes the global best position.

Algorithm 1 gbest PSO

Create and initialize an nx-dimensional swarm
repeat

for each particle i = 1, . . . ,ns do
//set the personal best position
if f (xi)< f (yi) then

yi = xi;
end
//set the global best position
if f (yi)< f (ŷ) then

ŷ = yi;
end

end
for each particle i = 1, . . . ,ns do

update the velocity using equation (2);
update the position using equation (1);

end
until stopping condition is true;

III. NONLINEAR MODEL PREDICTIVE CONTROL

A nonlinear dynamic system may be represented by a set of
nonlinear differential equations [17], which may be discretized
for computational purposes using Euler’s method, where Ts is
the sampling period and k is the sample index in discrete-time,
as follows:

x(k+1) = x(k)+Ts f (x(k),u(k),v(k),k) (3)
y(k) = g(x(k),u(k),v(k),k) (4)

Arguments of the nonlinear function f include a state vector
x(k), a control input u(k), and a disturbance input v(k). The
set of physical quantities that can be measured from the
system constitute the output, y(k), which is also a nonlinear
function g of the same arguments. More accurate discretization
approximations, such as the Runge-Kutta methods, can be used
if the system dynamics are highly nonlinear or the desired time
step is large.

The Model Predictive Control (MPC) design methodology is
characterized by three main features: an explicit model of the
plant, computation of control signals by optimizing predicted
plant behaviour, and a receding horizon [18]. An internal
model is used to predict how the plant will react, starting at
the current time k, over a discretized prediction interval. The
objective is to select the control history that results in the best
predicted behaviour with respect to a reference trajectory and
optimization parameters.

The cost function used in this paper is given by equation
(5) which has a quadratic structure comprising two terms.
The first term, weighted by a symmetric weighting matrix
Q(k), penalizes the deviations from a reference trajectory that
occur throughout the prediction interval. The second term,
weighted by a symmetric weighting matrix R(k), penalizes
the magnitude of each control value in the control history.
We will now describe the three nonlinear model predictive
controllers considered in this paper, two of which represent
the novel contributions of this work.

J =
l−1

∑
i=0
||(y(k+ i)− ỹ(k+ i))||2Q(k+i)+

m−1

∑
i=0
||u(k+ i)||2R(k+i)

(5)
A. A numerical linearization method

This method, proposed by Alaniz in [6], centres around a
particular numerical linearization technique for generating the
predicted output trajectory y. A nominal control history ū is
first chosen, then the corresponding nominal output trajectory
ȳ is computed through numerical integration. Typically ū is
the previous optimal solution, but it can be set equal to zero if
none exist. The predicted output is then based on linearizing
the control perturbation ∆u about the nominal trajectory as
follows:

y(k) = ȳ(k)+α0∆u(k)
y(k+1) = ȳ(k+1)+α1∆u(k)+β0∆u(k+1) (6)
y(k+2) = ȳ(k+2)+α2∆u(k)+β1∆u(k+1)+γ0∆u(k+2)

...

The coefficients αi, βi, γi, . . . are produced by computing
a perturbed trajectory for each ∆u(k + i) and finding the
subsequent deviation from the nominal trajectory. Perturbed
trajectories are the result of adding a pulse of magnitude one
to the nominal control history at time (k+ i). Each trajectory
is formed by propagating the present state x(k) over a fixed
interval of time while applying an associated control history.
The prediction interval and control history are divided into l
and m discrete steps, respectively, of length Ts, where Ts is the
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time step, and m≤ l. After the control history has ended, the
control is held constant for the final (l−m) time steps.

The MPC problem is to solve for the optimal control per-
turbation ∆u∗ by minimizing a cost function with respect to a
reference trajectory and optimization parameters. The optimal
control history is then the sum of the nominal control history
and the optimal control perturbation [6]. By rearranging and
simplifying the form of equation (5), a set of matrices is
obtained which leads to the unconstrained and constrained
optimization problems. For the unconstrained case, Alaniz
[6] presents a solution by using an equivalent least squares
technique, while for the constrained case, the problem is
reinterpreted so as to obtain the standard form handled by
quadratic programming solvers.

Once the optimal control history is chosen, the first N
time steps of the solution are applied to the plant. The cycle
of forming predicted behaviours and solving for the optimal
control perturbations is then repeated using the most recent
feedback from the plant. The interested reader is referred to
[6] for further detail about this technique.

B. A novel numerical linearization technique using PSO

A novel application of PSO proposed here exploits the
aforementioned numerical linearization technique used in con-
junction with the PSO algorithm, where the convex least
squares or quadratic programming optimization methods are
now replaced by the global best PSO algorithm. The evaluation
function is the cost given by equation (5), so that PSO searches
for the optimal perturbed control history of equation (6),
denoted by ∆u(k)∗, in order to obtain the optimal control
history u(k)∗ that minimizes J. For this purpose, we require
an m-dimensional PSO, with each particle’s position defined
by K, an m-dimension column vector equal to ∆U(k)∗, which
is a column vector having ∆u(k+ i)∗ as its elements.

C. A novel PSO-based nonlinear MPC strategy

The second novel controller makes use of the PSO search
algorithm for obtaining the optimal control history that min-
imizes directly the cost function J given by equation (5)
without resorting to numerical linearization as represented by
equation (6). In this manner we simply use equation (5) as the
evaluation function to be minimized using global best PSO,
thereby avoiding any linearization technique or mathematical
result for minimization, albeit at an increased computational
complexity. Each particle’s position in the swarm represents
the m-dimension column vector defining the optimal control
history, U(k)∗.

As we shall see, this remarkably simple method produces
the best results for the controllers studied in this paper in
terms of the performance index obtained. The block dia-
gram in Figure 1 illustrates the structure of the proposed
predictive control loop. A particle swarm optimizer uses the
reference input and predicted output trajectories to minimize
the quadratic cost function given by equation (5) and compute
the optimal control history which is then applied to the
plant. The proposed controller is further enhanced by actively

 

Physical Plant 

Model of 
Physical Plant 

Cost Function 

Particle Swarm Optimizer 

PSO-based NMPC controller 

Reference Output 
Control 
Action 

Fig. 1. PSO-based nonlinear MPC loop

correcting the weighting matrix R in an adaptive manner, so
that the chattering effect of the control input observed about
the equilibrium point is reduced.

IV. PERFORMANCE EVALUATION: INVERTED PENDULUM
ON CART

The performance of the proposed controllers is evaluated by
analyzing the results from simulation experiments. The plant
chosen for simulation is an inverted pendulum on a cart and
two types of controllers are generated for the three methods
presented in this paper; an unconstrained and constrained ver-
sion. The latter problem shall only consider single constraints
and therefore no penalty functions are required. The pendulum
is initially at the stable equilibrium point and the purpose of
each controller is to invert the pendulum. Since the dynamics
at the stable and unstable equilibrium points are very different,
this is a good problem to demonstrate the effectiveness of our
nonlinear MPC controllers.

A. Plant Model

The nonlinear model of the plant is derived by applying
Newton’s Laws of Motion to the free body diagrams in Figure
2. The resulting equations of motion are given by equations
(7) and (8). A complete derivation is given in [6].

(a) (b) (c)
Fig. 2. (a) Inverted Pendulum on a Cart; (b) Free body diagram 1; (c) Free
body diagram 2.

ẍ =
1

M+m
[u−bẋ−mlθ̈cos(θ)+mlθ̇2 sin(θ)] (7)

θ̈ =
3

4ml2 [mgl sin(θ)−mlẍcos(θ)−hθ̇] (8)

M is the mass of the block that slides along a surface, m is
the uniformly distributed mass of an ideal pendulum, 2l is the
length of the ideal pendulum, b is the surface friction damping
constant, h is the rotational friction damping coefficient, u
is the force applied to the block, θ is the clockwise angle
between the normal and the pendulum (as shown in Figure
2(c)), and x is the cart’s horizontal displacement from its
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equilibrium position. To allow the model to be numerically
integrated, equations (7) and (8) are expressed in terms of the
state variables x, ẋ, θ, and θ̇. The second-order differential
equations are then discretized using the fourth-order Runge-
Kutta method [6].

B. Controller Layout

The simulation experiments were run on the Simulink
software package [19]. The layout shown in Figure 3 is the
simulated realization of the control loop given in Figure 1.
It makes use of S-Functions that implement constrained or
unconstrained versions of the PSO-based NMPC controller.

Fig. 3. Nonlinear MPC Simulink layout

C. Controller Parameters

The MPC controller rate is 1
NTs

, where N is the number of
controls in the control history that are applied to the plant. N =
1 is used in the controller since this is the typical value selected
[18]. The computational load of MPC can be reduced if N is
increased, but a disadvantage to having N > 1 is that some of
the controls applied to the plant are based on old feedback.
The fourth-order Runge-Kutta method is tested using different
values for Ts, and it is established that the response with Ts =
0.1s is almost indistinguishable from the actual response, thus
using this value for the controller.

Since this controller is very computationally intensive, it
is not feasible to have a long prediction length or control
history. A value of l = m = 20 is chosen as a balance between
performance and computation time. This results in a controller
capable of predicting for 2 seconds.

The two novel PSO-based controllers use the following
PSO parameters, which were derived empirically through
successive simulations:
• Each particle consists of 20 members, corresponding

to the 20 elements that make up the optimal control
perturbation history column vector, ∆U(k)∗, for the PSO-
based numerical linearization method, or the optimal
control history column vector, U(k)∗, for the PSO-based
NMPC controller.

• Swarm size, ns = 30.
• Inertia weight starting with w(0) = 0.9 and linearly de-

creasing to w(nt) = 0.4.
• Velocity clamped to within half the particles’ positional

constraints.
• Search space is limited to real-valued variables between
−300N (xmin, j) and 300N (xmax, j) for the unconstrained
case.

• Acceleration coefficients c1 = 2 and c2 = 2.
• Number of iterations = 30.

Both weighting matrices Q and R given in equation (5) are
set equal to the values shown in equation (9). Deviations are
measured from the reference trajectory which is set equal to
a zero column vector. There is a zero for each state variable
at each time step in the prediction interval. This reference
remains constant for the duration of the simulation.

Q =


1 0 0 0
0 1 0 0
0 0 100 0
0 0 0 1

 , R = 1 (9)

D. Simulation Results

The response of the unconstrained controller, using the three
control schemes described in this paper, is shown in Figure 4
with the pendulum initially at the stable equilibrium point (180
degrees), hanging straight down. The running performance
index plot describes the minimized value of the cost function
for each time step. The cart’s position moves back and forth so
that the pendulum gains momentum. This continues until there
is enough momentum to swing up and invert the pendulum in
the 0 degree position. Table I shows the superior performance
obtained for the proposed PSO-based NMPC controller for
the unconstrained case. The performance index values quoted
here are obtained using equation (5), this time using the actual
output trajectory and the applied control inputs, summed over
a sufficiently large amount of time (10s). This reveals the true
performance index for the whole control action. When PSO is
used in conjuction with the numerical linearization technique,
no significant advantage is obtained over the least squares
method (an improvement in J of only 1.46%), as expected for
the convex optimization problem being solved. On the other
hand, the second proposed nonlinear PSO controller gives an
improvement in J of 8.04% over the numerical linearization
(least squares) counterpart.
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Fig. 4. Unconstrained nonlinear MPC: A comparison

Figure 5 plots the response of the constrained controller
when a single constraint, restricting the control input of the
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TABLE I
UNCONSTRAINED NMPC: PERFORMANCE INDEX VALUES

Method Numerical
Linearization
(Least Squares) [6]

Numerical
Linearization
(PSO)

PSO

Performance Index
J (×106)

1.4538 1.4326 1.3369

cart to be within −45N and 45N, is active. In Figure 5, the
final angular deflection is either 0◦ or 360◦. Note that both
these angles correspond to the same inverted position of the
pendulum. For the novel PSO-based NMPC controller, the cart
is noted to move a much smaller distance to achieve swing-
up. In real-world terms, this translates to a more efficient
process, with less work being done by the cart to achieve
swing-up and equilibrium. This is further evidenced by Table
II, which indicates that the novel PSO-based nonlinear MPC
controller has the edge over the numerical linearization tech-
nique which uses quadratic programming, a method known
to have the problem of getting stuck in local minima [20].
We record a 14.78% improvement in J, accompanied by a
very low standard deviation when the experiment is repeated
over 10 trials indicating PSO’s repeatable nature despite be-
ing a metaheuristic optimization method. Note that for the
constrained case, using the numerical linearization technique
in conjunction with PSO is computationally inefficient since
every particle must be checked for its corresponding optimal
control history, doubling the workload of its unconstrained
counterpart, rendering it practically useless to investigate for
this purpose. The advantage of the novel PSO-based NMPC
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Fig. 5. Constrained nonlinear MPC: Restricting control input to within −45N
and 45N (10 independent trials)

TABLE II
CONSTRAINED NONLINEAR MPC: PERFORMANCE INDEX VALUES

Method Numerical Lineariza-
tion (Quadratic Pro-
gramming) [6]

PSO
(mean J)

PSO (standard
deviation)
(×106)

Performance
Index J (×106)

2.8534 2.4316 0.02396

controller is even more evident in Figure 6, where the proposed
active correction for the chattering effect of the control input
is implemented for the same constrained NMPC problem by
changing R dynamically. The control input is being more
heavily penalized when the angle approaches the equilibrium
point by increasing R from 1 to 30. In other words, we are
telling the system that in the close neighbourhood of the
equilibrium point, minimal control effort is required, miti-
gating the effect of metaheuristic stochasticity. This reduces
the performance index even further, giving an improvement
in J of 16.65% (see Table III), making the process even more
efficient. The system’s robustness to model uncertainty is best
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Fig. 6. Actively controlling control input weight R for reduced chattering.

TABLE III
PERFORMANCE INDEX VALUE COMPARISON FOR ACTIVE R CORRECTION

Method Numerical Linearization
(Quadratic Programming) [6]

PSO

Performance Index J
(×106)

2.8534 2.3810

illustrated by the simulation results of Figure 7. This is tested
by randomly increasing or decreasing each of the plant model’s
parameters by 5% (all parameters are changed for every trial),
so despite the fact that the constrained NMPC controller is
using a severely inaccurate model for its predictions, and we
are not actively controlling the control input weight R (to
consider the worst case), excellent performance is noted, and
the pendulum swings up normally, except for a larger distance
now required. Table IV shows the corresponding changes
implemented in the model’s parameters for the simulation
results of Figure 7. The corresponding performance index
values are given in Table V, where although both controllers
manage swing-up and equilibrium similarly as for the results
shown in Figure 5, the novel PSO-based NMPC controller
exhibits an improvement in J of 12.07%. Repeatability is
tested by performing several trials with different constraints, as
shown in Table VI. The novel PSO nonlinear controller shows
consistently better performance, with a mean improvement in
J of 9.17%.
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Fig. 7. Robustness Test: Model’s parameters are significantly different from
the actual plant parameters (constrained NMPC problem results shown).

TABLE IV
ACTUAL PLANT AND MODEL PARAMETERS (FOR A PARTICULAR TRIAL)

Parameter Units Actual Plant Model
M Kg 14.6 15.33
m Kg 7.3 6.935
2l m 2.4 2.52
b Kg/s 14.6 15.33
h Kgm2/s 0.0136 0.0129

TABLE V
PERFORMANCE INDEX VALUES OBTAINED FOR THE ROBUSTNESS TEST

Method Numerical Linearization
(Quadratic Programming) [6]

PSO

Performance Index J
(×106)

2.7369 2.4065

TABLE VI
SIMULATION RESULTS FOR DIFFERENT CONSTRAINTS (10 INDEPENDENT

TRIALS WITH CONSTANT R)

Constraint Numerical Linearization
(Quadratic Programming) [6]

PSO

−30N ≤U ≤ 30N 2.7182 2.4026
−35N ≤U ≤ 35N 2.5374 2.3947
−40N ≤U ≤ 40N 2.4590 2.3880
−45N ≤U ≤ 45N 2.8534 2.3810

V. CONCLUSION AND FUTURE WORK

In this paper two novel controllers were proposed for the
receding horizon strategy, both exploiting the desirable opti-
mization properties of PSO. One makes use of the numerical
linearization technique where instead of convex optimization
methods, we employed a PSO strategy. The latter yielded
a minor improvement in performance index over its convex
optimization counterpart for a simulated inverted pendulum
on cart problem. However the second novel PSO-based con-
troller proved superior to both, approaching up to 16% less
performance cost at best. In addition, we proposed a further
enhancement for this novel controller by actively controlling
the control input weight R to reduce the chattering effect of
the control input observed for the nonlinear model predictive

controller. Having shown that this framework extends to input
constrained systems, we have provided the foundation to
include other advances in control theory as they become avail-
able. Further work may include investigation of the use of PSO
to obtain the much needed connection between the selection of
weighting matrices Q and R, and performance specifications,
possibly through some time-domain performance criterion. A
similar investigation may be carried out for other control
schemes, including linear quadratic optimal control strategies.
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Abstract — Although production scheduling has attracted the 

research interest of production economics communities for 

decades, there still remains a gap between academic research 

and real-world problems. Genetic Algorithms (GA) constitute 

a technique that has already been applied to a variety of 

combinatorial problems. We will explain the application of a 

GA approach to bridge this gap for job-shop scheduling prob-

lems, for example to minimize makespan of a production pro-

gram or to increase the due-date reliability of jobs. The pre-

sented approach focuses on integrating a scheduling algorithm, 

based on GA, into a commercial software product, namely 

Microsoft Project 2003. We extended Microsoft Project in a 

range of aspects: A new graphical user interface is introduced 

to support users by a guided wizard describing the problem for 

which an optimal schedule is sought. The GA was developed to 

search for the solution with the maximum results for a given 

set of production logistical objectives. The developed GA algo-

rithm and operators are tested on real-world data from a one-

of-a-kind manufacturing department of a major company. It 

includes different aggregation operators for combining objec-

tives. Furthermore, the efficiency of the algorithm was com-

pared to benchmark tests available in literature. 

Keywords: Job-Shop Scheduling, Genetic Algorithms, Job-

Shop Benchmarks, Real-World Scheduling Problems 

I. PROBLEM STATEMENT 

A. Characteristics of job-shop scheduling problems 

Many jobs in industry and elsewhere require a collection 
of tasks or activities to be completing while satisfying tem-
poral, resource and precedence constraints. Temporal con-
straints impose that some activities, or a set of them have to 
be started or finished before or only after a certain point in 
time. Resource constraints dictate that two tasks requiring 
the same resource cannot be carried out simultaneously. 
Precedence constraints refer to the technological winding-up 
of a job. The objective is to create a schedule specifying 
when each task is to begin (or finish) and what resources it 
shall use in order to satisfy all the constraints while pursuing 
an objective, e.g., taking as little overall time as possible, 
minimizing mean delay, minimizing maximum delay, mini-
mizing the number of late jobs and so on. This is known as 
the job-shop scheduling problem (JSP). 

The JSP is a very important and well-studied scheduling 
problem. It is a basic model, which may be extended by 

additional characteristics like buffers, transportation, setup 
time, time lags, etc., allowing practical scheduling problems 
in practice are to be modeled more precisely. In its general 

form, it is -complete, meaning that there is probably no 

efficient procedure for exactly finding the shortest schedule 
for arbitrary instances of a problem. 

Bagchi [1, p. 109] references the JSP as follows: "Within 
the great variety of production scheduling problems that 
exist, the job shop scheduling problem (JSP) is one that has 
generated the largest number of studies. It has also earned a 
reputation for being notoriously difficult to solve. Neverthe-
less, the JSP illustrates at least some of the demands im-
posed by a wide array of real world scheduling problems… 
Attempts to tackle the multi objective job shop are still rela-
tively few." A JSP is usually solved using a heuristic algo-
rithm that takes advantage of special properties of a specific 
class of instances. This can be regarded as a backdoor to 
reducing the complexity of a given problem. 

B. Formal problem description 

An instance of the JSP consists of a set of NOJ  jobs i  

and NOM  machines j . Each job consists of a number of 

activities so that we can count the total number of activities 
NOA  as follows: 


1

NOM

i

i

NOA NOJ



   

Each job has fixed number and sequence of activities. 
Each activity has certain duration and requires a single ma-
chine for its entire duration. The activity following a pre-
ceding one within a job requires a different machine. An 
activity must be finished before each activity following it in 
its job. Two activities cannot be scheduled at the same time 
if they both require the same machine. The problem is to find 
a feasible schedule which minimizes some objective func-
tion, e.g., minimizing makespan, in other words the overall 
completion time of all activities, see Steininger [15, p. 26 f.]. 
These results in a complexity function for the JSP expressed 
as 

  !
NOM

O NOJ
 
  
 

 

which means in order to find the best schedule for a prob-
lem instance, we have to enumerate and evaluate all possible 
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schedules and the number of possible schedules to enumerate 
is the result of function (2). 

 
Figure 1.  Selected complexity functions 

Figure 1 illustrates the dimension of selected complexity 

functions, where n  is the number of problem elements, here 

the number of activities. The graph illustrates that the com-

plexity of JSP is much bigger than some other well-known 

problems, such as "Permutation problem" which is 

  !O n n , "Towers of Hanoi" which is   2
n

O n  , 

"Quicksort" which is   logO n n n  , and so on.  

C. 1.3 Classification of scheduling problems 

Classes of scheduling problems can be specified in terms 
of the three-field classification approach initial introduced by 
Conway, Maxwell and Miller [5] and extended by Graham 
[12] and Brucker [3], which is under a continuous 
reconsideration. 

The three-field classification is described as α | β | γ, 
where α specifies the machine environment, β specifies the 
job characteristics and γ describes the objective function or a 
combination of objective functions. Using the three-field 
classification to specify the problem instance of the JSP we 
are examining, the following taxonomy is noted: 

 max, | ,intree, |ijJ NOM NOJ t C  

Formula (3) describes a class of scheduling problems as 
JSP ( J ) with a fixed machine count of NOM  and a prede-

fined and fixed number of NOJ  jobs. The order of activities 

in each job is predefined and fixed as a directed graph with 
operation times ( ijt ), expresses as integer values, for each 

task. 
The three-field classification notes γ as the objective 

function or a combination of objective functions. In formula 
(3) γ specifies the "traditional" objective function ( maxC ), 

which de-scribes our goal as taking as little makespan as 
possible for the schedule of all NOJ  jobs using NOM  ma-

chines. 

II. MODELLING OF JSP SCHEDULING PROBLEMS 

A. Formal problem representation 

Even slightly different job-shop problems require com-
pletely different encodings in order to find a good solution. 

Thus, choosing a good representation is a very important 
component of solving a JSP. However, choosing a good 
representation for a scheduling problem is as difficult as 
choosing a good search algorithm for a search problem. Not 
all algorithms work equally efficient on a specific problem 
representation. To describe the representation technique 
developed for our solution we use a simple job-shop schedul-
ing problem as shown in Table I. 

 

Job 

       Machine 

jS  i  

[TU]ijt  

j  1 2 3 

1 (3,2,1)  3 5 1 

2 (1,2,3)  3 2 1 

3 (2,1,3)  1 2 5 

Table I.  Example of a production schedule problem with 3 jobs, routing 

information jS  for jobs, 3 machines and task operation times. 

The scheduling problem can be represented by a graph as 

shown in Table I. In addition to the activity nodes  ,j i  , it 

contains a source node a  with no duration (operation time), 

a sink node e , also with no duration (operation time), and 

two nodes called 2r  and 3r  which describe an imposed later 

start of job 2 and 3 relative to job 1. 

 
Figure 2.  Network representation of a JSP based on Table I 

The directed arcs running from the source node, through 

each activity node  ,j i  to the sink node describes the 

technological sequence of activities based on jS  in Table I. 

Each node shows the job id, the machine needed and the 
operation time ijt  . There are also undirected arcs in the 

network, which references all possible sequences of an activ-
ity of a given job on a specific machine. Such a representa-
tion is called a disjunctive network. 

B. Data representation and problem reduction 

Care must be taken when adopting such a graphical 
representation into a data structure, especially for the JSP in 
an area with hundreds of jobs, thousands of sequences and 
millions of possible activity orders at specific machines. 

A data structure which is very efficient in the use of stor-
age (because of the size of a practical problem) as well as in 
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time has to be found to represent the introduced network. 
Gallo and Pallottino [10] introduced the so-called "Forward 
Star" data structure, which is the most efficient representa-
tion of all existing network data structures for representing a 
network [4]. The "Forward Star" data structure uses three 
arrays to describe a (directed) network. First we have an 

array called from , whose index represents all nodes of the 

network. The value of an index field references the index of 
the second array called succ , which is the index of a node to 

connect, referencing from . The third array is called cost  and 

reports the cost of a specific arc connecting two nodes.  
The "Forward Star" data structure allows for a perfect 

implementation of the activity order of any JSP, an efficient 
implementation in storage and time and a reduction of the 
initial problem described by the α | β | γ three-field classifica-
tion. Using the "Forward Star" data structure our problem is 
reduced to the following taxonomy (): 

 max, | , , |ijJ NOM NOJ chains t C  

As mentioned above, the selection of a good representa-
tion is very important for the solution of a JSP. Care must 
also be taken to adopt both representational schemes and the 
associated operators for an effective algorithm. When using 
the traditional way of solving a problem with GAs, the 
chromosomes are implemented as binary vectors. This sim-
ple representation is an excellent choice for problems in 
which a point naturally maps into a chromosome of zeros 
and ones. Unfortunately, this approach of zeros and ones 
cannot be used for real-word engineering problems such as 
JSP, because of the number of information needed to repre-
sent coding of the JSP. Therefore, we have to find a way to 
integrate the "Forward Star" data structure into a GA. 

III. GENETIC ALGORITHMS 

A. General principle 

The term Genetic Algorithm describes a set of methods, 
which can be used to optimize complex problems. As the 
name suggests, the processes employed by GAs are inspired 
by natural selection and genetic variation. This GA uses a 
population of possible solutions to a problem and applies a 
cycle of processes to modify them. These processes mimic 
those in nature in such a way that subsequent populations are 
fitter and more adapted to their environment. As generations 
progress over time, they become better suited to their 
environment and provide an advantageous solution in a 
given time.  

Since their development in the late 1980’s GAs [11] have 
been used to find solutions too many types of problems. A 
unique characteristic of a GA is that the fundamental algo-
rithm is unaware of the problem it is optimizing. All that is 
required is that the parameters entered into a model or sys-
tem can be efficiently transformed to and from a suitable GA 
chromosome format. This means GA optimization can be 
applied to many types of complex problems. Detailed intro-
ductions are given by Goldberg [11] and Davis [7]. 

The flowchart for the GA is given in Figure 3. First, an 
initial population of randomly generated sequences of the 

tasks in the schedule is created. These individual schedules 
form chromosomes which are subject to a form of evolution. 
Once an initial population has been formed, "selection", 
"crossover" and "mutation" operations are performed repeat-
edly until the fittest member of the evolving population con-
verges to an optimal fitness value. Alternatively, the GA may 
run for a user-defined number of iterations [11].  

 
Figure 3.  Principal flow of Genetic Algorithms. 

The size of the population is user-defined and the fitness 
of each individual, in this case a schedule, is calculated 
according to a function, in our case the makespan or an 
additive combination of different goals. It is also possible to 
use a fitness function on other calculated values like mean or 
maximum delay, number of delayed jobs and so on. Also 
combinations of different functions are possible. The 
schedules are then ranked according to the value of their 
fitness function and, after that, selected for reproduction.  

B. Schedule encoding and decoding 

GAs were derived by examining biological systems. In 
biological systems evolution takes place on chromosomes 
which are organic devices for programming the structure of 
living beings. In this sense, a living being is a decoded struc-
ture of all chromosomes. Natural selection is the link be-
tween chromosomes and the performance of the decoded 
structures. When implementing the GA, the variables that 
characterize an individual are represented in arrays (by index 
ordered lists). Each variable corresponds to a gene and the 
array corresponds to a chromosome in biological systems. 

Decision was made [15] to use the encoding schema 
introduced by Bean [2] to build the chromosomes. He calls 
his schema "Operation Based Representation". Encoding 
starts by enumerating jobs and corresponding activities in a 
list. Each activity in a job is encoded with the numerical id of 
the job in which it resides. All jobs and activities are encoded 
following that description in one potential schedule for the 
problem. The result is a chromosome which represents a 
potential schedule. 
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C. Crossover 

The GA uses crossover, where mating chromosomes are 
cut once. Crossover is the most delicate operation of GA 
because of the problem that it can produce irregular activity 
sequences for a job. We use a corrected 2-point crossover to 
avoid non-regular activity sequences of orders, which 
Goldberg [11] refers to as a PMX-crossover operator. The 
following figures will illustrate a crossover operation of a 
sample JSP with 4 jobs, each with 3 activities, and 4 ma-
chines (see Figure 4 to Figure 8), based on an example in 
Steininger [15, p. 146 f.]. 

 
Step 1: Select two individuals randomly from the popula-

tion (Figure 4).  

 
Figure 4.  Crossover operator, step 1: Parent selection. 

Step 2: Select a segment of the first chromosome which 

starts and ends with the same job number (Figure 

5). Selected segment: 4124. 

 
Figure 5.  Crossover operator, step 2: Segment selection. 

Step 3: Select a segment of the second chromosome 

which starts and ends with the same job number 

as the selected segment of the first chromosome 

(Figure 6). Selected segment: 4131134. 

 
Figure 6.  Crossover operator, step 4: Segment exchange. 

Step 4: Exchange the selected segments between the two 

chromosomes to get the "child". The result is two 

chromosomes with non-regular activity se-

quences of jobs. Child 1 has too many activities 

and child 2 lacks some genes/activities (Figure 7). 

This result necessitates a correction step. 

Step 5: The following process, called "normalization", 

initializes this correction step. It examines the 

original segment of a child with the exchanged 

segment of the same child (Figure 7). The result 

of that examination for child 1 is: 2 are missing; 3, 

1, 1 and 3 are added. For child 2 we get: 3, 1, 1 

and 3 are missing and 2 is added. 

 
Figure 7.  Crossover operator, step 5: Correction of child 1. 

Step 6: Having detected the added and missed genes, we 

can start the correction step: For child 1 we delete 

3, 1, 1 and 3 at first occurrence in child 1 without 

inspecting the exchanged segment; for child 1 we 

add 2 at the end of exchanged segment (Figure 8). 

The same operations are executed on child 2 and, 

at the end of all steps; we have two new and cor-

rect chromosomes.  

 
Figure 8.  Crossover operator, step 6: Correction of child 2. 

D. Mutation 

Mutation is the process of random dissimilarity of the value 

of a gene with small probability. It is not a primary operator, 

but it ensures that the possibility of searching any section in 

the problem space is never zero and prevents complete loss 

of genetic material through reproduction and crossover. We 

execute the mutation operator as a permutation by first pick-

ing (and deleting) a gene before reinserting it at a randomly 

chosen position of the permutation (Figure 9). 

 
Figure 9.  Mutation operator: Gene flipping. 

E. Fitness 

The fitness function is used to evaluate the fitness of each 

individual in the population and depends on the specific 

application. Since a GA proceeds toward more fit individu-

als and the fitness value is the only information available to 

the GA, the performance of the algorithm is highly sensitive 
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to the fitness function. In case of optimization routines, the 

fitness is the value of the objective function to be optimized.  

F. Selection 

To selectively reproduce the population and to determine 

the next generation we use a hit and miss selection proce-

dure based on the fitness function. This could be imple-

mented using a roulette wheel method. An imaginary rou-

lette wheel is constructed with a segment for each individual 

in the population. An individual’s section size is based on 

the fitness value of the particular individual. A fit individual 

will occupy a larger slice of the roulette wheel than a 

weaker one. Selection is made by rotating the roulette wheel 

a number of times equal to the population size. When the 

roulette wheel stops, the individual it points to is selected. 

This means that fitter individuals will have a propensity to 

be selected more frequently than weaker ones.  
The GA needs a few additional parameters to work. 

These parameters specify the size of the population, use of 
operators and so on. 

G. Population size 

The population size depends on the nature of the problem 
[13]. Typically, it contains several hundreds or thousands of 
possible solutions. The population is generated randomly, so 
it is possible to cover the entire range of possible solutions. 
We use a population size of 500 individuals, which repre-
sents 500 possible schedules. 

H. Probability of crossover 

The parameter probability of crossover affects the rate at 
which the crossover operator is applied [11]. A higher 
crossover rate introduces new chromosomes more quickly 
into the population. If the crossover rate is too high, good 
individuals are eliminated faster than selection can produce 
improvements. A low crossover rate may cause stagnation 
due to the lower exploration rate. We use probability of 
crossover with a value of 0.6. 

I. Probability of mutation 

Probability of mutation is the likelihood with which each 
gene of each individual in the new population undergoes a 
random change after a selection process. A low mutation rate 
helps to prevent any gene positions from getting stuck to 
single values, whereas a high mutation rate results in essen-
tially random search [11]. We use a value of 0.05 for muta-
tion probability. 

J. Final result 

It is a characteristic of the GA that once fairly good solu-
tions have been found their features will be carried forward 
into even better solutions, which will ultimately lead to a 
near-optimal solution. Therefore, GAs are particularly attrac-
tive for scheduling.  

Compared with other optimization methods, GAs are 
suitable for traversing large search spaces since they can do 
this relatively rapidly and because the mutation operator 
diverts the method away from local minima. Being suitable 
for large search spaces is a useful advantage when dealing 

with schedules of increasing size since the solution space 
will grow very rapidly. It is important that these large search 
spaces are scanned as fast as possible to enable the practical 
and useful implementation of schedule optimization. 

 
Figure 10.  Microsoft Project 2003 with integrated REIMOS. 

IV. APPLICATION EXAMPLES  

A. Scheduling problem in a one-of-a-kind manufacture 

We have tested our approach, REIMOS (German 
abbreviation for "Sequence planning for multi-product 
manufacturing systems”) [15], in a one-of-a-kind manufac-
ture of a major German company. For confidentiality rea-
sons, the model mix, job and operation data are under a non-
disclosure agreement and we are not allowed to publish the 
data. But we have also tested our approach with a few pub-
licly available benchmark sets for JSP, which can be ac-
quired by any researcher from a public website (Taillard 
[16], e.g. Figure 12). 

B. Benchmark tests 

Early on, research of scheduling problems started a 
competition on the "best schedule" of a specific problem. For 
that reason some researchers designed (calculated) very hard 
to solve scheduling problems as so called "benchmark in-
stances" [9]. Some modern benchmark instances are distrib-
uted by Taillard [16] and called JSP-15-15, JSP-20-15 and 
JSP-50-20. The name of the benchmark is derived from 
scheduling a problem; in the case of JSP-15-15 it stands for 
15 jobs on 15 machines and so on (Figure 11). Taillard [16] 
also published the list of best results for each scheduling 
problem instance, allowing our own results to be compared 
with those of other researchers. 

We used three benchmark instances to model Microsoft 
Project 2003 files as input for REIMOS and started a GA run 
with the parameter values mentioned above (3.8, Figure 11 
& 12). Our algorithm for benchmarking was modified to 
write a so-called "debugging output", so we know specific 
values for the GA at every step. For example, these values 
are: number of iterations, best calculated schedule and so on. 
We compared the best schedule found thus far with the best 
known schedule of Taillard [16] and calculated a quality 
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level, which is the percentage reached of so far “best” known 
solution by Taillard [16]. This is shown in Figure 12 for JSP-
15-15. 

 
Figure 11.  Benchmark instance JSP-15-15 in Microsoft Project 2003. 

For all benchmark instances we attained a quality level 
around 95 % of the best known solution calculated over 1000 
generations GA runtime. On a so-called standard PC suitable 
for the use of Microsoft Office, one calculation run around 
10 to 20 minutes, which were our time goal for planning a 
schedule. We could have gone even further and let it run for 
hours or days, but the effect would not bring a realistic 
benefit. The problem with the best known solution by 
Taillard [16] is that we did not know its runtime, implemen-
tation of algorithm, computer etc. So it was hard to say "how 
good was best" from an economical point of view. 

 
Figure 12.  Results of benchmark instance JSP-15-15 with REIMOS. 

V. CONCLUSION AND OUTLOOK 

A computer algorithm being based on the evolution of 
living beings may be surprising, but the extensiveness with 
which this approach is applied in so many areas is even more 
surprising. Genetic algorithms have already proven their 
efficiency in many application areas, commercial, educa-
tional and scientific. Their usefulness in solving various 
kinds of problems have made them a preferable choice com-
pared to traditional, mainly heuristic approaches.  

The adaptation of a GA to schedule jobs in manufactur-
ing shops with time, resource and precedence constraints has 
been demonstrated here [15]. The simplicity of the methods 
used supports the assumption that GA can provide a highly 
flexible and user-friendly solution to the JSP. The use of 
standard software and an implemented "add-in" for 
Microsoft Project 2003 to realize the GA has shown that this 
approach can be used for solving real industrial scheduling 
problems [15]. 
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Abstract—Mosix has long been recognized as a distributed 

operating system leader in the high performance computing 

community. In this paper, we analyze the load-balancing 

capabilities of a Mosix cluster in handling requests for different 

types of resources through real experiments on a Mosix cluster 

comprising of heterogeneous machines. 

Keywords-Mosix Load balancing; CPU–intensive process; 

I/O-intensive process; IPC-intensive process; Memory- intensive 

process. 

I.  INTRODUCTION 

Mosix used to be a pioneerd distributed operating system 
for cluster computing. It was built as an extension to the 
UNIX operating system kernel and provided a single system 
image to applications. Using Mosix, developers could build 
SMP machines by clustering a number of dispersed 
homogeneous machines running under UNIX. 

Load balancing the computational power of clustered 
machines is a well-known mandatory requirement to the 
provision of single system image and performance (i.e., 
response time) in homogeneous clusters [1]. Mosix has used 
a decentralized and probabilistic approach to balance the 
computational loads on clustered off-the-shelf machines. It 
has used a special mechanism for scalable dissemination of 
load information too. To prevent process or system 
thrashing, it has also used a process reassignment policy 
through sharing of memory.  

In this paper, we intend to show experimentally the                                                                 
capabilities of Mosix in balancing the loads on a Mosix 
cluster comprised of heterogeneous machines. We have 
designed and ran a number of tests to investigate if Mosix 
achieves its acclaimed capabilities in balancing the load on 
the cluster when requests for different cluster resources are 
called. 

The rest of paper is organized as follows. Section 2 
presents a brief description of the Mosix load-balancing 
mechanism. Section 3 presents our test programs and the 
results of running them on a 5-node Mosix cluster, and 
Section 4 concludes the paper. 

II. MOSIX LOAD BALANCING MECHANISM 

The load balancing mechanism of Mosix works in a 
decentralized manner using load information of the clustered 
machines. Process is the basic unit of load balancing in 
Mosix . It includes appropriate mechanisms such as process 

migration and remote system call for adaptive load 
balancing. It reassigns processes when it decides to balance 
the load between two nodes [2]. 

Mosix load balancing mechanism is based on three 
components, load information dissemination, process 
migration, and memory information dissemination. Mosix 
can assign a new process to the best machine as well as 
balancing the load on entire cluster [3]. In the remaining 
parts, we describe load dissemination and balancing 
mechanisms and our experiments written in C language 
based on process behaviors. 

Mosix employs CPU load, memory usage, and IPC 
information to calculate machine‟s load and process needs. 
Indeed these are load indices in Mosix. Mosix monitors these 
resources, gathers their information and status, and packs 
them into a message [3], [4]. It then sends the built message 
to some other machines. Mosix uses depreciation to calculate 
load information. When a new index is calculated, Mosix 
changes it with respect to the depreciation rate. With this 
idea, Mosix employs a history-based approach to balance the 
load. Mosix monitors resources many times in a second. At 
the end of each second, Mosix normalizes indices and sends 
them into two randomly selected machines in the cluster. 
Mosix stores information about a few numbers of machines 
due to scalability reasons. This limited number is called 
information window. When Mosix gathers information about 
local resources, it selects two machines, one from its window 
and the other from non-window machines. This mechanism 
makes Mosix scalable. The main challenge with this 
mechanism is what size of window is suitable. Simulations 
show that if there is N machines in the cluster, a window size 
equal to logN is suitable [3], [5]. 

One of the major drawbacks of Mosix information 
dissemination is its periodic approach. The periodic 
information dissemination can result in waste of network 
bandwidth and CPU time. On the other hand, if there are 
many changes in indices during a period, it will result in 
unsuitable information. Event-driven information 
dissemination solves these problems [6]. 

As mentioned earlier, Mosix employs CPU load, memory 
usage and IPC information to balance and distribute load 
among machines belonging to a cluster [3]. In the following, 
we first describe the Mosix basic load balancing mechanism 
and then discuss its memory sharing and IPC optimization. 
In general, a load-balancing algorithm must provide four 
steps: (1) indices computation (2) information dissemination 
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(3) load balancing trigger, and (4) load balancing operation. 
In step four, load balancer must decide on migration 
destination and a candidate process.  

CPU load balancing in Mosix operates based on the 
amount of available CPU for each process. Mosix computes 
the amount of CPU time taken by each process. It counts the 
number of executable processes in a period (one second) and 
normalizes it with CPU speed in favor of maximum CPU 
speed in the cluster. Then it changes the index in favor of 
depreciation to realize actual load based on load history. 
Gathered information is disseminated between some 
machines. The Mosix load balancing mechanism is triggered 
when the difference between a local machine‟s load and the 
windows machines‟ loads exceed a threshold. Load 
balancing pair contains a machine with lower load index that 
has enough memory space to host a migrant process. 
Selecting a migrant process is an important stage of load 
balancing operation. CPU-intensive processes have priority 
for migration. Mosix limits the number of times a process is 
allowed to migrate in order to prevent starvation. In this 
paper we have designed three types of processes, CPU-
intensive, memory-intensive and IO-intensive [1], [3], [5], 
[7]. 

Thrashing is a phenomenon in operating systems that 
occurs by the growth of page faults. When free memory in 
the system is decreased, processes requiring memory to bring 
in their pages into memory, page fault. Mosix migrates a 
process if free memory size drops below a threshold. Indeed, 
this algorithm distributes processes in the memory of the 
entire cluster. Although, this algorithm results in unbalanced 
CPU load, but it can increase performance when system into 
thrashes [3], [4], [8]. 

When free memory size drops below a threshold, 
memory sharing algorithm is triggered. When free memory 
size drops below this threshold, Mosix expects increases in 
page faults. Therefore, determination of this threshold is a 
crucial decision. Target machine at least must satisfy two 
conditions. First, target machine must have enough space to 
host a new process. Second, target machine must be in 
window. Mosix usually selects a target machine with the 
least CPU load. It selects a process with the least migration 
cost that has caused memory overload. Migration of the 
selected process must increase free memory size up to 
threshold and migration must not overload the target 
machine . If there is no such process, Mosix selects a larger 
process that can be placed at the target machine. After this 
replacement, if there is still memory overload, Mosix repeats 
the above two steps. We have designed a program for this 
algorithm [3], [8]. 

The main goal of balancing load based on IPC is to 
reduce the communication overhead between processes 
while keeping the load balanced as much as possible. CPU 
load balancing tries to utilize all processors equally while 
keeping communicating processes together results in lower 
communication cost. Therefore, it would reduce response 
time in the presence of load balancing if processes have low 
communication. However, in real science applications, 
communication between processes is high. Therefore, 
balancing the load based on IPC information can lower the 

response time. Mosix employs a producer consumer model 
to optimize its load-balancing algorithm. In this model, each 
consumer tries to find a producer that presents its product 
with lower cost. In the cluster environment, products are 
resources such as CPU cycles, memory and communication 
channels. Consumers are processes residing on machines. 
The cost of a resource is the amount of time that a process 
spends to use one unit of that resource. Whereas a process 
can run on another machine with lower cost, it is migrated to 
that machine [3], [9]. 

Mosix computes the cost of each process based on CPU 
load, free memory space, and IPC information. It uses a 
heuristic to compute an approximate response time. The 
algorithm is initiated when the cost difference between 
running the process on the current machine and running it on 
one of the window machines exceeds the migration cost. 
Mosix selects a process with maximum difference and a 
machine with the least cost as the target machine [3]. 

Mosix measures performance in terms of speed of CPU 

in GHz unit. It also measures the load of each node by 

counting the number of processes in each scheduling time 

and computes the primary load as the average of counted 

processes. It then normalizes the load relative to CPU 

speedup. A load unit represents 100% utilization of a 

'standard' processor [2], [3]. We use these measurements in 

reporting the results of our experiments in Section III.  

III. EVALUATION 

We have deployed a 5-node cluster of openMosix to 
analyze the behavior of Mosix in balancing the load on the 
nodes of the cluster. Each node of cluster had direct access to 
other nodes through an 8-port 10/100 Ethernet switch. All 
nodes ran openSUSE 11.2 as their operating system and 
were equipped with LAM/MPI. Table 1 shows more details 
of the testbed. 

 
TABLE 1  SPECIFICATION OF THE DEPLOYED 

OPENMOSIX CLUSTER  

System ID CPU Memory OS MPI 

Node1 Intel1.7GHz 256MB openSUSE11.2 LamMPI 

Node2 
IntelCeleron 
2.4GHz 

256MB openSUSE11.2 LamMPI 

Node3 Intel1.8GHz 256MB openSUSE11.2 LamMPI 

Node4 
IntelCeleron 
2.4GHz 

256MB openSUSE11.2 LamMPI 

Node5 
IntelCeleron 
2.4GHz 

1GB openSUSE11.2 LamMPI 

 
We have designed and ran 7 test programs to examine the 

behavior of openMosix„s load balancing mechanism with 
different types of node overloading including CPU, I/O, and 
IPC. We also tested its behavior on MPI directives. 

A. Test No. 1, CPU-intensive 

In this test, we check how openMosix reacts when 

cluster is overloaded with CPU-intensive processes. We use 
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a process (Figure 1) with an infinite loop that consumes as 

much CPU cycles as it could.  

 

while (1){ 

; 

   } 

Figure 1 - Pseudo code of a CPU-intensive process 

 

We ran 20 instances of this process with mosrun 

command. Table 2 shows the results of these runs; the 

number in each cell shows the number of instances of the 

process on that node; we have ignored non-Mosix 

processes; the mosrun command started from Node1. As it 

is shown in Table 2, openMosix spreads the load on the 

entire cluster, with respect to nodes‟ abilities. 

 
TABLE 2  CPU-INTENSIVE TEST RESULTS 

 Node1 Node2 Node3 Node4 Node5 

Startup 20 - - - - 

Balanced 4 4 4 4 4 

 

The performance of each node depended on its processor 

power. Figure 2 shows the performance of cluster on each 

node. 

 

 
Figure 2 - Performance of nodes 

 

Figure 3 shows the loads on the cluster nodes when 5 

instances of a specific process ran on the cluster. Mosix 

calculates load for each node in the cluster with respect to 

relative node performance and number of processes in run 

queue. When numbers of processes on each machine are 

equal the output load diagram is look like Figure 3. 

 

 
Figure 3 – Loads on nodes for CPU-intensive processes 

 

Normalizing load with respect to node‟s relative 

performance, Mosix attempts to overcome the impact of 

performance heterogeneity. It calculates relative 

performance through dividing each node‟s performance by 

maximum performance in cluster. 

B. Test No. 2, I/O-intensive 

In this test, we check how openMosix deals with I/O-

intensive processes. We use a process (Figure 4) with an 

infinite loop that sends an empty string to the standard 

output in each iteration.  

 

 

while(1){ 

 printf(“”); 

} 
Figure 4 – Pseudo code of an I/O-intensive process 

 

After running 20 instances of this I/O-intensive process 

on the cluster, Mosix migrated them to other nodes with 

respect to each node‟s performance. But before migrating 

each I/O-intensive process, it created a shadow process with 

a “./” prefix in front of its name on the main host mosrun 

executed. While the process was migrated, the shadow 

process remained to handle future references of the migrated 

process to its local host. Due to the existence of these 

shadow processes and remote references from the migrated 

process to the local host, Mosix was reluctant to migrate 

I/O-intensive processes like CPU-intensive processes. Table 

3 shows the results of this test, wherein the number in 

parentheses shows how many shadow processes were 

located on the local host. 

 
TABLE 3  I/O-INTENSIVE TEST RESULTS 

 Node1 Node2 Node3 Node4 Node5 

Startup 20 - - - - 

Balanced 4 (20) 4 4 4 4 
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C. Test No. 3, Memory-intensive 

In this test, we checked how openMosix dealt with 

memory-intensive processes. We used a process (Figure 5) 

containing CPU-intensive parts because memory-only-

intensive processes did not trigger the Mosix load balancer 

mechanism.  

 

 

for(i=1;i<1000000;i++){ 

                            malloc(10000); 

                         } 

while (1){ 

                  ; 

                    } 

Figure 5 - Pseudo code of a memory-intensive process  

 
By running the code shown in Figure 5, a large amount 

of RAM was occupied at the beginning and then a CPU-
intensive phase started. In regular situations, Mosix tried to 
reduce the load on a specific node by migrating some of the 
processes in that node to other nodes. Nevertheless, in this 
case it refused to do any migration although the nodes were 
overloaded. Migration of a large amount of memory is 
costly. Therefore, Mosix keeps memory-intensive processes 
in their places as long as the administrator does not force a 
migration. 

 

D. Test No. 4, IPC-intensive – Direct 

A process is IPC-intensive when it repeatedly sends 

messages to other processes. When a process sends too 

many messages, it becomes a candidate for migration by 

Mosix. However, as in the case of memory-intensive 

processes, the migration is costly and Mosix does not 

migrate them automatically. This reaction is a part of 

Mosix‟s policy in dealing with communicating processes. 

Figure 6 shows the results of running our test on 17 

instances of two IPC-intensive sender and receiver 

processes.  

 

 
Figure 6 – Loads for IPC-intensive processes before migration 

 

Mosix does not migrate any IPC-intensive processes in 

this experiment due to their communication cost. Migrating 

each IPC-intensive process may result in heavy 

communication cost. So, Mosix attempt to extract process‟ 

IPC behaviors and make decision based on it. But when a 

process passes its IPC age, Mosix does not find its transition 

soon. 

In the next experiment, processes on the first node were 

migrated to another node manually. After moving all 

processes to Node 5, the load of the first machine remained 

almost unchanged (Figure 7), implying that all IPC 

messages were redirected to the home node. 

 

 
Figure 7 – Loads for IPC-intensive processes after migration 

 

Whereas IPC-intensive processes have heavy 

communication cost, migrating them does not change their 

home node‟s load. Migrated processes communicate with 

their deputy on home node and communicate via their home 

node. Therefore, home node‟s load increases and processes 

response time falls down.  

E. Test No. 5, IPC-intensive – Shared memory 

Shared memory is another popular IPC mechanism that we 
had to investigate its support in Mosix. When the “mosrun” 
command was executed, Mosix returned the error message 
“MOSRUN: Attaching SYSV shared-memory not supported 
under MOSIX (try ‘mosrun -e’ or ‘mosrun -E')”. This error 
means that MOSIX does not support shared-memory-based 
communication between processes. 

F. Test No. 6, Forked processes 

A child process inherits the features of its parents. In 

Mosix, a parent can fork a child that can in turn fork its own 

child. The hierarchy of parent-child can grow until the 

number of processes reaches a threshold.  

We tested the inheritability of parent features in their 

children in Mosix and found out that whenever a parent 

process created a child process, Mosix passed the features of 

the parent to the child process (Table 4).   

 

 

103Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4

ADVCOMP 2011 : The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences

                         111 / 132



 

TABLE 4  FEATURE INHERITANCE OF FORKED 

PROCESSES 
 Node1 Node2 Node3 Node4 Node5 

Startup 1 - - - - 

Balanced * * * * * 

G. Test No. 7, Pipe-based processes 

To investigate the behavior of Mosix in pipe-based IPC 

communications, we tested a pair of producer consumer 

processes. We initialized the consumer process manually 

that later created the producer process to provide input for 

the consumer process. 

When the “mosrun” command was executed, Mosix 

returned the error message “MOSRUN: Attaching SYSV 

shared-memory not supported under MOSIX (try ‘mosrun -

e’ or ‘mosrun -E')”. This error means that MOSIX does not 

support pipe-based IPC communication between processes. 

We thus used the “mosrun –e” command instead. The 

results were interesting. After running the test program with 

“mosrun -e” command, 10 processes were initialized on the 

first node but after a short time Mosix migrated some of 

them. Figure 8 shows the cluster status immediately after 

initializing processes on the first node while Figure 9 shows 

the cluster status some time after migrations happened and 

cluster became stable. 

 

 
Figure 8 – Loads for Pipe-based processes before migration 

 

Mosix treats piped processes as like as IPC-intensive 

processes but there is some difference. When processes 

communicate via pipe, their waiting time is more than the 

time they uses messages. Since Mosix counts number of 

processes in ready queue at each scheduling period, it 

calculates fewer loads. 

The interesting point is that although Mosix migrated 

some processes to other nodes than their home (first node), 

the load on the home node remained unchanged (Figure 9). 

This was because copies of migrated processes remained on 

the home node to communicate with their producer 

counterparts. We can thus conclude that this migration had 

been redundant and only had increased the network traffic 

with undesirable effect on overall performance. 
 

 
Figure 9 – Loads for Pipe-based processes after migration 

 

By migrating some piped processes to other cluster 
nodes, communications must take place through 
communication infrastructures and file system. So, the home 
node‟s load does not changed after migrating piped 
processes. 

H. Test No. 8, MPI-based processes 

MPI uses sockets and shared memory [10], while Mosix 
does not efficiently support these two communication 
mechanisms. Therefore, MPI processes could not be 
migrated by Mosix. A new “direct communication” feature 
has been recently added to Mosix that provides migratable 
sockets for MOSIX processes, but there is still no support for 
shared memory in Mosix [11], [ 12]. 

Therefore, it is impossible to run default MPI-based 
applications on a Mosix cluster yet. However, there are some 
short ways. LamMPI, configured with the “--with-rpi=tcp” 
option can bypass this limitation of Mosix. 

In fact, “--with-rpi=tcp” option ensures that no shared 
memory is used in communications between processes. 
Therefore, when there is no shared memory in use, Mosix 
handles an MPI process like any other process. 

I. Test No. 9, Priority in migration 

To investigate how Mosix prioritizes processes for 

migration, we ran a number of tests. We tried to identify 

what processes become candidates for migration by Mosix. 

We compared two types of processes in each test, but 

compared all four types of CPU-intensive, I/O-intensive, 

IPC-intensive, and memory-intensive processes in our final 

experiment.  

In our experiments, Mosix migrated CPU-intensive 

processes with low allocated memory first. It then migrated 

I/O-intensive processes and at last equally migrated the IPC-

intensive and memory-intensive processes. However, this 

order was not fixed on all Mosix clusters because of Mosix 

decision making function. For example, if the power of 

machines and the amount of available physical memory 

installed on each machine in a Mosix cluster were widely 

different, the pattern of Mosix migration priority might be 

diverse.  

104Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4

ADVCOMP 2011 : The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences

                         112 / 132



 

IV. CONCLUSION AND  FUTURE WORKS 

We ran a number of test programs on a 5-node Mosix 
cluster to check the real abilities of Mosix in providing a 
reasonably high performance in handling different requests. 
We found that Mosix did not guarantee the performance 
improvement in all cases and that it even reduced the 
performance by making wrong decisions. 

We showed that the Mosix cluster handled CPU-
intensive, memory-intensive, and I/O-intensive processes 
effectively although it was slow and sometimes inaccurate 
when the cluster was overloaded with large memory-
intensive processes. It also properly supported feature 
inheritance by inheriting all features of parents in the forked 
children. 

We also showed that Mosix did not support shared-
memory-based communications between processes and as a 
result did not support MPI-based processes too unless 
processes used a different mechanism for their 
communications than the shared memory. Worst of all, 
Mosix misbehaved in dealing with pipes and made decided 
wrongly in migrating tightly-connected processes to other 
machines, lowering the performance and increasing the 
network traffic rather than improving the performance. 
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Abstract—The increasing complexity of scientific applications
and the increase of scalability in high performance computing
systems demand a more powerful Input/Output system. This
requirement is present in both performance and power con-
sumption. For this reason, performance, power consumption,
energy and energy efficiency have become critical measures in
Input/Output systems. Nowadays, when a High Performance
Computing center buys a system of storage not only does it take
into account the price, but also the cost of its useful life cycle
as well as the energy cost. This paper proposes a methodology
to characterize the energy efficiency of the Input/Output system,
considering the Input/Output system at a device level, I/O library
and file system. The methodology provides a wide range of I/O
system parameters that have an impact on the energy efficiency.
Furthermore, we evaluate the impact of Input/Output intensive
applications in energy efficiency.

Keywords-Energy Efficiency; Consumption; I/O System; HPC;
Methodology.

I. INTRODUCTION

Energy efficiency has become an extremely important con-
sideration for the storage system, due to several factors,
among which the most important is the scalability of the
system, because we will not be able to expand the system
if we have consumed all the available energy [1]. Another
important factor to consider is the cost of the Input/Output
(I/O) system, due to the Kilowatt/hour rate imposed by the
electricity company. It is because of this reason that nowadays,
when a High Performance Computing center buys a system of
storage, not only does it take into account the price, but also
the cost of its useful life cycle.

These days, we can find similar rankings to the Top500
[2] such as the Green500 [3], where we can obtain a list
of the supercomputers with the highest energy efficiency in
computing. The Green500 updates its ranking 3 times a year
in order to increase awareness about power consumption and
energy. Furthermore, they promote alternative total costs and
ensure that supercomputers do not only simulate the climate
change but they do not help to its degradation. For I/O systems,
it is not easy to find analysis for comparing energy efficiency.

In considering power consumption and energy efficiency,
the scientific community has an extremely important challenge
to overcome [4]. When we take into account both the energy

efficiency and a determinate performance of the I/O system, it
is important to have common sense for the configuration of the
I/O system. First of all, we are going to consider, how to do
an energy diagnosis; What can characterize of the I/O system;
How can analyze power consumption and energy efficiency;
What metric should we use. All these questions are necessary
to be able to plan and to propose improvements of energy
efficiency in the configurations of the I/O system. In this paper,
we offer a methodology for characterizing energy efficiency in
the I/O system. The proposed methodology relates application
phases to power consumption phases throughout the execution
time. This methodology considers the I/O system at device
level, I/O library and global file system. On the other hand,
it extracts information about throughput, power consumption,
energy and energy efficiency in a system with different device
access patterns. Considering this information, we analyze the
impact of energy efficiency for the different configurations of
the I/O system. The methodology allows us to characterize I/O
scientific applications such as EarthScience, NuclearPhysics,
CombustionPhysics, etc. This methodology serves as a starting
point to be able to decide on the dimensioning of the I/O
system that improves its energy efficiency. We also analyze
the impact of the executed benchmarks in the characterization
of the I/O system.

In this paper, we use a Watts UP pro ES digital power
meter to take measurements and analysis for the I/O system.
This meter provides a sampling each second.

This paper is organized as follows: in the next section
we briefly review related work. In Section III, we introduce
our methodology for characterizing energy efficiency in the
I/O system. Then, in Section IV, we expose and analyze the
experimental results. Finally, in Section V, we present the
conclusions and future work.

II. RELATED WORK

The work that we introduce in this paper is related to the
analysis and characterization of the I/O system.

Ge [4] proposes a methodology to profile the performance,
energy and energy efficiency considering the parallel I/O
access patterns and the CPU frequency. This study differs from
our work since we do not just consider the I/O access patterns.
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Fig. 1. I/O system

On the other hand, Hylick [5] proposes an analysis of power
consumption at device level, considering the dependence of the
locality of the data and the block size of access. Our study
differs from this one since we do not consider just the I/O at
the device level but also the I/O at the system level.

Another study proposed by Sehgal [6] analyzes the energy
and energy efficiency by considering several Linux local file
systems modifying the default options. Our work differs from
his study because we do not consider modifying the default
options but instead we consider different file system levels
(local, distributed and parallel).

In terms of massive storage, Dong [7] proposes an analysis
about power characteristics of read/write operations compared
with the power efficiency of different RAID levels. Our work
considers RAID levels as a part of the characterization of
device level.

III. PROPOSED METHODOLOGY

In this section, we detail our methodology for the charac-
terization of the energy efficiency in terms of performance,
power, energy and energy efficiency.

We characterize at device level and at I/O system level.
Fig. 1 illustrates the I/O system; we characterize the elements
that include the device level and the I/O system level. The
methodology is divided into four parts:

• Metrics selection used during the characterization,
• Characterization at device level,
• Characterization at I/O system level and
• Characterization of the benchmark parameters.
Fig. 2 illustrates these parts and, in addition, the information

obtained in each part of the characterization.

A. Metrics used in the methodology

In this section, we detail the metrics used in the methodol-
ogy for: performance, power, energy and energy efficiency.

The performance of the I/O operations is normally quan-
tified using throughput (number of megabytes transferred per
second) and/or IOPs (Input/Output Operations Per Seconds).
The throughput (MB/sec) is obtained directly by the I/O

Fig. 2. Characterization of the I/O system

benchmarks or Linux I/O tools and IOPs are obtained indi-
rectly analyzing the bandwidth and the duration time of I/O
operations.

We use the watt (W) as metrics for power and the Joule (J)
for the energy, both included in the international unit system.
The power meter obtains Watts directly and energy is derived
indirectly from the total execution time of the benchmark per
average consumption power of the benchmark execution.

There is not a standard measurement for energy efficiency.
Due to the interrelation between performance and energy,
Liu [8] proposes two new metrics for energy efficiency:
IOPS/Watt and MBPS/Kilowatt. For this study we have chosen
MBPS/watt as efficiency metrics. We use the equation men-
tioned above introducing the energy. For this reason, we use
the equation (1) and we obtain MB/J as the final equation for
the energy efficiency.

1 Joule = 1 Watt ∗ 1 Second (1)

B. Characterization at the device level

This phase consists of the characterization of the devices
and RAID system using I/O benchmark as Iozone [9] or/and
Bonnie++ [10]. These benchmarks generate and measure a
wide variety of file disk operations. During the characteri-
zation, we consider the access patterns (sequential, random,
stride), the request size of operations and the type of access
(block or character). For these operations, we characterize the
bandwidth, the power consumption, the energy and the energy
efficiency. We also consider the device’s different states of
power consumption.

C. Characterization of the I/O system level

This phase consists of the characterization of the I/O li-
brary, the file system (local, distributed and parallel), storage
connection (NAS, SAN, DAS, NASD) and the system buffer
cache. We obtain the bandwidth, the power consumption, the
energy and the energy efficiency. In order to characterize the
I/O system level, one could use the IOzone or/and Bonnie++
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file system benchmarks. IOR [11] or/and PIO-bench [12] could
be used as I/O library benchmarks. These benchmarks leverage
the scalability of MPI to accurately calculate the throughput
of a given number of client machines. As we have already
illustrated in figure 1, this characterization is linked with the
characterization at the device level because the data follows
a process until it is written or read in the final device (single
device or RAID system). For this reason, at the same time we
carried it out at the I/O system level and at the device level.

D. Benchmark parameters characterization

To characterize the different levels, we use I/O benchmarks.
These benchmarks have many configuration parameters, the
access patterns (sequential, random, stride), the request size of
operations, the type of access (block or character), the number
of processors, the type of I/O library, amongst others.

The objective is to tune the specific parameters of the
benchmarks, according to the characterization that we are
doing.

E. Characterization of the I/O system

We carried out our characterization on two different sys-
tems. The first system characterized was a Pentium 4 single
core, with a 512 MB RAM memory and a single device
Seagate Barracuda ATA ST340016A. It also has a capacity
of 80GB and a cache disk of 2MB. Fig. 3 illustrates the
power consumption specifications of each state and also the
transitions of the device. The local file system used was Ext4
with a DAS store network. The I/O library used was MPICH.
The second system characterized was the cluster Aohyper. This
cluster has 8 dual Core nodes AMD Athlon(tm) 64 X2, 2 GB
RAM memory, 150 GB local disk. The local file system used
was Ext4. Also has a 1 NFS server with RAID 1 (2 disks) with
230GB capacity and RAID5 (3 disks) with stripe=256KB and
917GB capacity, both with write-cache enabled (write back).
The networks used were two Gigabit Ethernet network, one
for communication and one for data.

We utilized the Watts UP pro digital power meter to
measure. It was connected to the output AC power source of
the computer. This meter provides a sampling each real-time
second.

These two systems have been characterized. Now, we
present how we characterized the I/O system. Although we
expose the workstation characterization, this characterization
is extensible for the cluster characterization or another system.
We describe the workstation characterization, however it could
be extended for the cluster characterization or any other
system.

1) The device characterization: What we did, first of all,
was to characterize the effects of power-saving using state
controls. In order to do that, we used the benchmark IOR,
which was executed twice with an interval of 60 seconds
between each execution. Fig. 4 illustrates the result of the
execution with power-saving using state controls and without
power-saving. Fig. 5 shows the power consumption and the
energy required for the two executions. The result of execution

Fig. 3. Specifications of power consumption

Fig. 4. Execution both power saving and without power saving

is better without power-saving states than with power-saving
states. This is due to several factors such as: short Standby pe-
riods, the cost of spin-up transactions (time and power) and the
peaks obtained during the spin-up transactions. Applications
with short standby periods do not take advantage of power
saving states.

After that, we characterized different access patterns (se-
quential and random). In order to do that, we used the
benchmark IOzone with different requests sizes and a file size
of 1GB. Fig. 6 illustrates the result of the characterization
for sequential access patterns. Finally, Fig. 7 illustrates the
characterization for random access patterns. We observe the
following trends if we execute the sequential characterization
and the set of request sizes tested in read operations. In the

Fig. 5. Power and energy for execution with power saving

108Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4

ADVCOMP 2011 : The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences

                         116 / 132



(a) Bandwidth and Power

(b) Energy and energy efficiency

Fig. 6. Characterization for sequential access patterns

case of a very small-sized request (16 KB - 32 KB), we
obtain a larger bandwidth, more power, less energy and an
increase in energy efficiency. On the other hand, in the case of
a request size of 8192KB, we obtain the worst bandwidth and
the lowest power of the whole set of request size. The result
is larger energy consumption and the worst energy efficiency.
In write operations, in terms of bandwidth, energy and energy
efficiency show the same trends. However, in terms of power,
by increasing the request size, the power increases. Despite
the small power variation that we observe, it has an influence
in the metrics of energy and energy efficiency. We observe the
following trends if we execute the random characterization and
the set of request size tested in read and write operations. In
the case of a larger request size, we obtain a larger bandwidth,
less energy and more energy efficiency. Because of the data
locality, as we increase the request size, data transferring time
is longer than data seeking time. Power consumption has two
different trends depending on the operation type. In write
operations, if we increase the request size we obtain more
power consumption. On the other hand, in read operations, if
we increase the request size the lowest power consumption is
obtained.

2) I/O system characterization: At I/O system level, we
characterized the influence of different cache levels on the
system. It is worth mentioning that we have included the

(a) Bandwidth and Power

(b) Energy and energy efficiency

Fig. 7. Characterization for random access patterns

cache disk as part of the system cache hierarchy. We call
the buffer memory of the operating system buffer cache. For
that reason, we used the benchmark IOzone with different
request sizes and size file of 1GB. Fig. 8 illustrates the result
of execution with different levels of cache disabled. In this
figure, we observe the following trends: bandwidth and energy
efficiency decrease whereas power and energy increase as we
disable levels of cache. There are no substantial differences
between the power consumption without buffer cache disabled
and disk cache enabled; and there is no difference either
between power consumption without buffer cache disabled and
disk cache disabled. On the contrary, there are differences in
energy and energy efficiency for those configurations, because
of the influence of the bandwidth.

Moreover, we also characterized the influence of the I/O
library. To achieve these study objectives, we characterized the
MPICH library. In order to do that, we used the benchmark
IOR for 1 core, with different request sizes and a file size
of 1GB. The goal was to observe the influence in energy
efficiency with the insertion of the new layer in the I/O stack.
In Fig. 9, we observe the following trends: bandwidth and
energy efficiency decrease whereas energy increases for a
larger request size. Power consumption in write operations
increases until a request size of 512 KB and then, it begins to
decrease. In read operations, in the case of request size (16KB
– 512 KB), we obtain the same trend in relation to power. It
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(a) Bandwidth and Power

(b) Energy and energy efficiency

Fig. 8. Execution with different levels of cache disabled

begins to decrease from a 512 KB request size on. It also
influences energy efficiency.

IV. EXPERIMENTATION

In order to evaluate the methodology for the characteri-
zation, we selected the Block Tridiagonal (BT) application
of NAS Parallel Benchmark (NPB) suite. We executed this
application in the systems that were previously characterized.
On the workstation, the application was executed in its class
B and subtype full. That configuration writes a file size of 1,5
GB. Whereas for the execution on the cluster, we executed the
application in its class C and subtype full for 16 processors.
That configuration writes a file size of 6,5 GB.

Fig. 10 shows the trace of the application for the work-
station. The violet color represents write operations and the
green color represents read operations. We observe 3 differ-
ent phases; involves the computing and discontinuing write
operations of 128 KB request size. The second phase is I/O
intensive in write operations, whereas the last phase is I/O
intensive in read operations.

Fig. 11 illustrates power consumption during the application
execution. After an initial time when the state of the device
was idle, we executed the application. We observed 2 distinct
phases; in the first phase, we observed more consumption
than in the second phase. This is due to application compute

(a) Bandwidth and Power

(b) Energy and energy efficiency

Fig. 9. Characterizating the influence of the I/O library

Fig. 10. Trace of the application NAS BT class B subtype FULL

and write discontinuous operations that took place during the
first phase. Whereas in the second phase only intensive I/O
operations without compute were made. During the first phase,
we observed peaks of consumption, which are caused by the
addition in write operations of power to compute power.

Fig. 12 shows the trace of the application for the cluster. The
application was executed with two different RAID configura-

Fig. 11. Power of the execution application BT class C subtype FULL
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Fig. 12. I/O Phases of NAS BT-IO by 16 processes FULL subtype

(a) RAID 1

(b) RAID 5

Fig. 13. Power consumed for NAS BT-IO by 16 processes

tions (RAID 1 and RAID 5). The yellow color represents write
operations and the green color represents read operations. We
observe 2 different phases; the first phase is I/O intensive in
write operations of 128 KB request size, whereas the second
phase is I/O intensive in read operations.

Fig. 13(a) illustrates the power consumption during the
application execution on the cluster for a RAID 1 configura-
tion, whereas the Fig. 13(b) illustrates the power consumption
during the application execution on the cluster for a RAID 5
configuration.

After an initial time where the state of the devices was
idle, we observed 2 distinct phases for the two configurations.
The first configuration phase is the power consumption for
I/O intensive write operations; whereas the second phase is
the power consumption for I/O intensive read operations. We
observed that because the I/O system is apart from the compute

Fig. 14. Real and references values obtained
TABLE I

PERCENTAGE (%) DEVIATION OBTAINED

Operation type write read
WorkStation 3% 7%

RAID 1 0.6% 0.8%
RAID 5 0% 0.5%

nodes, the power consumption values obtained are only of I/O
operations. Because of this, the intensive computation does
not have in the results.

Fig. 14 illustrates real values obtained during the application
execution and reference values obtained during the characteri-
zation for all systems characterized. We show the performance
and the power consumption. In terms of workstation, we
selected real values of performance and power consumption
obtained during the execution of the application’s second phase
because it is the I/O intensive phase. We selected the reference
values results of a 128Kb size request obtained in Fig. 9,
because the BT application is a parallel MPI application that
uses a 128 KB request size in I/O operations.

In terms of cluster values, because the I/O system is apart
from the compute nodes, we selected the real values obtained
in each phase. We selected the reference values from the
cluster characterization in the same way as we did before
for the workstation architecture. We observe close results in
power consumption in all characterized systems. However,
in bandwidth, we observe significant differences for cluster
configurations. These differences are because the application
did not manage to stress the system.

Table I, shows the power consumption deviation of refer-
ence values with real values. We observe close results between
real and reference values.

V. CONCLUSION

In this paper, we propose a new methodology to characterize
the energy efficiency in the I/O system. The methodology takes
into account performance and energy. Moreover, it extracts
information about the bandwidth, the power consumption, the
energy and the energy efficiency from different I/O bench-
marks. We evaluated the methodology with real applications
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and we observed that the reference values of characterization
were close to the real values obtained with the application’s
execution. We also observed that in intensive operations of
the I/O system, power consumption changed to a small extent.
However, that change did modify energy and energy efficiency.

This paper is just a small part of our research and will serve
to find new ways of investigating. Our final goal will be to
propose a methodology for dimensioning the I/O system in
terms of energy and energy efficiency. That methodology will
be able to characterize, analyze and evaluate the I/O system
for dimensioning. We are also looking for a new method to
identify the significant phases in terms of power consumption
at device level considering the writing and reading blocks. In
order to carry this out, we are also working in new metrics
for energy efficiency.
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Abstract—The hybrid SOM-NG algorithm was formulated to
improve the quantization precision in Self Organizing Maps by
the means of combine both SOM and Neural Gas properties using
a parameter γ to tune the topology preservation. A supervised
learning algorithm is proposed to take advantage of the balanced
hybrid algorithm. The proposed algorithm makes a linear ap-
proximation of the goal function for every Voronoi region. The
algorithm gives good estimations and well balanced prototype
positions combining the benefits of the original algorithms.

Index Terms—hybrid algorithm, supervised learning, neural
networks, self-organizing mapping, neural gas.

I. INTRODUCTION

The Self-Organizing Map (SOM) [1] is a very popular
algorithm because of its many features, specially the topo-
logical preservation between input and output spaces. Most of
the uses of SOM were related with dimensionality reduction
and unsupervised training, but SOM has been used in a
supervised way in different applications. Supervised SOM was
developed by different authors in different ways specially for
classification purposes, but in this work numeric modeling will
be studied.

Supervised modeling was approached in different ways.
Additive composition of several supervised SOM networks [2]
was developed from the theory that an additive composition of
linear functions can be estimated with an additive composition
of neural networks. Continuous Interpolation Self-Organizing
Maps (CI-SOM) [3] are created using interpolation methods
to approximate a continuous function using discrete prototype
vectors. For time-series regression, special networks were
created, Temporal Kohonen Map (TKM) [4] and Recurrent
SOM [5] are examples of the use of leaky integrators for
temporal sequence processing, they are compared in [6].

The main drawback of SOM training is the lack of quan-
tization precision, specially if compared to Neural Gas (NG)
[7] algorithm that does not take into account topological order
aiming to minimize the quantization error. In [7], a regression
method is also presented, using a reference value for the
the prototype vector’s position and a gradient vector for its
Voronoi region.

Using these algorithms has a main advantage of using local
approximations for each prototype vector, i.e., a model in every
Voronoi region, so a closer model can be obtained if compared
with using a single model for the whole data set. Using local

linear models also require less computational resources, as
they use simple mathematical techniques.

A hybrid algorithm was proposed based on both SOM
and NG in [8]. This algorithm combines their properties and
obtains a more balanced result achieving a trade-off between
topology preservation and quantization error, i.e., between
data projection and accuracy. This hybrid algorithm is briefly
explained in Section II. Using this algorithm, a new estimation
tool will be formulated in Section III and Section IV will
explain the training procedure. The algorithm is tested in
Section V and discussed in Section VI.

II. SOM-NG ALGORITHM

The SOM-NG algorithm is based on two different kernels:

hNG(v, wi) = exp

(
− k(v, wi)

γ2 · σ(t)

)
(1)

hSOM (v, wi) = exp

(
− s(ri∗, ri)

σ(t)

)
(2)

where k(v, wi) and s(ri∗, ri) are rank functions, γ is the
topology preservation constant and σ(t) is the neighborhood
radius in training epoch t.

Each kernel determines the behaviour of each algorithm,
i.e., hNG is the influence over quantization error, as in NG,
and hSOM represents the topology preservation in a SOM-like
way. For the sake of simplicity the parameters will be removed
from expressions and hNG and hSOM will be used instead of
hNG(vj , wi) and hSOM (vj , wi) in the whole paper.

The ranking function k(v, wi) is the position of prototype
vector wi in the distance ranking to data vector v in the
input space. The best matching unit, i.e., the closest one, gets
ranking 0, the next closer one gets 1 and continues until m−1,
where m is the number of prototype vectors.

Ranking function s(ri∗, ri) is a bit more complex because
it is a modified ranking in distance between the best matching
unit ri∗ and unit ri considering both of them on the output
space. The modified ranking imposes that map units at same
distance from a map unit must have same ranking value, so
ranking values in a square lattice will be like 0,1,1,1,1,5,5,
and so on. Calculating this ranking is a bit more complex
than a monotonically increasing one, but it is constant during
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the training, so it is calculated once before training starts.
This modified ranking function obtains more robust results
than a monotonous one because of the lack of random tie-
breakers. The modified ranking is similar to a sigmoid function
of distance, and it produces a slimmer Gaussian bell in the
prototypes close to the bmu with a wider base in the farther
ones.

The neighborhood radius σ(t) was chosen to decrease
exponentially to improve the algorithm’s steadiness, the rec-
ommended expression is:

σ(t) = σt0·
(σtmax

σt0

)t/tmax

(3)

where t is the training epoch, tmax is the number of training
epochs, σt0 is the initial value and σtmax is the final value.
Appropriate values for them are: σ0 = m/2 and σtmax

=
0.001, since it should tend to zero in order to minimize the
quantization error.

In the unsupervised algorithm, the energy cost function
optimizes quantization in a cooperative way. The energy cost
function according to the squared Euclidean distance is:

E =
∑
i,j

hNG · hSOM · ‖vj − wi‖2 (4)

The batch version of the algorithm is obtained using New-
ton’s method (5).

∆wi = −JE(wi) ·H−1E (wi) (5)

where JE is the Jacobian matrix of the energy cost function
E and HE is the Hessian matrix. Thus they are calculated from
(4) and the following expressions are obtained:

JE(wi) = −2 ·
∑
j

hSOM · hNG ·
−→
dji (6)

where −→dji = vj − wi is the distance vector for data point
vj and prototype vector wi.

HE(wi) = 2 ·
∑
j

hSOM · hNG (7)

The increment for each prototype vector wi in every epoch
is calculated using (6) and (7) by substitution in (5):

∆wi =

∑
j hSOM · hNG ·

−→
dji∑

j hSOM · hNG
(8)

And the updating rule is:

wi =

∑
j hSOM · hNG · vj∑

j hSOM · hNG
(9)

This updating rule is very similar to batch SOM and batch
NG [9] ones. If the hSOM term is deleted, i.e., replacing it
by the unity, the updating rule is the NG one and the opposite
is obtained canceling the hNG term, it results the batch SOM
one, with the difference of the modified ranking kernel. In

fact, values of γ over 80 usually make the hNG tend to the
unity and that is the reason why the algorithm behaves in a
SOM way for high values of γ.

This algorithm is tested and discussed in [8].

III. SUPERVISED SOM-NG ALGORITHM

Once the previously developed SOM-NG algorithm was
presented, a supervised learning rule will be added. The aim
is to approximate an unknown scalar field f(v), defined in a
multidimensional input space with the following expression:

f̃(v) = yi∗ + ai∗ · (v − wi∗) (10)

where yi∗ is a reference value in the position of wi∗ in
the input space and ai∗ is the gradient in the Voronoi region
defined by wi∗, which is the best matching unit for input vector
v.

The energy cost function for Supervised SOM-NG is:

ES =
∑
i,j

hSOM · hNG ·
(
f(vj)− f̂i(vj)

)2
(11)

where f̂i(vj) = yi − ai · (vj − wi) is the approximation for
data vector j using prototype vector i.

As it was done with wi, Newton’s method will be employed
to calculate the learning rules for the estimation parameters:

∆yi = −JE(yi) ·H−1E (yi) (12)

∆ai = −JE(ai) ·H−1E (ai) (13)

Both Jacobian and Hessian matrices are calculated with
respect of yi:

JE(yi) = −2 ·
∑
j

hSOM · hNG ·
(
f(vj)− f̂i(vj)

)
(14)

HE(yi) = 2 ·
∑
j

hSOM · hNG (15)

As the variation term for the Voronoi region ai ·(vj−wi) is
symmetrical around the region center wi, the whole term can
be despised and the increment becomes:

∆yi =

∑
j hSOM · hNG · (f(vj)− yi)∑

j hSOM · hNG
(16)

The following updating rule is obtained:

yi =

∑
j hSOM · hNG · f(vj)∑

j hSOM · hNG
(17)

The same process is carried out with ai:

JE(ai) = −2 · hSOM · hNG ·
−→
dji ·

(
f(vj)− f̂i(vj)

)
(18)

HE(ai) = −2 · hSOM · hNG ·
(−→
dji ·
−→
dji

)
(19)
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The increment for ai is:

∆ai =

∑
j hSOM · hNG ·

−→
dji ·

(
f(vj)− f̂i(vj)

)
hSOM · hNG ·

(−→
dji ·
−→
dji

) (20)

Since expression (20) cannot be simplified, an increment
rule is obtained instead of an absolute updating rule.

IV. PROCEDURE OF THE ALGORITHM

The prototype vectors and the estimation parameters are
randomly initialized with small random values within the
interval (0, 0.1).

begin initialize randomly prototype vectors wi and
estimation parameters yi and ai
determine the ranks of the map units s(ri∗, ri)
calculate the neighborhood radius σ(t) for every epoch
according to (3)
do for each epoch

determine the ranks of the prototypes k(vj , wi)
calculate both kernels using (1) and (2)
update the prototypes wi using (9)
update the estimation values yi by means of (17)

until the maximum number of epochs
determine the ranks of the prototypes k(vj , wi)
do for each epoch

calculate both kernels using (1) and (2)
modify the estimation vectors ai as in (20)

until the maximum number of epochs
end

During the first loop, prototype vectors wi and estimation
values yi are distributed along the input space to make the best
possible fit to the data. In the second loop, gradient vectors
ai are estimated keeping constant the previously calculated
parameters wi and yi.

The first loop includes an inner loop that calculates the
distance from every prototype to each data vector and sorts
them into the distance ranking k(vj , wi), and after it the
distance ranking is calculated again. This result is constant as
the prototype vectors wi are not modified in the second loop.
In the second loop the gradient vectors ai are approximated
using the corresponding neighborhood radius for each epoch,
starting with σt0 again.

The computational cost of the algorithm itself is approxi-
mately linear with the number of data vectors and the map
size, but it also has to be taken in care the complexity of the
operations, specially the matrix multiplication.

V. EXPERIMENTAL TESTING

The quality of the proposed algorithm was compared with
the well known SOM and NG [10] algorithms in their batch
versions. The comparison was done using different values of
the topology preservation constant γ, each one of them with a
representative range of square output maps. Experiments were

repeated 20 times with a previously generated set of values as
initialization to ensure that all the differences are produced by
the algorithms and not by external causes.

The first measure is the quantization error qe defined as the
mean distance from a data vector to its best matching unit
according to

qe =

∑N
j=1 ‖vj − wj∗‖

N
(21)

where N is the number of data vectors.
Topographic preservation is measured using the topographic

error proposed in [11]. The topographic error is defined as
the proportion of data whose two best matching units are not
adjacent in the output map, mathematically defined as:

te =
1

N

N∑
j=1

u(vj) (22)

where u(v) is equal to 1 when the best and second best
matching units are non-adjacent. Otherwise it is equal to zero.
In this work 2-neighborhood measure is used, for rectangular
maps it means each unit considers neighbors all the adjacent
units, including the diagonal ones.

Finally, and most important, the estimation ability is mea-
sured by its root mean square error according to (23).

RMSE =

√√√√ 1

N

N∑
j=1

(
f(vj)− f̂(vj)

)2
(23)

All the non-numerical attributes and the missing values were
removed before training. Data was normalized to zero mean
and unitary standard deviation for every variable. For each
data set a training data collection was created and the full
collection was used to calculate the quality measures qe, te
and RMSE.

Estimation error for SOM was calculated using a normal
training including all input and output variables together. The
final value for the output variable is considered to be the
estimation for any input vector in the Voronoi region.

For comparison purposes, new values will be calculated for
errors. Quantization and estimation errors will be normalized
with the expressions:

q′e =
qe|SOM−NG

qe|NG

(24)

RMSE′ =
RMSE|SOM−NG

RMSE|NG

(25)

where q′e and RMSE′ are the relative quantization error
and the relative root mean square error respectively and
error|algorithm specifies which error is calculated and the
algorithm that produces it. A value of 1 for any of them
represents that the error is the same for the hybrid algorithm,
i.e., the tested one, and NG, i.e., the reference algorithm.

Topographic comparative error is calculated using:

t′e = te|SOM−NG − te|SOM (26)
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where t′e is the comparative topographic error, that repre-
sents how worse the topographic preservation is in the hybrid
algorithm compared to SOM results. Values of t′e are withing
the range [−1, 1], where t′e > 0 means the hybrid algorithm
is not as ordered as SOM and t′e < 0 means the opposite.

A. Concrete Passive Strength data set

This data set contains lab measurements of compressive
strength for different concrete types used in [12] and it was
obtained from UCI Machine Learning Repository [13]. This
data set is used to measure the quality of the trained maps
in non-projected data. In this experiment the dimensionality
reduction and the map projection is not taken in care, but the
influence of parameter γ over the quality measures is studied.
Training data was created using a representative fraction of
data vectors uniformly distributed along the whole data set.

Both qe and te are represented in Figure 1 for three different
map sizes. Values of γ lower than the unity have similar beha-
viour, with low quantization error and very high topographic
error. On the opposite side, high values of γ have higher
quantization errors and lower topographic ones. Intermediate
values, like γ = 10, offer good equilibrium between both
errors, being close as good in quantization as low values and
also close to high values in topographic preservation.

The most interesting value is γ = 10 so it is going to be
expanded to different map sizes. Results are shown in Figure
2.

This data set has a high dependence on initialization values
because data points are one single cluster in the input space.
This means that all the algorithms have a high deviation from
their average value for such a big number of experiments. In
Figure 2, both quantization and topographic errors have an
acceptable balance as it was expected from that value of γ.
It also can be seen that in average terms the estimation has a
similar accuracy in comparison to the NG approach. Standard
deviations were slightly lower in the proposed algorithm than
in SOM for most of the calculated map sizes with γ = 10, so
it can be considered robust enough.

In Figure 3, the estimation error is shown for three examples
of map size and several values of γ. Low values of γ offer
less accurate estimations and intermediate values reach good
estimation capabilities while keeping a good trade-off with the
other two quality measures.

B. Trigonometric function

To study the estimation capability of the proposed algorithm
in topologically ordered data, a trigonometric function is
going to be estimated with SOM, NG and hybrid SOM-NG
algorithms. The selected function is:

z = f(x, y) = sin (x+ y) · cos (x · y) (27)

The training data set was created in (x, y) ∈ [−4, 4] ×
[−4, 4] ⊂ R2 using a coarse mesh in the center of the region
and a fine one close to the limits. The function is represented
in Figure 4, just for illustrative purposes. The test data was
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Figure 4. Trigonometric function to be estimated

uniformly arranged within the whole function domain, using
a mesh with a step of 0.01 in both x and y.

Quantization error for this data set is different, as data is
a discretized plane and SOM algorithms have better perfor-
mance. If qe is calculated for the training data NG still has the
lowest quantization error, but for the test data set more ordered
algorithms have better values, so SOM and high values of γ
in the hybrid algorithm offer better quantization than NG.

Even in this circumstance, the hybrid algorithm has a good
result, between the NG and SOM algorithms, as it can be seen
in Figure 6. This special situation is good for the purpose
of checking the algorithm, as it tends to get a good results
because of the mixture of behaviours between SOM and NG.

In this data set, topographic preservation is similar to SOM,
having values close to 0 in most of cases and bunch of outliers
due to some different initializations that cause zonal disorders
in one of the algorithms.

Estimation quality is good as it can be seen in the estimation
error box-plot, looking for the quality of the best algorithm in
estimation as it did in quantization. Estimation absolute results
for three map sizes and different values of γ are shown in
Fig 7. Best estimations are obtained for γ = 0.2, at the cost
of having a very high topographic error, estimations obtained
with values of γ greater than 5 are slightly worse, but keeping
an acceptable topographic order.

VI. CONCLUSION

The hybrid SOM-NG algorithm has been tested with ad-
ditional data sets to the previous work [8] and the results
regarding data approximation and topographic preservation are
confirmed.

The algorithm was improved with supervised learning using
linear approximation for every Voronoi region. The value of
γ has great influence over the final training.

Small values of γ, i.e., lower than 1, have a tendency
towards NG behaviour, topographic preservation is very low
and quantization is close to reach optimal results. The main
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Figure 1. qe and te versus γ for three different map sizes using Concrete data set
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Figure 2. Concrete Passive Strength relative errors versus map size for γ = 10
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Figure 3. RMSE versus γ for three different map sizes for Concrete data set

drawback of using this learning condition is the lack of
robustness. Low values of γ reduce the cooperation between
neurons, as if the neighborhood radius had a smaller value,
and initialization has a greater influence on the final results.
If topographic preservation is not necessary, NG is a simpler
and better choice.

The result is similar to a SOM training for high values of
γ, having very small differences for any value over 80. Topo-
graphic preservation is very good, with some differences with
SOM because of the ranking based kernel. The estimation done
using the network as function approximator is satisfactory in
comparison with the NG approach.

During the experiments the neighborhood function based
on the modified ranking s(ri∗, ri) has different influence over
the rest of the units than the usual squared distance. It is

important to realize that the neighborhood radius for the
squared euclidean distance measures how far does the bmu
affect other units in the cooperative phase, while in the ranking
it means how many units does it affect.

The most interesting feature of this algorithm is the use
of intermediate γ values where a good trade-off solution is
obtained. Relative measures, like the ones presented in Section
V, demonstrate that close to optimum results can be achieved
with a single algorithm.
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Abstract— Cloud computing presupposes on-demand network 

access to pool of computing resources. However, network 

access through the WAN is usually not compliant with any 

kind of service guarantees, including reliability, security and 

performance. In this work, two types of network services able 

to fulfill cloud requirements are presented. In addition, an 

extension of the Virtual Private Cloud concept is proposed by 

integrating these network services. Managing cloud and 

network resources in an integrated way is a need and an 

obvious challenge, thus resource management in such 

environment is a major focus. We identify the main inherent 

challenges in resource management and how they can be 

overcome. Further, an experimental platform is presented, 

along with a preliminary analysis of results. 

Keywords-cloud computing; cloud networking; virtual 

private cloud; network-as-a-service; connectivity-as-a-service.  

I.  INTRODUCTION 

Today, the proliferation of broadband access gives users 
the possibility to use services available directly through the 
Internet, which represents a change of the paradigm for using 
applications and communicating, thus popularizing the so-
called Cloud Computing (CC). 

CC brings with it requirements at two different levels: at 
the cloud level, i.e. data centers; and at the network level, 
where required levels of performance, reliability and security 
must be guaranteed.  

So far, the cloud and the network have been seen as two 
separate entities in this picture, with the network playing a 
relatively minor role, mostly as provider of connectivity 
between the cloud resources and the user premises. We argue 
that, to provide assured levels of performance to cloud 
services, cloud and network resources need to be 
provisioned, managed, controlled and monitored in an 
integrated way.  

There are several reasons for the integration of network 
and cloud. First, the establishment of Service Level 
Agreements (SLA) is essential to encourage customers, 
particularly enterprises, to adopt cloud services. Today, the 
lack of reliability and performance guarantees is one of the 
main obstacles against the widespread use of cloud services. 
It is clear that these SLAs can only be implemented through 
network integration. Just like the Wide Area Network 
(WAN) component of enterprise networks is usually based 
on reliable managed network services such as Virtual Private 
Networks (VPNs), rather than the public Internet, there is no 

reason to believe that future enterprise cloud services will 
require a lesser degree of reliability and performance 
guarantees from the network. 

Secondly, it is essential that cloud properties such as 
elasticity and self-provisioning be also extended to network 
resources. Quite often, expanding or reducing cloud resource 
capacity, or provisioning new cloud resources, requires a 
corresponding reconfiguration of network resources, e.g. 
bandwidth admitted into the network. Today, by contrast, 
reconfiguration of network services is supposed to be 
relatively infrequent and usually involves a significant 
amount of manual effort. 

Thirdly, the dynamism of the cloud will often require live 
migration of resources (e.g. from a local enterprise data 
center to the cloud, or between two different sites of the 
cloud service provider) without interrupting the operating 
system and any noticeable impact on the running application. 
This requires IP addressing to remain unchanged after 
migration and all relevant QoS, security and traffic policies 
applied on network equipment (e.g. routers, switches, 
firewalls) to be adapted appropriately in real time.  

For the reasons stated above, it is clear that next 
generation of cloud services must handle network and cloud 
resources in an integrated way. This paper presents the 
concept of Cloud Networking (CN) to achieve this 
integration in the context of virtual private environments, 
and its resource management aspects to develop an 
integrated view and allocation of both network and cloud 
resources.  

 This paper is organized as follows. Section II 
summarizes relevant work in the area and how this work 
intends to progress, and section III presents how the concept 
of CN can be applied in the context of virtual private 
environments. Further, section IV provides an overview of 
the resource management challenges that arise in a CN 
environment. The experimental platform that embraces this 
approach is described in section V. Section VI describes how 
a Virtual Private Cloud (VPC) request is instantiated and 
also presents the prototyping results achieved so far to 
demonstrate the concept of CN. Finally, section VII provides 
general conclusions and indicates directions for future work.  

II. RELATED WORK 

Based on recent trends and evolvements, it is clear that 
the network will play a key role in the provisioning of cloud 
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computing services, by giving the necessary guarantees to 
access the cloud. The importance of this role will be 
increasingly evident. In this area, some research works have 
been presented in the literature, such as [2] where the critical 
impact of network performance on the applications is shown 
and an extension of [3] is presented based on a platform for 
provisioning of virtual infrastructures, to extend the 
traditional cloud paradigm to network provisioning. [4] 
presents a software-based network resource management 
system for VPCs, able to handle heterogeneous network 
equipment and proposes a virtual network point for 
multipoint network provisioning. 

The European Commission, through the Seventh 
Framework Programme (FP7), has also been supporting 
research in this area, FP7 Projects SAIL (Scalable & 
Adaptive Internet soLutions) [5] and GEYSERS 
(Generalised Architecture for Dynamic Infrastructure 
Services) [6] are two relevant examples.  

From the industry side, both standardization bodies and 
enterprise efforts have highlighted the need for cloud and 
network resources to be handled together. Verizon has been 
working on the extension of VPNs for Private Clouds and an 
Internet Engineering Task Force (IETF) Internet-Draft has 
been released on this matter [7]. Meanwhile, IBM already 
offers enterprises a cloud data backup supported by 
Verizon‟s VPN services. 

Although there are works on management addressing 
VPCs and others addressing virtual networks, there are few 
addressing the management of both in an integrated way. 
This paper addresses this subject and proposes an extension 
of the VPC concept to also provide WAN guarantees. A 
platform able to provide this VPC model is also presented in 
the paper. 

III. CLOUD NETWORKING FOR VIRTUAL PRIVATE 

CLOUDS 

Virtualization has been the key enabler of agility in data 
centers, which in turn led to the emergence of CC. The 
fundamental breakthrough offered by virtualization is the 
separation of operating systems (OSs) and applications from 
the underlying physical infrastructure.  

Applying the same concept to networks has been often 
advocated – by decoupling networks from infrastructure 
through virtualization, it should be possible to establish and 
reconfigure (virtual) networks with great flexibility, nearly 
on-demand. Network virtualization has been explored by 
different research initiatives in multiple contexts and 
application scenarios. The idea of on-demand provisioning 
of network services has been demonstrated in practice [9].  

Providing the network infrastructure with the ability to 
match the dynamism of the cloud would be required to 
overcome the problems and limitations identified in the 
previous section. From this point of view, network 
virtualization would be the perfect companion for 
virtualization in the data center, in order to build seamless 
end-to-end elastic and agile offer of cloud services. 

A virtual network (VN) is supposed to fully replicate the 
behavior of a physical network, from all points of view. 
While this replication may be useful in some cases (e.g. 

when the customer is itself a service provider), in most cases 
the effort of managing a VN is a burden that customers 
would prefer to avoid. 

Thus, just like the CC service model defines three basic 
services - Infrastructure as a Service (IaaS), Platform as a 
Service (PaaS) and Software as a Service (SaaS) - we 
propose a similar approach for networks. From this 
perspective, we define two types of network services (Figure 
1): Network as a Service (NaaS) and Connectivity as a 
Service (CaaS). NaaS allows the user to request a network by 
specifying precisely the network topology, link bandwidths, 
routers‟ computing capacities, routing protocols, as well as 
possibly other features (e.g. physical location, security 
properties). As for CaaS, the user is provided with the ability 
to define, just like in VPNs, a set of customer edge 
equipments (CEs) (e.g. enterprise sites and possibility the 
cloud CE, however this latter does not necessarily needs to 
be defined) and certain characteristics such as bandwidth at 
ingress/egress points and routing protocols between the CE 
and the provider edge equipment (PE). Everything that runs 
inside the service provider network domain is not visible to 
the customer. 

 
Figure 1. Network layering model. 

Both network service options can be materialized in 
multiple ways. A fully virtualized network is the “natural” 
way to materialize NaaS, whereas managed VPNs (e.g.  
BGP/MPLS VPNs) are a typical example of CaaS. 

In this paper, we propose a solution that is able to 
embrace both types of network service. 

At this point it is useful to define the concept of VPC. In 
[8] a VPC is defined as “a combination of cloud computing 
resources with a VPN infrastructure to give users the 
abstraction of a private set of cloud resources that are 
transparently and securely connected to their own 
infrastructure”. In the context of this paper, we propose to 
generalize this concept, in order to embrace any kind of 
private network service, either materialized as a VPN, or as 
more advanced service types, including those based on fully 
virtualized networks. Moreover, a network service should 
allow the handling of network resources (e.g. bandwidth, 
add/remove a costumer site) with a certain level of freedom 
in order for it to keep up with the cloud. 

In order to address the coupling of both cloud and 
network services, the concept of CN was put forward. 
Similarly to CC, CN has no standard definition, but we can 
say that it goes beyond classical networks, encompassing on-
demand provisioning i.e. scalability, guaranteed 
performance, self-healing and extensible management. So 
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far, no real attempt to merge networking and cloud resources 
in a common framework has actually taken place. 

We pursue the concept of CN by envisioning a unified 
management framework for computing and communication, 
where the network operator can provide simultaneously the 
network and cloud resources (IaaS), in an integrated 
approach, optimizing overall resource allocations by 
considering network and computing resources as a unified 
whole. In this work, network services are materialized in 
VNs, however we do not exclude the possibility of other 
network approaches (e.g. VPN, OpenFlow). 

In the following section we identify what we consider to 
be the most important challenges to CN that resources 
management raises. 

IV. RESOURCE MANAGEMENT IN CLOUD NETWORKING 

Bringing together network and CC resources so that users 
can access services in the cloud with guaranteed performance 
and reliability raises several challenges. The discovery, 
allocation, adaptation and re-optimization of resources, 
addressing simultaneously both network and cloud resources, 
are the main inherent challenges of resource management in 
CN. The management of these resources lays upon concepts 
of virtual resource mapping in the physical infrastructure 
with self-organized reconfiguration of resources, devices and 
associated network, according to the services and user 
requirements, policies (with respect to e.g. location) and 
changes in the infrastructure.  

 
Figure 2. Cloud Networking Management diagram. 

In Figure 2 we present a management block diagram 
composed by three main blocks: the Resource Management 
block (RM); the Fault Management block (FM); and an 
underlying block entitled Integrated view of resources 
(IVR). This work is focused on the RM and IVR. The former 
is composed by three sub-blocks: the Resource Discovery 
block (RD); Resource Allocation block (RA); and the 
Resource Adaptation & Optimization block (RAO). These 
sub-blocks will be detailed ahead. As for the latter, the IVR, 
it has the purpose of providing the upper blocks with the 
domain agnostic ability to view and interact with resources, 
whether they are cloud or network resources. Regarding the 
FM, it is illustrated in the picture to facilitate the 
interpretation of the management system, mainly regarding 
its interaction with the RAO sub-block. 

A. Resource Discovery (and Monitoring) 

A fundamental requirement in virtualized environments 
is the integrated view of the existing physical and virtual 
topologies, the resources‟ characteristics, as well as the status 
of all network elements and links. This knowledge can be 
provided either by a centralized or by a distributed approach 
[10]. 

Today the cloud, i.e. data centers, and the operator‟s 
network are two distinct domains which CN aims at 
integrating. However, there are boundaries that cannot be 
crossed as these domains will not be willing to share full 
information about their domain. In this approach, we assume 
to have access to network information such as topology and 
physical resources, as well as the ability to retrieve 
information on the virtual resources that the physical 
resources may host. On the data center side, we do not 
expect to have such detailed information, we rather expect to 
see a data center as a single node in the network with 
unlimited capacity and a set of associated information 
elements (similar to today‟s cloud services, e.g., instance 
types, available OSs, pricing, plus location).  

B. Resource Allocation 

Virtual resources should be provisioned and placed in an 
optimal location according to the available resources at the 
time of the request, based on a number of possible criteria 
from both cloud and network, e.g.: type of VMs and possible 
restriction on location of these VMs; latency, bandwidth 
topology, geographical places where users will access the 
service, and other possible restrictions. 

In order to map resources, a combined mechanism, able 
to perform balanced decisions taking into account the 
abovementioned requirements of both network and cloud 
resources, is needed. This mechanism must be able to 
determine a possible solution, i.e., physical hosts able to 
allocate the cloud resources which, at the same time, can 
have an associated network service able to fulfill the 
requirements in the access to the cloud. 

C. Resource Adaptation and Optimization 

With the dynamism of the cloud, reconfigurations and re-
optimizations become common operations, whether to cater 
for possible side effects of new virtual resources being 
instantiated and existing virtual resources being resized, 
released or migrated, business policies, or triggered by 
unexpected events (e.g. node or link failure). These 
unexpected events are triggered by the FM which is 
responsible for monitoring the resources, detecting faults and 
collecting performance metrics. 

Depending on the specific environment, actions can be 
taken at different levels: in the cloud, in the network, or in 
both. Thus, mechanisms are required for extending or 
moving cloud resources to other data centers, creating new 
network paths and reconfiguring existing ones (need for 
more bandwidth, less latency, failure, load balancing 
network resources). Those algorithms must decide on (1) 
when to reconfigure and (2) how to reconfigure. These 
decisions must be done based on information provided by the 
FM, or by an explicit request from the user. 

Resource Management Fault management

Integrated view of resources

Resource 

Discovery
Resource

Allocation

Resource

Adaptation & 

Optimization

Request

Cloud resources Network resources
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Towards this aim, the Network Virtualization System 
Suite (NVSS) presented in [9] was extended with the control 
and management of the Suite enabling now cloud (IaaS) and 
network services (NaaS and CaaS) to be provisioned 
together to meet the user‟s requirements, apart from its 
original feature, the deployment of VNs. The implementation 
work presented in this paper specifically targets the 
challenge of resource discovery (and monitoring) of cloud 
resources and resource allocation of both cloud and network. 
The next section gives an overview on the evolved NVSS. 

V. NETWORK-AWARE CLOUD SYSTEM SUITE 

The Network-aware Cloud System Suite (NCSS) is a 
platform that provides integrated deployment and 
management of cloud and network resources in a single tool. 
This platform is an evolution of NVSS [7], an experimental 
platform that provides VN design, embedding, creation, 
discovery, monitoring, and management. NCSS extends 
NVSS in two fundamental ways: it handles cloud resources 
(rather than just network resources) and CaaS (rather than 
just NaaS).  

 

Figure 3. NCSS Architecture 

NCSS is composed of 3 software modules: the Agent 
module, the Manager module and the Control Centre 
module. Their hierarchical decomposition can be analyzed 
on Figure 3. The Agent module is designed to run on 
network nodes („Net Agent‟), as well as on those acting as 
computing nodes („IT Agent‟), in order to act upon them and 
periodically gather data from them. The two types of Agents, 
besides interacting with each other, receive and send requests 
to the Manager, which is a centralized entity in charge of 
aggregating all Agents‟ knowledge and sending them 
commands. Additionally, the Manager also communicates 
with the Control Centre, which is the user‟s front-end, and 
provides him with graphical and simple to use VN creation, 
management, and monitoring functionalities.   

A. Functionalities 

The NCSS platform provides a set of main functionalities: 

distributed network and cloud resource discovery, network 

and cloud mapping and creation, network and computing 

monitoring, and network and cloud resource management. 

These functionalities are described below. 

1) Distributed Network and Cloud Discovery. 
Network and cloud resource discovery is not only an 

administrator‟s utility that provides a fast and easy way of 
viewing how the cloud resources and the network resources 
are been used and where they are been consumed, but it is 

also fundamental when embedding new cloud and network 
resources, since the embedding process requires an accurate 
and up-to-date view of the substrate and currently running 
cloud and network resources. 

 

Figure 4. Control Centre– VPC Requirement Example 

2) Network and Cloud Mapping and Creation 
The Control Centre module provides the user with means 

to create and embed new cloud and network resources in 
runtime. By selecting and placing either cloud or network 
resources, i.e. servers or routers, on the platform GUI and by 
connecting them with links, as depicted in Figure 4. The user 
can specify both cloud and network resource capabilities, 
CPU, RAM amount, location, number of interfaces and also 
perform network addressing configurations. 

The final step in creating a new set of cloud and network 
elements is to commit it to the Manager, which will then 
map it in the physical infrastructure. 

The embedding problem of cloud and network elements 
is a complex one, which requires a trade-off between 
computation time and embedding optimization. In order to 
lower the computational requirements, a heuristic mapping 
algorithm was developed, which aims to embed both types of 
elements taking into consideration both the load of physical 
links and load of network and computing nodes. 

3) Cloud and Network Monitoring 
Dynamic resource monitoring is fundamental to provide 

an accurate view of the state of both types of resources and 
to quickly react to failures or configuration problems. The 
implemented monitoring functions periodically update the 
information on resources; therefore it is possible to quickly 
identify diverse situations, such as failures and high resource 
usage. 

4) Cloud and Network Management.  
The management feature provides functionalities like the 

change of the resource state (i.e., reboot, shutdown, suspend 
or power up), the change of the assigned RAM memory in 
runtime and the deletion of either a single resource or a 
complete set of resources, which greatly simplifies the 
administrator work. 

The following section describes the process of 
establishing a VPC using the NCSS. 

122Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-172-4

ADVCOMP 2011 : The Fifth International Conference on Advanced Engineering Computing and Applications in Sciences

                         130 / 132



VI. VIRTUAL PRIVATE CLOUD ESTABLISHMENT & 

EVALUATION 

The establishment of a VPC using the NCSS can be 
supported by a NaaS or CaaS. The process of establishing a 
VPC, from the moment a user requests a VPC until the 
moment it is ready to be enforced in the physical 
infrastructure, will be detailed in this section. Two VPC 
requests will be considered, one for NaaS and another for 
CaaS. In addition, results on the request‟s processing time 
are presented. Note that these results do not intend to 
perform any comparison between a VPC with NaaS and 
CaaS since they are two different services.  

The process of establishing a VPC supported by a NaaS 
service is divided in 6 main phases, as Figure 5 shows: 
request formulation; request conversion; resource discovery; 
node mapping; link mapping; node and link embedding. 
Phase 1 encompasses the formulation of a request, in which 
the user defines all resources: virtual servers (CPU, RAM 
and HDD); network topology and the characteristics of all 
nodes and links. The request is then sent to the Manager 
which first performs the conversion of the request from 
XML to a structured topology (phase 2). Moreover it is 
performed the resource discovery (phase 3), and the nodes 
and links are mapped (phase 4 and 5) using a mapping 
algorithm which considers both the occupation of physical 
nodes and links. Finally, the VPC is enforced (phase 6). 

Based on the tools already available in the NCSS, which 
already supported NaaS, we developed the necessary 
mechanisms to support CaaS. The request of a CaaS service 
was done taking into consideration some aspects of the 
widespread VPN concept as example - PE, CE, fully mesh 
topology. 

 
Figure 5. Virtual Private Cloud mapping process with NaaS. 

The user is able to define CEs as if he was requesting a 

VPN, specify ingress and egress bandwidth requirements for 

each network endpoint (hose model), rather than specifying 

the requirements between all pairs of endpoints, as in NaaS. 

The user can drag and drop graphical depictions of routers 

and servers, which represent the sites and cloud resources of 

the network, and then connect them to a central graphical 

element representing an abstraction of the network (Figure 

4). These connections contain information about the 

bandwidth from each element to and from the network. In 

the end the user just has to press the commit button and the 

CaaS information is processed and the request enforced.  In 

the end, the user gets a VN which connects the customer 

sites and cloud resources, according to the user‟s 

configuration parameters. 

A VPC supported by CaaS releases the user from the 

NaaS complexity, but adds an intermediate process step. 

Nevertheless this does not imply an increase of time from 

the request to the enforcement moment.

 
Figure 6. Virtual Private Cloud mapping process with CaaS. 

As depicted in Figure 6, the process has 7 phases: request 

formulation; request conversion (includes the creation of 

the virtual topology which is not entirely defined); 

resource discovery; node mapping; virtual topology 

reconfiguration; link mapping; node and link embedding. 

First, the user configures the CaaS requirements on the 

GUI (phase 1). Once the Manager has received the 

request, it converts it to a topology structure, where a 

virtual PE router is connected to each site and cloud 

resource, with the PE routers connected in full mesh 

(phase 2). The bandwidth of the links is set to the 

minimum necessary to fulfill the worst case hose-model 

requirements. Then resources are discovered (phase3), 

and virtual PE routers and cloud resources are mapped to 

physical PEs and datacenters according to the temporary 

topology (phase 4). Note that the set of candidate PE 

routers for a CE encompasses those located near that CE, 

which eases the mapping process. Phase 5 comprises the 
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virtual topology reconfiguration, so that virtual PEs 

mapped to the same physical PEs are joined together in 

one virtual PE. The resulting links are mapped onto the 

physical substrate in phase 6. In the end, all elements are 

enforced, phase 7. 

To finalize, Figure 7 presents the time that the 

Manager takes to process a VPC request. The presented 

values are an average of 5 requests. 

 

(a) Computing times for mapping 

NaaS&Cloud 

(b) Computing times for mapping 

CaaS&Cloud 

Figure 7. Virtual Private Cloud mapping process with NaaS. 

Figure 7 (a) shows the results for NaaS. The time to 

convert from the XML message to a structure increases 

with the number of nodes (0-1ms), but is still a small 

value when compared to the time to map the nodes (4.5-

11.5ms). 

As for the mapping with CaaS, Figure 7 (b), we can see 

an extra time stage, topology reconfiguration, which is not 

visible because it is at a 0ms value in both cases, and thus 

is below the red line. The conversion process takes a little 

longer with CaaS, 3-14ms, since there is the need to 

create the full topology. Node mapping values for CaaS 

are higher, 9-13ms. This might be explained by the fact 

that the node mapping process in CaaS is made using the 

temporary topology, which includes 1 PE router per site 

or server + 1 server element per virtual server. Times for 

topology reconfiguration in the CaaS are very small, 

which might be explained by the simple nature of this 

action, which mainly consist in removing some virtual 

nodes and links. Link mapping on both cases is always 

close to 0 (not perceptible since the out time unit while 

measuring was ms). This might be due to the small 

number of nodes in both VNs and substrate. 

VII. CONCLUSION AND FUTURE WORK 

A major limitation of CC is the lack of coordination 

between CC resource control and network resource 

control. To overcome this limitation, elasticity and agility 

of the cloud must be extended to the network 

infrastructure. In this sense we have associated the 

concept of VPC with network virtualization, allowing 

cloud and network resources to be handled as a single set 

in a dynamic and flexible way.  

Two network service models are proposed, CaaS and 

NaaS. The former roughly corresponds to the traditional 

managed network-based VPN paradigm. The latter 

provides a service which is functionally identical to a 

network. Both models should have a role to play in future 

networks. Moreover, we present a platform able to handle 

NaaS and CaaS services along with cloud resources. 

One of the tasks that is still open for future work is the 

integration of BGP/MPLS VPNs in the platform as a 

CaaS, since VPNs are today in the market and represent 

the strongest short-time deployment possibility. The 

integration with the cloud using standardized application 

programming interfaces (e.g. Open Grid Forum Open 

Cloud Computing Interface) is also in the evolution 

roadmap. 
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