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The Eighteenth International Conference on Advances in Computer-Human Interactions (ACHI 2025),

held between May 18th, 2025, and May 22nd, 2025, in Nice, France, was a result of a paradigm shift in the

most recent achievements and future trends in human interactions with increasingly complex systems.
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engineering.
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Abstract— Psychological dynamics in boxing remain largely 

unaddressed during real-time performance evaluation, despite 

their significant impact on decision-making and reaction time. 

Traditional analysis tools focus predominantly on physical 

performance, overlooking the internal cognitive states of 

athletes. This gap limits coaches’ and psychologists’ ability to 

intervene strategically during or after a match. The Boxing 

Psychological State Tracking System is a novel framework 

designed to analyze a boxer’s psychological state throughout a 

fight by correlating physical performance indicators with 

inferred cognitive conditions. By leveraging action recognition 

and explainable Artificial Intelligence (AI), the system evaluates 

events such as knockdowns, strike patterns, and defensive 

behavior to infer mental states like fatigue, disengagement, and 

stress. Previous approaches to action recognition in sports have 

either ignored psychological interpretation or lacked 

transparency in decision-making, which this work addresses. 

Our solution involves a lightweight, vision-based system 

combining You Only Look Once, version 8 - nano variant 

(YOLOv8n) and SHapley Additive exPlanations (SHAP) to map 

strike behavior to inferred cognitive states. The system 

integrates these insights with a visual analytics interface, 

enabling coaches, sports psychologists, and athletes to 

understand and improve performance through a deeper 

awareness of psychological dynamics. Evaluation of the system 

demonstrates its potential to reveal meaningful psychological 

patterns using just two high-frequency strikes, providing a 

practical and explainable method for mental state assessment in 

combat sports. 

Keywords— Sports psychology; Action recognition; Boxing 

behavior; Convolution neural network. 

I. INTRODUCTION 

      In competitive boxing, performance depends not only on 

physical ability but also on psychological resilience. Mental 

states like fatigue, disengagement, and stress can 

significantly affect a boxer’s decision-making and reaction 

times, yet tracking these psychological states during a fight 

remains a difficult challenge. Current tools focus mainly on 

physical metrics, leaving a gap in real-time psychological 

analysis. This paper introduces the Boxing Psychological 

State Tracking System, a vision-based tool that infers a 

boxer’s cognitive state by analyzing performance indicators 

such as strike patterns, knockdowns, and movement changes. 

      The primary difficulty in this domain lies in the absence 

of real-time tools that can interpret mental states from visible 

behavioral cues, complicating the ability to intervene during 

a match. By using computer vision models like YOLOv8 and 

Region-based Convolutional Neural Network (R-CNN) for 

action detection, and SHAP for interpretability, the system 

highlights behavioral cues linked to psychological states. Our 

research is driven by the challenge of mapping psychological 

states directly to physical indicators observed in real-time 

boxing matches. Our work investigates three main research 

questions: Can psychological conditions be inferred from 

observable fight behavior? Which physical cues best indicate 

mental fatigue or lapses? And how can these insights be 

effectively visualized to assist athletes and coaches? The 

system features a user-friendly interface that displays real-

time plots, SHAP overlays, and psychological state 

indicators, making mental patterns easy to understand and act 

upon. The explicit purpose of this article is to present a 

framework that bridges the gap between action recognition 

and cognitive state inference, providing a novel approach to 

analyzing performance in combat sports. By bridging action 

recognition with cognitive modeling, our work contributes a 

novel and explainable approach to performance analysis in 

combat sports. One limitation of this approach is that it 

currently focuses on a limited set of strike types, and further 

work is needed to account for a broader range of actions and 

defensive maneuvers. 

      The paper is organized as follows: Section II reviews 

related work in the field of action recognition and 

psychological state tracking. Section III outlines the 

methodology behind the Boxing Psychological State 

Tracking System, including the dataset used and the models 

employed. Section V presents the results, followed by a 

discussion of the findings in Section VI. Section VII 

concludes the paper and Section VIII suggests directions for 

future work. 

II. RELATED WORK 

      This section reviews prior research in the field. While no 

existing systems have specifically focused on tracking 

psychological states during boxing matches, our approach 

leverages advancements in action recognition. Models like 

YOLO, R-CNN, and other convolutional neural networks 

have been successfully used to detect and classify actions in 

video data. We build on these techniques, adapting them to 

analyze boxing-specific movements and perform 

psychological analysis in real time. 

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-268-5
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A. Boxing Behaviour Recognition based on Artificial 

Intelligence CNN with sports psychology assistant  

The main intent of the research was to develop a 
mechanism to recognize boxing form with the help of AI-
Convolutional Neural Network (CNN) and also to examine 
how the state of mind of athletes affects the accuracy and the 
effectiveness of behavior recognition. The research deployed 
a mixture of tools like psychological assessment survey and 
AI technologies to have an insight into fighters' psychological 
profiling and for the construction of boxing action 
classification and recognition algorithms. They developed the 
model using Bidirectional Encoder Representations from 
Transformers (BERT) fusion 3D-Residual Networks (ResNet) 
architecture, which provided the emotion conveying info 
along with action features. The model suggested in this 
research was very effective compared to the traditional 
models, the loss value, along with the accuracy and F1 values 
were improved, where the accuracy reached 96.86% [1]. 

B. Deep Learning for Micro-Expression Recognition: A 

Survey 

      In this report, the mission is to conduct a complete survey 

of Deep Learning (DL) approaches toward Micro-expression 

Recognition (MER). The purpose of the article is to form a 

taxonomy for the field that illustrates all aspects of MER 

based on deep learning. It will be integrated with existing 

linguistic datasets and deep learning methodology, and also 

compare performances of the key DL methods. The paper 

makes a quick review of the related obstacles, e.g., 

difficulties in data gathering and annotation, data scarcity, 

and the dynamical MEs which are subtle, spontaneous and 

extremely fast. The bottom of the manuscript has a set of DL 

approaches which have been recommended to solve these 

issues and improve accuracy of MER. The paper proceeds 

further, indicating that deep learning has shown clearly the 

superb performances in MER too. The article notably 

mentions the still remaining issues against which of the MER 

mechanisms should be evaluated [2]. 

C. A Video Based Human Detection and Activity 

Recognition –A Deep Learning Approach 

      The goal is to achieve a match of the accuracy of existing 

systems used for Human Activity Recognition (HAR) 

systems that helped in the recognition of different human 

actions in different video clips. The proposed model is the 

CNN and it is a high-performance architecture, which is 

designed for pixels as inputs and aids in image recognition 

and other processing. The models are based on the CNN 

architecture and are trained on a set of human action’s videos. 

Then, their performance is assessed using the standard set of 

videos. The suggested model surpasses the current status-quo 

shown by the above state-of-the-art on the HAR data set. The 

model shows a good performance and yields a high accuracy 

of 79.33% for the frame based and of 84.4% for the image-

based measurement [3]. 

D. Factors affecting concentration of attention in boxing 

athletes in combat situations 

      This research focuses specifically on the determining the 

parts that play a key role in getting boxers to possess the right 

amount of concentration during the boxing matches. This 

research will talk about the self-assessment of athletes and 

coaches on attention skill to understand features of lack of 

focus and the role external factors (such as loud noises or 

crowd reaction) in recognition among competitors. As the 

analytical approach, there is the practice of interviewing 

boxers and the acquisition of their self-understanding data on 

how they perceive their concentration indicators. Training 

session beginnings and competitive team play allow for 

optimization processes which includes human oversight. This 

test is used to examine situations, which are responsible for 

disturbing players' attentional processes. On the other hand, 

coaches' assessments on the concentration of the boxers is a 

rated external metric that is used to assess attention. Data is 

gathered and analysed by using statistical methods including 

descriptive statistics analysis and non-parametric variance 

study methods to interpret it. The study revealed the role of 

certain factors that might have a negative effect on serious 

arousal of boxers,  such as the perception of their opponent’s 

superiority and the criticism by their trainer during the critical 

situations. These results, on the other hand, mean the high 

significance of the Self and external triggers bringing athletes 

to be either attentive or not [4]. 

E. Relationship between selected psychological variables 

among trainees of combat sports 

      The task of this study was to look into how the selected 

psychological parameters could influence the behaviour of 

the Trainees in combat sports- Aggression, Sports 

competition anxiety, and Sports Achievement motivation. 

Sports sciences laboratory conducted study with 10 male 

athletes in each of the three sports (Boxing, Wrestling, and 

Judo). The test subjects were exposed to Buss Perry 

Aggression Questionnaire (BPAQ), Sports Competition 

Anxiety Test (SCAT) and Sports Achievement Motivation 

Test (SAMT) which measure aggression, sports competition 

anxiety, and motivation towards sports achievement 

accordingly [5]. It was analysed using the tools of Descriptive 

Statistics and the procedure of Pearson Product-moment 

correlation coefficient. The outcome indicates that Sports 

Competition Anxiety is related with Sports Achievement 

Motivation (r = -0.45; p 0.05). 

F. A Unified Approach to Interpreting Model Predictions 

      The SHAP framework of interpreting complex machine 

learning models addresses the critical challenge that several 

existing methods share in a unified theoretical foundation 

rooted in Shapley values from game theory. Model 

interpretability is critical in building trust, improving models, 

and understanding processes generally, especially in light of 

the increasing use of so-called "black-box" models such as 

ensembles and deep networks. SHAP defines a class of 

additive feature attribution methods that satisfy desirable 

properties such as local accuracy, missingness, and 

consistency that many prior approaches lack. By unifying six 

existing techniques, such as Local Interpretable Model-

agnostic Explanations (LIME) and Deep Learning Important 

FeaTures (DeepLIFT), SHAP reveals their commonalities 

and resolves their limitations. New algorithms, such as 

Kernel SHAP and Deep SHAP, are proposed to estimate 

feature importances efficiently, which makes it suitable for 

both model-agnostic and model-specific contexts. SHAP 

outperforms existing methods in providing more accurate, 

computationally efficient, and human-intuitive explanations, 

as shown through experiments on decision trees, deep 

2Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-268-5
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networks, and user studies. Despite the computational costs 

for large datasets, SHAP's progress represents a significant 

step toward transparent and trustworthy AI, with ongoing 

work focused on further enhancing its scalability and 

explanatory power [6]. 

III. METHOD 

In this section, we describe the architecture and 
components of the proposed system, which integrates action 
classification, model explainability, and a user-facing 
visualization interface. 

A. Action Classification Model Building 

     The first step involves selecting a model architecture 

capable of accurately analyzing fight sequences in images 

and video frames. Given the nature of the task—detecting and 

classifying rapid, overlapping movements—CNNs are a 

natural fit due to their strong performance in image-based 

tasks [3]. 

     We initially considered R-CNN and Faster R-CNN [3], 

known for their ability to focus on specific regions of interest 

within an image using region proposals. However, these 

models are computationally expensive and not optimized for 

real-time analysis. 

     Instead, we selected YOLOv8n [7] due to its speed and 

accuracy in multi-object detection. YOLO is a one-stage 

detector that performs object localization and classification in 

a single forward pass, making it suitable for real-time video 

analysis. It is particularly effective at identifying multiple 

actions in complex scenes—such as various strikes and 

movements in a boxing match. 

     The model was fine-tuned on our custom dataset with 

annotated classes representing boxing actions such as jab, 

hook, uppercut, knockdown, and defensive movements. We 

adjusted hyperparameters such as network depth, learning 

rate, and number of epochs to optimize performance for our 

task. 

B. Use of SHAP 

      To improve the transparency and trustworthiness of our 

model, we integrated SHAP [6] a game-theoretic approach to 

explain the output of machine learning models. 

      SHAP [6] assigns importance values (SHAP values) to 

different input features—in this case, regions of the image—

indicating how much each part contributed to the model’s 

final prediction. This allows researchers and behavioral 

analysts to understand not just what the model predicted, but 

why it made that decision. 

      The visual output from SHAP highlights the regions most 

influential in classifying specific actions, offering insight into 

both model performance and potential areas for 

improvement. 

C. Visualization Interface 

To make the results accessible and actionable, we 
developed a user-friendly visualization interface designed to 
support both analytical and interpretive tasks. The interface 
presents real-time plots of detected actions across a timeline 
[10], allowing users to track momentum shifts and behavioral 
patterns throughout a fight. It also includes overlay 
visualizations of SHAP explanations directly on the video 
frames, highlighting the specific regions that influenced the 
model’s decisions. Additionally, the interface displays 

inferred psychological state indicators, derived from a 
combination of recognized actions and contextual cues. The 
system is also capable of identifying targeted attentional 
breaks—such as pauses in activity, delayed reactions, or shifts 
in defensive posture—by analyzing temporal patterns in the 
action data. Specifically, these moments are detected through 
noticeable fluctuations in the ratio of strikes over time [4], 
where a sudden drop or irregularity may indicate a lapse in 
focus or engagement. Such patterns are then mapped to 
behavioral scales representing cognitive disengagement, 
mental fatigue, or stress. 

IV. BOXING DATASET 

A. Data Collection 

      To design a boxing dataset that captured all the essential 

features, around 20 videos were downloaded from YouTube, 

with a broad cross section of weight categories, video quality, 

and sources to assure generalizability from the model. The 

videos were split into a series of frames and then reviewed 

frame by frame to find critical moments in the fighting 

processes. Many features related to the fights were captured 

and analyzed. LabelImg was the annotation tool that was used 

to draw bounding boxes around the region of interest and the 

annotations were stored in Extensible Markup Language 

(XML) format for better parsing and accessibility. All boxing 

videos, images, and annotations saved in Google Drive were 

further accessed from Google Colab to develop the model. 

B. Dataset Preparation 

LabelImg is the annotation tool that was used to label the 
frames individually. Repetitive frames were discarded to 
avoid overfitting. Different aspects of the fight were captured 
to help the model understand the nature of the fight better.  

     The labels are shown in Table I. 

                            TABLE I.  DATASET LABELS 

ID Object/Action Label 

0-1 Boxers boxer1/boxer2 

2-3  Successful 
Straight Punch 

successfulstraightpunchboxer1/ 
successfulstraightpunchboxer2 

4-5  Unsuccessful 
Straight Punch 

unsuccessfulstraightpunchboxer1/ 
unsuccessfulstraightpunchboxer2 

6-7 Successful Hook successfulhookboxer1/ 
successfulhookboxer2 

8-9 Unsuccessful 
Hook 

unsuccessfulhookboxer1/ 
unsuccessfulhookboxer2 

10-11 Cuts boxer1cut/boxer2cut 

12-13 Knockdowns boxer1knockdown/ boxer2knockdown 

 

     These labels capture all the crucial aspects of the fight. The 
images were then flipped to increase the strength of the dataset 
and its ability to classify the frames. After this the images went 
through the standard process of resizing for uniformity and 
then normalizing. Normalizing would normalize the RGB 
values to a value between 0 and 1. This concludes the dataset 
preparation. 
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(a)  successful straight punch                           (b)  boxer knockdown 

Fig. 1. Examples of different boxing actions. 

     As shown in Figure 1, key boxing actions such as 

successful straight punches and knockdowns are illustrated, 

which form the basis of our dataset labeling process. 

V. RESULTS 

      In this section, we evaluate the performance of the model 

in action recognition.  

     Our boxing model provides a solution to understand the 

impact of mental health on a boxer's performance. By 

analyzing scientific data and body movements during a fight, 

the system is able to provide a better view of an athlete's 

condition during each round. Below, we discuss the main 

features, functions, and user feedback that demonstrate the 

effectiveness of this system. The system can also detect 

important physical signs that affect an athlete's mental and 

physical health, such as cuts. The recommendations suggest 

that this feature is particularly useful for performance. To 

help users understand the interaction between the mind and 

body, our system uses interactive visualization to present 

information. These features help coaches and athletes 

identify key points during competition where mental state 

changes significantly, allowing for a clear understanding of 

how this change impacts well-being. For example, users may 

notice an increase in their stress levels after a knockdown, or 

a boost in confidence after a successful strike such as a hook 

or a straight punch. By providing a clear annotation for each 

psychometric test, SHAP can help users identify which 

factors make up the majority of the sample output, thus 

providing confidence in the system's results. This feature will 

be of particular benefit to model developers who want to 

understand the logic behind each psychological test to make 

more informed decisions. The user-friendly photo upload 

function simplifies the analysis process, allowing instructors 

to seamlessly upload combat photos. Once downloaded, the 

system uses TensorFlow and OpenCV to identify and isolate 

frames which bring value or where changes are evident. This 

frame removal helps users focus on the most important issues, 

keeping analysis fast and relevant. User feedback suggests 

that these features increase usability, as they provide access 

to good, detailed information without long waiting times.  

 

A. Action Classification Model Output 

      Figure 2 shows the model’s output on various images 

from different fights. We can see that the model is accurately 

able to classify all the different labels it has been trained on 

with high confidence. 

 

 

Fig. 2. Image Action Classification Output. 

 

Fig. 3. Video Action Classification Output. 

      Figure 3 shows the model’s prediction on a fight video. 

Our model is able to perform near real time classification on 

any fight video with high accuracy. Figure 3 depicts boxer 1 

and boxer 2 where boxer 2 throws a successful straight punch, 

our model was able to correctly classify this action. 

4Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-268-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2025 : The Eighteenth International Conference on Advances in Computer-Human Interactions

                            13 / 49



B. Action Classification Model Evaluation 

 

Fig. 4. Confusion Matrix. 

      Figure 4 shows the confusion matrix which can be used 

to evaluate the model’s performance. Each cell in the matrix 

shows the proportion of samples classified into a particular 

category relative to the true category.  Darker shades 

correspond to higher proportions which represents better 

classification performance of the model for that specific true-

predicted pair. Classes like boxer1(true) vs. boxer1 

(predicted) has a high proportion of correct classifications 

(~0.94), indicating strong performance of model for this 

class. Whereas, some confusion occurs between classifying 

the type of punch, straight or hook which indicates the need 

for a rich featured dataset. Specific events like boxer 

knockdown and cuts are classified well. This shows the 

overall performance of model on different classes. 

 

 

Fig. 5. Precision Curve. 

      Figure 5 shows the Precision-Confidence Curve which 

can be used to visualize the relationship between the model’s 

confidence in its predicted and the precision achieved for 

various classes. Each curve shows how the precision changes 

as confidence threshold increases for a particular class. The 

blue line indicates that the model achieves perfect precision 

i.e., 1.0 for predictions when the confidence threshold is set 

to 0.897.  

 

Fig. 6. Recall Curve. 

      Figure 6 shows the Recall curve for different classes. 

Recall measures the ability of the model to find all relevant 

instances in the dataset. It is calculated as the number of true 

positives divided by the sum of true positives and false 

negatives. A higher recall means that the model is capturing 

a larger portion of relevant cases. The curve starts at a higher 

recall levels when the confidence threshold is low which 

means that the model is more inclusive but less accurate. As 

the confidence threshold increases, the recall decreases.This 

indicates that the model is becoming more selective, thus 

more confident but potentially missing some true positive 

instances. 

 

Fig. 7. Precision Recall Curve. 

      Figure 7 shows a Precision-Recall (PR) curve which is 

another way to evaluate the performance of the model. This 

helps in understanding the trade-off between precision and 

recall for each class at different thresholds of classification 

decision. At higher precision levels recall is generally low 

indicating the model being very selective, making fewer 

predictions but those predictions more likely to be correct. In 

the right side of the graph, recall is high and precision ends to 

be low which indicates that the model identifies most of the 

positive cases but also makes false positive errors. 

Understanding PR curve is crucial where the cost of false 

positives are different from tat of false negatives. When it 

comes to action classification, it is better to miss a positive 

case than incorrectly labelling a negative case as positive. 

This curve helps in finding the right balance based on specific 

needs. 
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Fig. 8. F1 Curve. 

      Figure 8 shows F1 curve for different classes, this curve 

combines precision and recall into a single metric. Classes 

like boxer 1 and boxer 2 maintain high F1 scores across 

confidence levels which indicates strong performance in 

these classifications. The blue line indicates that the average 

F1 score across all classes at a confidence threshold of 0.166 

is 0.50. 

 

Fig. 9. YOLO Model Results. 

      Figure 9 provides a comprehensive overview of 

performance metrics over epochs during the training and 

validation phase of the model. The overall trend of decreasing 

loss and increasing precision and recall is a positive sign that 

the model is learning effectively from the training data and 

improving its prediction capabilities as training progresses. 

C. Psychological Analysis of Boxer’s Performance 

 

Fig. 10. Momentum Analysis: Turning Points. 

      Figure 10 shows the cumulative number of successful 

punches landed by two boxers in the match. The blue line 

tracks cumulative successful punches of boxer 1 and red line 

tracks cumulative successful punches of boxer 2, with the 

steepness reflecting the scoring pace. Steeper sections denote 

more rapid scoring of points. Black squares mark specific 

moments in the match labeled as "Turning Points." These 

indicate moments where the momentum of the match shifts 

significantly. This can be due to a critical strike, a tactical 

change, or other significant event that affects the dynamics of 

the contest. By comparing the trajectories of two lines we can 

infer that boxer 1 starts strong, gaining an early lead. 

However, boxer 2 increases his rate of successful punch as 

the match progresses eventually surpassing boxer 1. The 

black squares or turning points are crucial for coaches as they 

highlight moments when potential strategic changes might 

have influenced the match’s outcome. Coaches can make use 

of this data to improve training regimens, focusing on shifting 

or maintaining momentum at critical stages of the match.       

 

Fig. 11. Momentum Analysis: Knockdowns and Cuts Annotated. 

      Figure 11 expands on the earlier momentum analysis by 

including events like knockdown and cuts for understanding 

the impact of significant events on the momentum of a match. 

Initially, both boxer 1 and boxer 2 accumulate points at 

similar rates with boxer 1 taking a slight lead. The first 

significant event in the above graph is the knockdown of 

boxer 2. Despite this, boxer 2 begins to accumulate punches 

at higher rate. Shortly after boxer 1 experiences knockdowns 

around 50 to 60-second mark which marks a clear momentum 

shift in boxer 2’s favor. At the 80-second mark another key 

turning point occurs where boxer 2 shows a surge in 

successful punches, significantly outpacing boxer 1. This can 

be correlated with strategic adjustments or a decline in boxer 

1’s defense. The match ends with boxer 2 having a clear lead 

in successful punches, possibly reflecting better stamina or 

strategy execution. This graph offers a detailed view of how 

events like knockdowns and cuts can impact the flow of 

match which can be used to train the boxers to enhance their 

performance in the future matches. 

      Figure 12 represents the distribution of action between 

boxer 1 and boxer 2 across different rounds of a boxing 

match. Each pie chart depicts the percentage of total actions 

taken by boxer 1 and boxer 2. For trainers and coaches, these 

insights are valuable for assessing the resilience and recovery 

of a boxer after being knocked down. This can also help in 

strategizing training to enhance endurance and tactical 

responses to such events in the upcoming matches. Overall, 

these enhanced momentum analysis graphs serve as a tool for 

in-depth review and strategic planning in sports, particularly 

in boxing. 
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Fig. 12. Total Actions in Sections. 

VI. DISCUSSION 

      As admitted, the current model is limited to recognizing 

only two primary strike types—straight punches and hooks. 

This design choice was intentional and guided by the 

objectives of the system. For our current goal of inferring 

psychological states, focusing on high-frequency, high-

impact strikes like the straight and hook is sufficient. These 

are not only the most commonly thrown punches but also 

indicative of strategic intent, energy levels, and mental 

engagement, aligning with previous findings on how 

psychological factors shape athletic focus and execution in 

combat sports [4], [5], [13]. Thus, variations in their 

frequency, timing, and accuracy serve as strong proxies for 

cognitive states such as fatigue, disengagement, or stress. 

      Previous efforts in the domain of sports psychology have 

mostly focused on either physical performance metrics or 

indirect psychological assessments. Existing tools, such as 

traditional biometric sensors or motion tracking systems, fail 

to offer real-time, interpretable insights into the cognitive 

states of athletes. Moreover, while some systems incorporate 

physical actions like punch tracking, they often lack the 

ability to connect these actions to mental states, leaving a gap 

in understanding how psychological factors influence 

physical performance. Our system addresses this gap by 

leveraging real-time action recognition and explainable AI 

techniques [1], [6], [8] to correlate strike patterns with 

inferred psychological conditions, offering a unique, 

practical approach for performance optimization. 

      However, while our system offers significant 

advancements, it is not without limitations. The current 

approach is based on a narrow set of strike types, and there is 

a clear need to expand it to account for a broader range of 

actions, including defensive movements, counter-strikes, and 

combinations. Additionally, the system’s reliance on visual 

data means it could be enriched with additional inputs such 

as physiological signals (e.g., heart rate, galvanic skin 

response) for a more comprehensive understanding of a 

boxer’s mental state. These features are on our wish-list for 

future iterations of the system. Moreover, we plan to further 

refine our movement recognition model to improve accuracy 

and robustness in different lighting and environmental 

conditions. Another goal is to incorporate more advanced 

psychological tests that could enhance the system’s ability to 

identify specific mental conditions like anxiety or stress, 

which may not be fully captured by physical performance 

metrics alone. 

      The purpose of our contribution is to offer a practical, 

real-time tool for tracking mental states in combat sports, 

empowering athletes and coaches to make data-driven 

decisions. The system provides a unique combination of 

performance analysis and mental health monitoring, which 

can guide training regimens, optimize decision-making in 

competition, and contribute to athlete well-being by 

identifying early signs of mental fatigue or stress. By offering 

clear visualizations and intuitive feedback, the system 

bridges the gap between physical performance and 

psychological analysis, supporting athletes in maintaining 

peak performance while safeguarding their mental health. 

      Looking forward, we envision several areas of 

improvement. First, the addition of more complex strike 

patterns, defensive actions, and physiological signals will 

help enhance the system's accuracy and completeness. 

Second, improving the user interface through user feedback 

and further research will make the system even more intuitive 

and applicable across different sports. Finally, further 

usability surveys and structured testing with domain experts 

will ensure that the system continues to meet the practical 

needs of coaches, athletes, and sports psychologists. 

Ultimately, our goal is to create a tool that not only supports 

performance enhancement but also prioritizes the mental 

health and well-being of athletes, ensuring their longevity in 

the sport. 

VII.  CONCLUSION AND  FUTURE WORK 

In this work, we set out to bridge the gap between physical 

action recognition and cognitive state inference in competitive 

boxing. We developed the Boxing Psychological State 

Tracking System, a vision-based framework that uses deep 

learning models like YOLOv8 and R-CNN to detect key 

actions, and SHAP to provide interpretable insights into 

inferred psychological states such as fatigue, confidence, and 

stress. By analyzing behavioral cues like strike patterns, 

movement changes, and knockdowns, our system offers an 

accessible interface that visualizes mental dynamics in real 

time, supporting coaches and athletes in making more 

informed decisions during performance analysis. The system 

demonstrates high accuracy in classifying trained strike types 

and offers a novel, explainable perspective on mental health 

in combat sports. 

Looking ahead, we aim to enhance the system’s 

capabilities and user experience in several key areas. Future 

work will consider a broader range of psychological factors 

beyond confidence and anxiety, such as opponent strength and 

team identity. For example, incorporating data on relative 

rankings or prior performance against specific opponents may 

provide deeper insights into mental state fluctuations. 

Additionally, we plan to expand the model’s action 

recognition capabilities to include more strike types such as 

jabs, enabling broader applicability. The system could also 

evolve to offer predictive insights based on historical data, 

guiding both training and tactical preparation. Furthermore, 

we envision extending the framework to other combat sports 

like fencing and mixed martial arts, where only the labeling 

methodology would need adjustment. Finally, to improve 

generalizability and robustness, we intend to expand the 

dataset beyond the current set of 20 fights, ensuring more 

diverse and representative coverage of combat scenarios. 
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Abstract—In research facilities, critical components such as
reactors or other centrepieces are equipped with a large number
of sensors to record safety, process, and research-relevant data
in real time. The effective visualisation of this measurement
data is crucial for fast acquisition, analysis, and decision-making
by plant operators. This Work in Progress Paper investigates
different methods of visualising complex sensor data using the
example of a 2-in-1 reactor, starting from classical tabular ap-
proaches to color-coded 2D-heatmaps, and interactive 3D-models.
One focus is on human perception and the cognitive processing
of the large amounts of data from 171 temperature measuring
points. While tabular visualisations offer maximum precision,
they are often unsuitable for the rapid detection of patterns and
anomalies. Graphical visualisations - especially color-coded maps
and 3D-models - provide an intuitive representation, but can
be challenging due to color perception problems, information
overload, and limited scalability. The system implementation,
featuring an interactive 3D-model of the reactor, is described
in detail in order to improve usability, reduce the cognitive
load on the user and increase situational awareness. In further
steps, specific usability tests will be carried out to validate the
effectiveness of the 3D-visualisation and to analyze its influence
on the user.

Keywords-research facilities; HMI-Systems; 3D-integration.

I. INTRODUCTION

Research equipment often consists of a centerpiece, which
is the primary focus of scientific investigations and serves to
generate key measurement data. It is usually embedded within
a complex environment of plant technologies, automation
systems and a Human-Machine Interface (HMI). Such cen-
terpieces can include detectors in accelerator systems, electric
fields inside microscope probes, flow measurements in neutron
targets [1], or temperature distributions in batteries, turbines,
reactors, or other components.

The visualisation of this measurement data is crucial, par-
ticularly in research facilities, where fast comprehension and
accurate interpretation are required. While traditional tabular
visualisations provide precision, they often lack clarity when
it comes to recognising spatial patterns or anomalies quickly.
Alternative visualisation methods, such as 2D-heatmaps, and
3D-models, can support more intuitive data exploration. How-
ever, the choice of visualisation technique has a significant
impact on usability and user performance.

In the field of Human-Computer Interaction (HCI) and
visual analytics, previous work has investigated the cognitive

effects of different visualisation forms. For instance Tory
and Moller [2] emphasises that while 3D-representations
may enhance spatial understanding, they can also introduce
interaction complexity and perceptual challenges. Ware [3]
highlights that, in many analytical tasks, well-designed 2D
representations with multi-dimensional icons can be more
effective than full 3D-renderings.

Despite these findings, 3D-visualisation can offer advan-
tages in scenarios where data is inherently distributed across
three dimensions, such as the temperature distribution in
layered reactor systems. However, empirical validation of these
approaches in research environments is still limited. This paper
contributes to this gap by presenting the implementation of
an interactive, browser-based 3D-visualisation for a 2-in-1
reactor.

The implementation addresses 171 temperature measure-
ment points across three spatial planes, focusing on enhancing
usability, reducing cognitive load, and supporting analytical
tasks such as anomaly detection and system overview. Section
II outlines the general visualisation requirements, followed by
Section III, which compares different visualisation strategies.
The implementation of the 3D-model is detailed in Section
IV. Section V concludes with an outlook on planned usability
evaluations and future applications in similar research systems.

II. REQUIREMENTS

Different application scenarios also lead to different prior-
ities in the requirements for the presentation of information.
In applications where, for example, critical temperatures or
temperature anomalies need to be recognised quickly, the
quick and clear presentation of information for the user should
take centre stage. At the same time, the system should offer
interactive elements that allow the user to quickly show or
hide details as required in order to focus attention on the
relevant information. The ability to customise or filter the
display according to individual requirements contributes to the
flexibility of the system and ensures that the user has the most
important data quickly available at all times [4].

For stable processes, on the other hand, the precise and
accurate display of temperature values is paramount in order
to make well-founded decisions. Here, a detailed, interactive
display of temperature curves and the option of customised
filtering or data analysis could support the user - for example,
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by selecting specific time periods or parameters. The ability
to customise the display of information to the respective
requirements promotes efficient and effective use of the system
[5].

The balance between precision and quick recognisability
can change quickly depending on the situation, so scalability
between overview and detail levels is usually required. The
user should be able to switch between a quick, clear view
and a detailed, precise display, depending on the type of
information required at the time. In addition, all individual re-
quirements should be easily adjustable without compromising
user-friendliness. However, all individual requirements should
follow basic ergonomic aspects of human-centred design in
order to create a task-oriented HMI-System that allows the
user to work effectively and efficiently [6]. Simple interactivity
and customisable filter options help to reduce the workload and
adapt the HMI-System flexibly to different needs and working
conditions.

III. REALISATION

The following section deals with the temperature recording
and visualisation of a reactor, as it can be found, for example,
in the field of hydrogen storage in research facilities. This
consists of six radius levels on which a total of 86 internal
heating tubes are arranged at the same distance from each
other. For temperature measurement, 17 multi-thermocouples
are guided onto the inner tubes from the outside, which
measure the contact point of the inner tube, as well as other
measuring points between the outer wall of the reactor and the
inner tube, shown in Figure 1.

Fig. 1. Sectional view through the 2-in-1 reactor with a view onto the inner
heating tubes and the multi-thermocouples.

This results in 17 measuring points that reflect the temper-
ature of the inner tubes, and 40 measuring points of the tem-

perature inside the reactor. This arrangement of thermocouples
is placed three times along the length of the reactor, resulting
in a total number of 171 temperature measuring points. The
temperatures recorded in this way must be displayed to the
system operator for various purposes, such as troubleshooting,
monitoring against overheating and homogeneity. The various
visualisation options are compared in the following sub-
sections.

A. Tabular presentation

One of the most common methods of visualising
temperature can be in tabular form. This enables a clear
numerical representation of the temperature values. The
advantages are the high accuracy and comparability of
individual values, but it is no longer possible to assign them
to the measuring position in the reactor without an additional
drawing. The human ability to absorb information is limited,
so tables with more than 5-9 entries (chunks) can cause
difficulties [7]. Therefore, tables have the disadvantage that
they are not very clear and it is difficult to recognise patterns
or anomalies. Figure 2 shows the representation of the
measured values of measuring plane-A from the component
view of a thermocouple. The contact points on the heating
tubes are shown in the left-hand column and the measuring
points inside the reactor are shown in the following columns.

Fig. 2. Table based temperature monitoring of plane-A with 57 measuring
values.

Despite the listed disadvantages of simplicity, this view can
be very helpful in the application case of troubleshooting due
to the direct assignment between the name of the measuring
point and the current temperature value. A highlighting of limit
value violations or other events can improve the interpretation
of information.

B. 2D-presentation

If the table view of plane-A is transformed into a two-
dimensional sectional view of the reactor, shown in Figure
3, the clarity and the possibility of recognising patterns or
anomalies can be significantly improved.

In addition to the textual display of the temperature directly
at the measuring point, the object can also be color-coded
according to a defined color scale. The direct assignment of
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Fig. 3. 2D-based temperature monitoring of plane-A inside the construction
drawing.

the temperature to the location inside the reactor, as well as
the preattentive processing of colors, the ability of humans to
recognise colors and color gradients very quickly [8], can be
of great importance in the interpretation of local hotspots or
cold areas. By adjusting the scale start and end values, the
representation can be easily scaled to different temperature
ranges. Nevertheless, color coding is only a quantitative clas-
sification of the measured value, as it is subject to errors due
to different color perceptions and an indirect interpretation via
the color scale. This disadvantage can be compensated by the
additional textual representation, but the visual possibilities are
much more limited by using the 2D-sectional view than in a
tabular representation.

C. 3D-presentation

The two display types described refer to the measured
values of one measuring plane. If the entire temperature curve
within the reactor needs to be analysed, it is necessary to
display all three planes simultaneously or to switch between
the screens. This leads to a further loss of clarity due to the
tripling of measuring points. The color-coded representation
of temperatures in 2D-view can also be extended to the model
in 3D-space. Figure 4 shows the simplified 3D-model of the
reactor, in which the heating pipes are divided into three
cylinder sections along their length and the measuring points
within the reactor are represented by spherical objects.

The color of the object can then be converted into a
temperature of the respective measuring point using the

Fig. 4. 3D-based temperature monitoring of plane-A, B and C in the
developed 3D-tool.

color scale, analogous to the 2D-representation. The 3D-
display offers the option of moving the model, selecting
different zoom levels and hiding individual objects in
order to display the desired observation area. Clicking on
individual objects inside the 3D-model opens a dialogue
with the exact temperature of the object and additional
properties. The 3D-visualisation of measured values, such
as temperature profiles for example, offers an excellent
overview, as it allows users to capture visual relationships
intuitively. However, 3D-visualisation is not suitable for all
types of measurement data or applications. In cases where
the focus is on precise individual values, 2D-diagrams or
tabular visualisations can often be more efficient. In addition,
an overloaded 3D-visualisation can make it difficult to absorb
information, especially when a large amount of data is
displayed simultaneously.

IV. IMPLEMENTATION OF 3D-INTEGRATION

For the integration of 3D-content in the TwinCAT HMI, a
3D-Framework Controls was designed by Beckhoff Automa-
tion GmbH & Co. KG [9], which uses the JavaScript library
Three.js [10] to display 3D-graphics inside the browser. The
camera position, lights and colors, as well as scaling and
movements can be influenced. Various functions are available,
such as controlling animations or dynamically changing the
colors, size or position of objects, which can be controlled
from external Programmable Logic Controller (PLC) variables.

In order to implement a new model, it must be prepared
in 3 steps. The model to be displayed was either designed
directly in a Computer-Aided Design (CAD)-programme or
is available as a .step file format. The model must first
be broken down into individual assemblies, whereby each
individual part to be edited later in the HMI must represent
a separate assembly. These assemblies must then be exported
to stereo lithography (STL) files, which simplifies the model
into a surface model with triangular shapes [11]. Secondly, the
individual .stl objects must be assembled into an overall model
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in the 3D-tool Blender [12]. To do this, the coordinates from
the original CAD-tool can be used, which are created during
the separation into assemblies. All objects must be described
with a unique name and objects for which the color is to be
dynamically adjusted later need to be provided with a material
property and a default color. The revised model must then be
exported as .gltf format, a JSON-based 3D-format witch was
chosen due to its good performance in web applications and its
compatibility with the most commonly used browsers Firefox,
Chrome and Microsoft Edge [13].

In the third and final step, a configuration file must be
created and linked for the framework control, in which the
3D-model is embedded and all required dynamic functions
are linked to PLC variables.

Figure 4 shows the representation of the processed reactor
model from 177 assemblies in the HMI, in which the following
functions were implemented:

• Display of the current temperature with a color-indicated
temperature scale of 171 measuring points.

• Interaction with the model to open additional measuring
point information.

• Whitening of passive components through opacity.
• Insert visual section planes to display the 3 planes of the

measuring points.
• Opening defined views and scalings.
• Activating the auto-rotate function and influencing the

rotation speed.

V. CONCLUSION AND FUTURE WORK

The visualisation of measurement data in research facilities
poses unique challenges: it requires both the rapid identi-
fication of critical states and the precise interpretation of
complex data. This paper presents a modular 3D-visualisation
approach integrated into an HMI for a 2-in-1 reactor, based
on the Three.js framework. The implementation demonstrates
the feasibility of mapping 171 temperature sensors onto a spa-
tially accurate 3D-model, providing color-coded data overlays,
interactive views, and real-time control via PLC variables.

While the current solution offers an intuitive and immer-
sive experience, its effectiveness for specific analytical tasks
remains to be evaluated. Previous research in visual analytics
and HCI suggest that while 3D-representations support spatial
understanding, they can be less effective than 2D methods for
certain analytical tasks [3]. In future work, usability tests will
be conducted with domain experts to assess the cognitive load,
task efficiency, and user preference between tabular, 2D, and
3D-visualisations. These tests will also consider accessibility
aspects, such as color vision deficiencies, which are not yet
fully addressed in the current implementation.

Furthermore, the system will be extended to support other
types of sensor data and centerpieces. An important part of
future work is to derive task-specific guidelines for when
3D-visualisation is beneficial and when simplified, abstracted
views may be more effective.
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Abstract—To achieve smooth communication between d/Deaf and
hard of hearing (d/DHH) and hearing people, we have developed
a continuous Japanese Fingerspelling (JF) recognition system
using sensor gloves and deep learning. We have selected a light
and inexpensive sensor glove adapted for the system’s daily
use. In our prior system using a machine learning model that
combines Convolutional Neural Network (CNN) and Long Short-
Term Memory (LSTM), despite achieving an average micro F-
measure of 92.1% across the 76 JF characters, we reported the
average macro F-measure of only 64.7%. Two problems cause this
issue: distinguishing between static and dynamic fingerspellings,
and the decreased recognition rate due to the large number of
instances “ϕ” (the transition movements characters). Therefore,
we conducted a quantitative evaluation using the CNN-LSTM
combined machine learning model as a baseline to verify whether
the Transformer Encoder could improve JF recognition rates.
Consequently, for the 76 JF characters, the average micro and
macro F-measures were 93.8% (0.2) and 77.4% (1.0), respectively.

Keywords–Deaf and hard of hearing; Sign language; Sensor
glove; Recognition.

I. INTRODUCTION

To achieve smooth communication between d/Deaf and
Hard of Hearing (d/DHH) and hearing people, we have de-
veloped a continuous Japanese Fingerspelling (JF) recognition
system using sensor gloves and deep learning [1] [2]. However,
a machine learning model that combines Convolutional Neural
Network (CNN) and Long Short-Term Memory (LSTM) [2]
despite achieving the average micro F-measure of 76 JF char-
acters was 92.1%, we reported the average macro F-measure of
only 64.7% (Figure 1). Two problems cause this issue: distin-
guishing between static and dynamic fingerspellings, and the
decreased recognition rate due to the large number of instances
“ϕ” (the transition movements characters). However, in the
current research community on sign language recognition, a
machine learning model based Transformer [3] is often used.
Thus, we conduct a comparative analysis by a quantitative
evaluation using the CNN-LSTM combined machine learning
model as a baseline to verify whether the Transformer Encoder
could improve JF recognition rates. Additionally, in the current
research community on fingerspelling recognition and sign
language recognition, the small size of the dataset is listed
as an issue. To the best of our knowledge, no reports have
verified whether there are individual differences among signers
expressing continuous fingerspellings. Thus, we also compare
and analyze the impact of individual differences among signer
data by conducting cross-validation evaluations selecting train-
ing data.

The remainder of this study is organized as follows.
In Section II, we describe related studies on fingerspelling

recognition and sign language recognition. In Section III, we
describe a comparative analysis by a quantitative evaluation
using the CNN-LSTM combined machine learning model as
a baseline. In Section IV, we describe a comparative analysis
learning model as CNN-Transformer Encoder as a baseline.
In Section V, we discuss the results and the limitations of
the work. Finally, in Section VI, we provide some concluding
remarks and suggest some avenues for future research.
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Figure 1. Architecture of the CNN-LSTM combined machine learning
model.

II. RELATED WORK

Previous research on fingerspelling and sign language
recognition has proposed two types of sensors for recognizing
a series of operations in fingerspelling and sign language:
contact-type sensor gloves and non-contact-type cameras.

A. Image recognition
Several methods have been proposed for recognizing hand

shapes based on processing images of fingerspelling as cap-
tured by cameras.

As example of a fingerspelling recognition method, Mukai
et al.’s method [4] used a classification tree and machine learn-
ing based on a support vector machine to classify individual
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images; it targeted 41 immobile characters in Japanese Sign
Language (JSL) resulted in an average recognition accuracy of
86%. Hosoe et al.’s method [5] used deep learning for recogni-
tion and achieved a recognition rate of 93%, but only for static
fingerspellings. Jalal et al.’s method [6] achieved a recognition
rate of 99% for American Sign Language (ASL) images based
on a deep learning algorithm for static fingerspellings (i.e.,
excluding “J” and “Z”).

However, the recognition accuracy could not be considered
as sufficient for practical recognition in JF. Additionally,
relatively few recognition results have been reported for dy-
namic fingerspellings (i.e., fingers moving when expressing a
character). For example, in Kondo et al.’s study [7] of dynamic
fingerspellings in JSL, the identification of hand shapes was
performed using a kernel orthogonal mutual subspace method
from images of hand regions obtained from distance images,
and the classification of movements was performed using deci-
sion trees based on center-of-gravity coordinates. These results
yielded a 93.8% identification rate. However, the recognition
accuracy was insufficient for the practical recognition required
for JF.

Furthermore, examples of machine learning models based
on Transformers for sign language recognition include the
machine learning model SignAttention [8] targeted Greek Sign
Language, the machine learning model [9] using the American
Sign Language dataset How2Sign [10], the machine learning
model [11] using the German Sign Language dataset RWTH-
PHOENIX-Weather [12] [13] and other examples such as the
machine learning model [11]. Moreover, as a result survey
a related research on sign language recognition [14], it is
reported that CNN, LSTM, and Transformer are used in many
research, and as reported in the research that surveyed the
State-Of-The-Art (SOTA) in sign language recognition [15], it
is reported that Transformer is used in many cases.

On the other hand, there is also research [16] using com-
bination spatial-temporal modules and Multi-Layer Perceptron
(MLP), and Takayama et al.’s model [17] using combination
Spatial Temporal Graph Convolutional Networks [18] and
Transformer and targeted JSL. Additionally, as examples use
Conformer [19], Kimura et al.’s machine learning model [20]
targeted JSL. Signformer [21] also used a module that has been
redesigned based on the Conformer architecture.

B. Sensor glove recognition
Several methods have been proposed for recognizing hand

shapes based on measurement data acquired by contact-type
sensor gloves. These methods can measure data, which in-
cludes the flexion of the five fingers, the position and direction
of the hand. The measurement data are then sent to a personal
computer or microcomputer, and a classification algorithm is
used to recognize hand shapes.

As example of a fingerspelling recognition method, Cabrera
et al. [22] used the Data Glove 5 Ultra [23] sensor glove with
an acceleration sensor to acquire information regarding the
degree of flexion of each finger and wrist direction. The study
targeted 24 static fingerspelling characters in ASL, excluding
“J” and “Z”, and achieved a recognition rate of 94.07%.
Mummadi et al. [24] prototyped a sensor glove with multiple
embedded inertial sensors. The study targeted fingerspellings
of French Sign Language, and achieved an average recogni-
tion rate of 92% with an F1-score of 91%. Kakoty et al.’s

model [25] used kernel-supported vector machine, and targeted
a dataset of one-handed Indian sign language alphabets (C,
I, J, L, O, U, Y, W), ASL alphabets (A to Z), and signed
numbers (0 to 9). The study achieved an average recognition
rate of 96.7%. SpellRing [26] used combined active acoustic
sensing and Inertial Measurement Unit (IMU) in the ring-
shaped devices worn on the thumb. ResNet-18 [27] uses CNN
as the backbone and also leverages Connectionist Temporal
Classification (CTC) [28].

Furthermore, as examples of a sign language recognition
method, Chong et al. [29] placed six IMUs on the back
of the palm and on each fingertip to capture their motion
and orientations. The study targeted 28 proposed word-based
sentences in ASL, and used LSTM. The method achieved an
accuracy of up to 99.89%. SmartASL [30] uses IMUs installed
in two devices, an earphone and a smartwatch, to include not
only manual marker expressions but also Non-manual Marker
(NM) expressions. The method used LSTM for data related
to hand movements and CNN and LSTM for data related to
NM expressions. After that, the Transformer model T5 [31] is
used for fine-tuning together with translated English sentences.
SignRing [32] uses the IMUs in the ring-shaped devices worn
on the index fingers of both hands. It generates data similar to
that from the IMU sensors from the sign language videos in the
ASLLRP [33] ASL dataset. Then, it uses a model combining
CNN and LSTM to train the generated data.

III. FIRST COMPARATIVE ANALYSIS

To verify whether the JF recognition rate improved when
replacing LSTM with a Transformer Encoder, and to compare
the impact of the differences between machine learning model
architectures, we trained each model and compared their
accuracies. We have the following machine learning models:

• 2LSTM
• branch-2CNN-unit-2LSTM
• Transformer Encoder
• branch-CNN-unit-Transformer Encoder
• branch-2CNN-unit-Transformer Encoder

A. Continuous Japanese fingerspelling dataset

The continuous Japanese fingerspelling dataset used in this
study is our previously collected data [2]. The sensor glove
used for our previous data collection consists of Arduino
Pro Mini and MPU6050, where conductive fiber weaving
techniques [34] detect finger movements based on resistance
changes, and the MPU6050 detects acceleration and angular
velocity. The dataset contains words consisting of three to
five fingerspelling characters, with each word comprising 11
dimensions (finger movement: five dimensions, acceleration:
three dimensions, angular velocity: three dimensions) × 960
samples (120 sps × 8 sec). The dataset includes data from 33
participants, with each person performing 64 words five times
each. As preprocessing, we calculated angles using the angular
velocity three dimensions and added angles six dimensions (sin
and cos). Using moving average calculations, we also reduced
the 960 samples (120 sps × 8 sec) to 32 samples (4 sps ×
8 sec). Therefore, the input dimensions are 32 samples × 17
dimensions (length: 32, dim: 17).
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Figure 2. (a) Machine learning model architecture of the “branch-CNN-unit-Transformer Encoder”, (b) Machine learning model architecture of the
“branch-2CNN-unit-Transformer Encoder”.

B. Machine Learning Model Architecture
For the development environment, we used a Docker con-

tainer image distributed by NVIDIA [35]. The main specifi-
cations are as follows. We rebuilt all models, including our
previously constructed branch-2CNN-unit-2LSTM, switching
from TensorFlow to PyTorch.

• Ubuntu 22.04
• NVIDIA CUDA 12.3.0
• Python 3.10
• PyTorch 2.2.0a0+6a974bec

This motive is verify whether the JF recognition rate of
both 2LSTM and Transformer Encoder when combined with
CNN, improved compared to when not combined with CNN.
Therefore, we included both 2LSTM, which consist of two
LSTM layers, and the Transformer Encoder in this comparative
analysis. Next, Figure 2 (a) and (b) show the machine learning
model architectures that combine one and two layers of CNN
with the Transformer Encoder. The reason for this architecture
is that, similar to branch-2CNN-unit-2LSTM, the data is split
into separate branches for each feature dimension, such as the
finger movement, acceleration, angular velocity, and angle, and
then input through the CNN layer.

C. Evaluation experiments
We evaluated each machine learning model architecture

(Table I). First, we set the epoch to 3,000, and set the patience
to 300 for stopping training using EarlyStopping as a measure

against overfitting. In addition, we set the batch size to 64
for 2LSTM and branch-2CNN-unit-2LSTM, 16 for Trans-
former Encoder, and 32 for branch-CNN-unit-Transformer
Encoder and branch-2CNN-unit-Transformer Encoder because
the batch size was set to the best accuracy in each machine
learning model from the result we tested at the batch size 16,
32, and 64, respectively.

1) Comparison of k-Fold Cross-Validation Methods: We
evaluated each model using the 5-fold Cross-Validation (CV)
and the 10-fold CV. The input data was shuffled and then
divided into training and test data, and Table I shows the
average and standard deviation of the results of the 5 and
10 runs for each model. Moreover, Table I values are not
the values at the epoch when learning was stopped due to
early stopping to prevent overfitting, but the values at the
epoch when the validation loss was minimized. As shown in
Table I, the F-measure micro of each model at the 5-CV and
the 10-CV, except for 2LSTM, is over 90%. Comparing Trans-
former Encoder to 2LSTM, the F-measure micro and macro
improved over that of the former. The same improvement was
observed in comparing Transformer Encoder combined with
CNN to 2LSTM combined with CNN. In particular, the F-
measure macro for Transformer Encoder, branch-CNN-unit-
Transformer Encoder, and branch-2CNN-unit-Transformer En-
coder is improved by nearly 10% when compared to 2CNN-
2LSTM, suggesting that the decreased recognition rate due to
the large number of instances “ϕ” (the transition movements
characters), which was a previous study [2] issue, has been
alleviated.
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TABLE I. MODEL COMPARISON EVALUATIONS IN FIRST COMPARATIVE ANALYSIS. THE PARENTHESES INDICATE THE STANDARD
DEVIATION.

k=5, F-measure [%] k=10, F-measure [%] k=33 (randoma), F-measure [%] k=33 (personb), F-measure [%]
machine learning model architecture micro macro micro macro micro macro micro macro

2LSTM 89.9 (0.2) 50.5 (1.2) 90.2 (0.3) 51.6 (1.6) 90.4 (0.4) 52.1 (2.1) 88.8 (2.2) 40.5 (9.6)
branch - 2CNN - unit - 2LSTM 91.9 (0.1) 64.6 (0.7) 92.1 (0.2) 65.4 (1.1) 92.2 (0.4) 66.0 (2.5) 90.0 (0.3) 50.7 (13.1)

Transformer Encoder 92.8 (0.3) 72.5 (1.3) 93.3 (0.3) 74.9 (1.8) 93.5 (0.5) 75.8 (2.4) 92.2 (2.8) 69.1 (10.3)
branch - CNN - unit - Transformer Encoder 93.4 (0.1) 75.8 (0.6) 93.6 (0.2) 76.5 (0.8) 93.8 (0.5) 77.7 (2.2) 92.4 (2.9) 70.8 (10.1)

branch - 2CNN - unit - Transformer Encoder 93.3 (0.2) 74.8 (0.9) 93.6 (0.3) 76.6 (1.0) 93.8 (0.4) 77.1 (2.2) 92.4 (2.7) 70.8 (9.1)
a random: evaluation using randomly selected data for 33-fold CV.

b person: evaluation where the evaluation set consists of data from a single individual.

2LSTM 2CNN-2LSTM

Transformer Encoder CNN-Transformer Encoder 2CNN-Transformer Encoder

P0

P0 P0

P0 P0

Figure 3. Learning progress graph for each model (horizontal axis: number of epochs, vertical axis: validation loss): The loss for each person in the 33-fold
CV method is shown as a line graph, and it was observed that the data for one person (P0) showed a significant deviation from the others in the vicinity of 0.6

and 0.8.

2) The Impact of Individual Differences on 33-Fold Cross-
Validation: We evaluated the results using the 33-fold CV,
first, with case the input data for one person used as test data
and the data for the remaining 32 people used as training data
(k=33(person) in Table I), and second, the input data was shuf-
fled and then divided into training and test data (k=33(random)
in Table I). Moreover, Table I values are not the values at
the epoch when learning was stopped due to early stopping
to prevent overfitting, but the values at the epoch when the
validation loss was minimized. As described in Section III-C1,
the macro average of the F-measurement improved for all three
models (Transformer Encoder, branch-CNN-unit-Transformer
Encoder, and branch-2CNN-unit-Transformer Encoder) com-
pared to branch-2CNN-unit-2LSTM. However, we found that
we needed to consider the significant validation loss for the
same person’s test data. Figure 3 shows the graph showing the
change in validation loss for each model at the 33-fold CV
with case the input data for one person used as test data and
the data for the remaining 32 people used as training data.

Table II presents a comparative analysis of F1-scores for
individual fingerspelling characters across three models: the
previous 2CNN-2LSTM model and the two best-performing
models (CNN-Transformer Encoder and 2CNN-Transformer
Encoder), under three conditions: random data distribution, P0,
and P1. A notable improvement was observed in the recog-
nition of challenging characters. While the 2CNN-2LSTM
model showed zero F1-scores for 28 characters in the P0
condition, this number significantly decreased to 5 and 4
characters for the CNN-Transformer Encoder and 2CNN-
Transformer Encoder models, respectively. Furthermore, the
2CNN-Transformer Encoder under P1 condition demonstrated

robust performance, with no characters receiving zero F1-
scores, outperforming both the 2CNN-2LSTM and CNN-
Transformer Encoder models.

IV. SECOND COMPARATIVE ANALYSIS

Using branch-CNN-Transformer Encoder and branch-
2CNN-Transformer Encoder that showed good accuracy in
First Comparative Analysis, we examine the impact of the in-
put data for participant P0 identified in the impact of individual
differences validation comparison. We also examine the impact
of adding BatchNorm-1D and Rectified Linear Unit (ReLU)
to each of the two machine learning model architectures. The
timing of adding BatchNorm-1D and ReLU is when inputting
to the Transformer Encoder module from the CNN module.

A. Evaluation experiments
For each branch-CNN-Transformer Encoder and branch-

2CNN-Transformer Encoder, we evaluated the results using the
10-fold CV with three different combinations: add BatchNorm-
1D and ReLU, removing the input data for participant P0,
applying both modifications. The input data was shuffled and
then divided into training and test data, and Table III shows
the average and standard deviation of the results of the 10 runs
for each model. Moreover, Table III values are not the values
at the epoch when learning was stopped due to early stopping
to prevent overfitting, but the values at the epoch when the
validation loss was minimized. We also included the 10-fold
CV values from Section III-C1 to check improvement from
the no-applying case. CNN-Transformer Encoder and 2CNN-
Transformer Encoder showed improvement in the F-measure
macro compared to the no-applying case from case removing
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TABLE II. THE F1-SCORES FOR EACH OF THE FINGER CHARACTERS IN THE CHARACTERS IN THE MODEL COMPARISON IN THE FIRST
COMPARATIVE ANALYSIS.

2CNN-2LSTM CNN-Transformer Encoder 2CNN-Transformer Encoder
k=33 P0 P1 k=33 P0 P1 k=33 P0 P1

chi 41.3 ho 0.0 me 0.0 du 55.3 nu 0.0 nu 0.0 du 53.9 na 0.0 di 33.3
ho 44.2 bo 0.0 hu 0.0 di 59.7 da 0.0 yo 0.0 di 58.6 so 0.0 nu 50.0
pe 46.6 pa 0.0 du 0.0 chi 63.9 di 0.0 du 40.0 chi 63.8 ke 0.0 re 52.6
du 48.9 hu 0.0 re 21.1 nu 65.2 ze 0.0 yu 50.0 pe 64.3 di 0.0 ma 53.8
te 49.9 zi 0.0 xya 25.0 pe 67.1 ke 0.0 re 53.3 ho 68.6 pu 14.3 ho 54.5
pu 53.4 ha 0.0 ni 27.3 ho 68.0 ta 11.8 di 54.5 bo 70.0 ho 16.7 te 54.5
hu 53.7 no 0.0 ne 28.6 pi 69.9 pi 13.3 ra 54.5 so 70.7 ko 20.0 chi 54.5
he 54.5 ze 0.0 pe 28.6 tsu 71.4 ko 15.4 chi 54.5 he 70.8 a 22.2 xtsu 59.5
di 54.6 ni 0.0 di 37.5 yu 71.7 ha 17.4 ta 57.1 tsu 70.9 ze 23.5 ra 60.0
so 54.6 ro 0.0 yu 40.0 na 71.9 du 17.4 xyo 60.0 nu 71.8 chi 24.4 du 62.5
ni 55.9 pi 0.0 ho 40.0 ta 72.6 te 18.2 me 63.2 pi 71.9 du 26.1 yo 66.7
ko 56.0 te 0.0 he 44.4 se 72.7 e 19.0 ma 64.0 se 72.4 pi 26.7 yu 66.7
pi 56.3 xtsu 0.0 te 44.4 ro 72.8 wo 21.7 ne 66.7 yu 72.6 da 26.7 hu 66.7
ha 56.4 chi 0.0 wo 46.2 yo 72.9 o 25.0 de 66.7 na 73.0 pe 28.6 ni 66.7
ga 57.4 so 0.0 ro 47.6 he 73.1 ho 26.7 hu 66.7 ha 73.1 e 28.6 ta 66.7
ro 57.6 yu 0.0 nu 50.0 so 73.1 xya 26.7 ho 66.7 ta 73.2 ge 28.6 zu 66.7
ka 57.8 bi 0.0 chi 51.6 ha 73.2 ro 28.6 zo 66.7 o 73.9 wo 28.6 ka 66.7
pa 57.9 bu 0.0 xtsu 52.2 me 73.9 bu 28.6 ha 66.7 ro 74.3 ha 28.6 go 69.2
tsu 58.3 da 0.0 bo 53.3 de 73.9 so 28.6 pa 66.7 yo 74.4 tsu 30.5 xyu 69.6
bo 58.8 ko 0.0 ko 53.3 ko 74.0 pe 28.6 bo 70.6 hu 74.5 bu 30.8 ha 70.0
ne 60.3 ke 0.0 de 54.5 bo 74.0 go 30.0 pe 70.6 te 74.6 te 30.8 sa 70.2

xtsu 60.8 ga 0.0 ha 55.6 hu 74.0 tsu 30.3 hi 71.0 wo 74.9 me 31.3 xya 70.6
me 61.3 pu 0.0 pa 57.1 su 74.4 wa 31.6 ro 71.4 hi 75.0 ro 31.6 pe 70.6
zi 62.5 a 0.0 hi 57.1 xya 75.1 bi 31.6 ge 72.7 me 75.0 gu 33.3 zi 70.6
ya 62.5 di 0.0 ze 57.1 te 75.4 yo 31.6 tsu 72.7 re 75.3 o 33.3 ya 70.8
wa 62.5 wo 0.0 ra 57.1 ni 75.4 no 33.3 ka 72.7 xya 75.4 pa 33.3 de 71.4
nu 62.5 pe 0.0 ke 57.1 re 75.5 de 35.3 wa 73.7 ni 75.5 bi 33.3 pa 71.4
hi 62.6 du 0.0 xyu 58.3 da 75.5 ra 35.3 go 74.1 ge 75.5 yo 33.3 za 71.4
de 63.0 su 9.7 pu 58.8 ba 75.6 a 36.4 za 75.0 su 75.6 mo 34.4 ku 71.7
a 63.2 ru 9.7 tsu 58.8 hi 75.6 pu 37.5 wo 75.0 ne 76.2 yu 37.5 a 72.7
da 63.2 ta 10.0 go 61.5 ge 75.6 ge 37.5 xtsu 75.0 de 76.2 zo 37.5 gu 73.7
o 63.9 wa 13.8 sa 63.2 ke 75.8 yu 37.5 e 75.0 ba 76.3 ne 38.1 me 73.7
su 65.7 ne 14.3 po 64.7 o 76.5 pa 38.1 xya 75.0 bi 76.6 bo 40.0 wa 73.7
yu 66.0 de 14.3 be 66.7 wo 76.6 ne 38.1 ke 75.0 ma 76.9 nu 40.0 ne 73.7
ba 66.0 ri 14.6 da 66.7 ne 77.1 me 38.7 xyu 75.0 pa 76.9 ba 40.0 tsu 75.0
na 66.1 ra 18.2 yo 66.7 gu 77.4 zi 40.0 ru 75.3 xyu 77.1 ki 40.4 e 75.0
ma 66.2 xya 20.0 ma 66.7 ra 77.7 be 40.0 do 75.5 gu 77.7 zu 42.1 bo 76.2
shi 66.3 hi 21.4 ka 66.7 e 77.8 se 40.0 sa 75.5 ko 78.0 re 42.4 gi 76.7
bi 66.3 me 22.2 ta 66.7 ma 77.9 gu 41.0 su 75.9 da 78.0 xtsu 42.6 su 77.2
yo 66.7 ma 22.7 se 66.7 wa 77.9 su 41.6 ku 76.4 xtsu 78.4 su 43.3 no 77.2
po 66.9 ya 24.0 mo 69.1 bi 78.1 re 42.9 ya 76.6 to 78.6 ku 43.8 da 77.8
wo 67.2 go 25.5 za 69.2 ru 78.1 chi 43.5 mo 76.9 e 78.7 xya 44.4 ko 77.8
se 67.2 ba 26.1 wa 70.0 xtsu 78.2 ri 45.9 ni 78.6 ya 78.7 se 46.2 he 78.3
ta 67.3 tsu 26.8 zu 70.6 mo 78.2 gi 46.7 u 79.7 ru 78.8 hu 46.7 hi 78.8
sa 68.1 o 27.6 ya 71.1 ki 78.6 shi 47.1 te 80.0 ra 78.8 go 46.8 - 79.0
e 68.3 ge 28.6 zo 71.4 ya 78.7 ku 47.2 po 80.0 po 78.9 ra 47.1 wo 80.0
re 68.4 zo 29.6 bi 71.4 xyu 79.1 bo 47.6 so 80.0 shi 78.9 no 48.0 xyo 80.0
ru 68.5 re 30.0 ga 71.4 po 79.2 sa 47.9 a 80.0 u 79.0 ga 48.5 pu 80.0

xya 69.0 za 30.0 su 71.7 shi 79.3 hu 48.0 i 80.9 ka 79.1 ta 50.0 mo 80.0
be 69.1 na 30.8 ri 73.5 to 79.7 xtsu 49.1 to 81.0 mo 79.1 po 50.0 ke 80.0
ra 69.4 be 30.8 i 75.2 pa 79.9 ma 50.0 ri 81.3 bu 79.3 ni 50.0 zo 80.0
go 70.4 se 31.3 ru 75.6 a 79.9 ba 50.0 - 81.4 go 79.5 he 50.0 do 80.6
ze 70.8 gi 32.7 u 76.0 u 80.0 na 50.0 gu 82.4 a 79.6 hi 50.0 u 81.0
ge 70.9 he 33.3 to 76.1 ka 80.0 zo 50.0 o 82.4 ke 79.7 ri 50.3 se 81.3
ke 70.9 ku 35.0 e 76.2 i 80.4 mo 50.7 no 83.3 ki 80.2 za 51.9 po 81.5
gu 71.1 yo 35.3 mu 76.5 sa 80.6 ni 51.1 gi 83.6 wa 80.4 de 52.6 ru 82.5
zu 71.9 po 35.3 so 76.9 ga 80.6 ki 51.7 ko 84.2 sa 80.7 shi 52.6 to 83.2
bu 73.4 nu 35.3 ge 76.9 zu 80.6 ru 53.6 ze 85.7 zu 81.0 - 53.6 bu 83.3
i 73.7 do 37.5 zi 76.9 no 81.0 za 53.8 zi 85.7 i 81.0 u 54.2 bi 83.3

zo 73.8 shi 40.5 o 78.3 xyo 81.1 he 53.8 ga 85.7 do 81.5 zi 55.6 ro 83.3
mo 74.0 sa 40.6 do 79.3 go 81.2 - 54.1 ba 85.7 mu 81.5 i 56.0 shi 84.0
u 74.6 ka 40.7 ku 80.0 mu 81.2 zu 54.5 se 86.7 ga 81.6 nn 56.3 so 84.2
ki 75.3 - 41.4 - 81.0 bu 81.5 hi 55.0 he 87.0 no 81.6 ma 56.5 ri 85.4

xyu 75.8 u 43.9 gu 82.4 do 81.6 u 55.4 da 87.5 zo 81.7 gi 57.1 ba 85.7
no 76.1 e 44.4 shi 82.4 za 81.8 i 58.4 zu 87.5 gi 81.8 wa 57.1 i 85.7
za 77.1 i 45.5 gi 82.6 gi 82.0 nn 58.4 shi 88.0 ri 82.6 sa 57.5 nn 85.9
to 77.1 ki 47.9 no 83.0 pu 82.1 mi 58.9 nn 88.3 pu 82.6 ka 57.8 ze 87.5
gi 77.3 mo 48.5 xyo 83.3 ku 82.2 ka 61.2 pi 90.9 ze 82.9 to 58.8 ga 87.5
do 77.4 zu 50.0 nn 84.3 ri 82.8 xyu 61.5 ki 92.0 za 82.9 mi 60.4 mi 88.3

xyo 77.8 to 58.9 a 85.7 - 82.9 po 63.6 mu 92.3 xyo 83.0 ru 63.8 o 90.9
- 78.6 nn 59.2 ba 85.7 mi 83.2 xyo 64.0 be 94.1 zi 83.2 mu 65.2 ki 91.3
ri 78.7 xyu 59.5 ki 88.4 zo 83.3 to 64.8 pu 94.1 ku 83.4 be 66.7 mu 92.3
ku 78.9 gu 63.6 bu 88.9 nn 83.5 mu 65.4 mi 94.6 - 83.5 xyo 66.7 ge 93.3
nn 79.7 mu 63.8 mi 90.9 ze 84.4 do 65.9 ϕ 97.1 nn 83.7 ya 66.7 be 94.1
mu 79.9 mi 64.7 pi 90.9 be 84.8 ga 66.7 bi 100.0 mi 83.8 do 67.4 ϕ 97.0
mi 81.4 xyo 66.7 ϕ 96.5 zi 85.4 ya 69.1 na 100.0 be 86.0 xyu 68.1 na 100.0
ϕ 96.1 ϕ 90.5 na 100.0 ϕ 96.5 ϕ 90.6 bu 100.0 ϕ 96.5 ϕ 90.3 pi 100.0

66.0 22.7 63.1 77.0 40.3 75.4 77.1 41.7 75.6

17Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-268-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2025 : The Eighteenth International Conference on Advances in Computer-Human Interactions

                            26 / 49



TABLE III. MODEL COMPARISON EVALUATIONS IN SECOND
COMPARATIVE ANALYSIS. THE PARENTHESES INDICATE THE

STANDARD DEVIATION.

k=10, F-measure [%]
machine learning model architecture micro macro

branch - CNN - unit - Transformer Encoder 93.6 (0.2) 76.5 (0.8)
(Remove P0 data） 93.9 (0.2) 77.6 (0.7)

(Add BatchNorm-1D and ReLU) 93.8 (0.2) 77.4 (1.0)
(Remove P0 data & Add BatchNorm-1D and ReLU) 94.1 (0.3) 78.4 (1.0)

branch - 2CNN - unit - Transformer Encoder 93.6 (0.3) 76.6 (1.0)
(Remove P0 data) 93.9 (0.2) 77.3 (1.0)

(Add BatchNorm-1D and ReLU) 93.5 (0.3) 76.1 (1.4)
(Remove P0 data & Add BatchNorm-1D and ReLU) 93.9 (0.2) 77.7 (0.6)

the input data for participant P0. Furthermore, in the case of
adding BatchNorm-1D and ReLU, CNN-Transformer Encoder
showed improvement, but no improvement was observed for
2CNN-Transformer Encoder.

Finally, we conducted a word-level accuracy evaluation
of the best-performing model configuration: the branch-CNN-
unit-Transformer Encoder incorporating BatchNorm-1D and
ReLU. The evaluation utilized the Letter Error Rate (LER)
metric, formulated in (1).

LER =
Substitutions + Deletions + Insertions

The number of characters in the reference
(1)

Similar to CTC, when evaluating sequences processed by
removing “ϕ” tokens from the Encoder’s output and merg-
ing consecutive identical fingerspelling characters, the system
demonstrated strong performance with an average LER of
0.122 (0.008), indicating a low misrecognition rate.

V. DISCUSSION

A. Replacing LSTM with a Transformer Encoder
Our results demonstrated improvement in generalization

performance when replacing LSTM with Transformer archi-
tectures. However, since the removal of P0 data led to im-
proved macro F-measure scores, we cannot make strong claims
about the model’s ability to handle individual differences.
The distinctive recognition results for P0 raise two potential
explanations:

1) Whether this represents an “extreme individual dif-
ference”

2) Whether the data contains “noise” that transcends
typical individual variations

During data collection, we only gathered limited participant
attributes (age, gender, hearing ability, and sign language
experience), which prevented us from fully analyzing the
characteristics of the removed participant’s data. Consequently,
we cannot definitively determine whether the observed varia-
tions represent individual differences or more significant data
anomalies. Thus, we have not necessarily sufficiently evaluated
the machine learning model’s robustness when the dataset
contains outliers. Future data collection efforts should include
more comprehensive participant attribute information, such
as experience with JSL or Signed Japanese, to enable more
thorough analysis. On the other hand, we can conclude that
both CNN combination and BatchNorm-1D+ReLU application
contributed to performance improvements. However, we have

not yet explored the full parameter space for CNN combina-
tions or the relationship with preprocessing parameters used
in moving average calculations during dataset construction.
Further comparative analysis is needed. Specifically, we plan to
investigate varying the moving average calculation from 960
samples (120 sps × 8 s) to N×8 samples (N sps × 8 s),
along with corresponding adjustments to CNN parameters -
modifying kernel size from (1, 2) to (1, N) and stride from (1,
1) to (1, N).

B. Practical use of the Transformer Encoder

Our study focused solely on the Transformer Encoder
component and demonstrated its practical applicability for
interface implementation. Specifically, not only did we achieve
a LER of 0.122 (0.008), but we also recorded a total inference
time of 0.732 s for processing the entire evaluation dataset.
Given that the evaluation dataset consisted of 1,042 words, we
estimated an average inference time of 0.702 ms per word.

C. Limitation

The current recognition system is not designed for real-time
processing; rather, it begins recognition only after receiving a
complete word input. Moreover, our continuous fingerspelling
dataset consists solely of word-level data, and similar to
SpellRing [26], does not include sentence-level data. Thus,
we cannot evaluate continuous fingerspelling recognition at
sentence-level including also NM expressions and grammatical
omission. In addition, as our implementation only utilizes
the Transformer Encoder, we have not conducted compara-
tive analyses involving Transformer Decoder or CTC [28].
Moreover, our analysis does not include comparisons with
other advanced architectures used in previous studies, such
as Conformer [19], Spatial Temporal Graph Convolutional
Networks [18], and Signformer [21].

VI. CONCLUSION AND FUTURE WORKS

In this study, we conducted a quantitative evaluation using
the CNN-LSTM combined model as a baseline to assess
whether the Transformer Encoder could improve Japanese
fingerspelling recognition rates. Our results demonstrated that
for 76 Japanese fingerspelling characters, the system achieved
average micro and macro F-measures of 93.8% (0.2) and
77.4% (1.0), respectively, with a word-level LER of 0.122
(0.008). We confirmed that replacing LSTM with Trans-
former improved generalization performance. Future work
should investigate machine learning models incorporating both
Transformer Encoder and Decoder architectures. Additionally,
comparative analyses including CTC and HMM approaches are
necessary. Further our research will also extend to comparisons
with other advanced architectures, such as Conformer [19],
Spatial Temporal Graph Convolutional Networks [18], and
Signformer [21]. Finally, we plan to examine the spatial
characteristics differentiating fingerspelling from sign language
through comparative analysis using our collected one-handed
sign language dataset [36].
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Abstract—The CoMeSy project is developing a system for
multimodal interaction between humans and cobots, where the
cobot acts as an intelligent assistant. The system uses speech and
gestures as input, and responds with speech, sounds, actions, and
visual feedback. A key challenge is dynamically creating action
plans based on human input, world knowledge, and visual percep-
tion. The system integrates several technologies, including speech
recognition and synthesis, image processing, object detection,
hand tracking, and acoustic feedback. Currently in development,
the project aims to address intelligent communication, situational
understanding, dynamic planning, reactive behavior, and robust
handling of interruptions, with plans for empirical evaluation.

Keywords-Multimodal interaction; Human-Robot Interaction
(HRI); Collaborative robotics; Cobot as an intelligent assistant.

I. INTRODUCTION

Collaborative robotics, especially the interaction between
humans and robots (HRI), has become a central research
area in robotics [1], [2]. The CoMeSy (CoMeSy: Cobot
Mensch Symbiose, German for Cobot Human Symbiosis)
project focuses on multimodal, situationally embedded in-
teraction with a cobot with the aim of jointly carrying out
action processes. The cobot should take on the role of an
intelligent, supportive assistant; the human takes the lead in
the process. The interaction between human and cobot is
realized through multimodal inputs (speech and gestures) [3].
The cobot also reacts multimodally via speech and acoustic
signals, can perform situation-adapted actions and give visual
feedback via a table projection. A central challenge consists
in the creation of dynamic action plans, which are based on
the instructions of the human, the inherent world knowledge
of the current domain as well as the (visual) perception of the
current state of the world.

The rest of the paper ist structerd as follows: Section II
will first provide an overview of related work, followed by an
explanation of the underlying research agenda in Section III.
Section IV will elaborate on the basic technical scenario, for
which the situated action control will be described in Section
V. Section VI concludes the paper and summarizes the central
findings.

II. RELATED WORK

The development of multimodal human-robot interaction
(HRI) has seen significant progress in recent years, particularly
with regard to the integration of speech, gestures and other
modalities. The objective of this integration is to establish
seamless and intuitive communication between humans and
machines.

A comprehensive overview of human-robot collaboration
is provided in [4]–[6]. The impact of robot movements on
human-robot collaboration is analysed in [7] and is pertinent
to the planning of robot movements to avoid collisions with
the user.

The significance of multimodal interfaces is highlighted in
[8], with a primary focus on communication through speech
and gesture. In particular, it is emphasised that the content
of the communication is more important than the method,
which is facilitated by the use of multimodality. This assertion
is further substantiated by comparative analyses of unimodal
and multimodal user interfaces in [9], [10]. The findings
of these studies demonstrate that multimodality serves to
reduce cognitive load. This is considered to be of crucial
importance for the system concept under discussion, with the
result that the user can concentrate primarily on the work
task and act intuitively with the robot. In a similar vein, the
study by Turk [11] corroborates the notion that multimodality
fosters enhanced user acceptance. Common misconceptions
in the domain of multimodal interaction and its advantages
are illustrated by Oviatt [12], while Baltruvsaitis et.al. [13]
examines the relationships between the modalities and de-
scribes various forms of fusion, as well as the challenges that
arise when evaluating multimodal interaction. The challenges
of evaluating multimodal interaction are also considered in
the context of this work, as it is essential to interpret the
various modalities correctly and to integrate them to form a
comprehensive understanding.

The integration of Large Language Models (LLMs) in
robot planning is investigated in [14], wherein the capacity
of LLMs to generate Behaviour Trees for robot task planning
is analysed. An interactive planning approach with LLMs that
enables agents to handle multiple tasks in open environments
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is presented in Wang et.al. [15]. In this work, however, the
LLM will be used to transition from a voice command to a
series of granular actions. Additionally, Ao et al. [16] adopt
an approach integrating speech and gestures into a planning
method with an LLM, with the objective of generating a
sequence of actions for a robot. Another LLM-driven approach
to robust task planning and execution is presented in [17],
where mainly visual information is used to obtain a worldview
and plan tasks in it, whereas in this work a multimodal input
is used.

The subject of computer-based hand gesture recognition for
HRI is addressed in depth in the publication by Qi et al.
[18]. The utilisation of direct gestures for communication with
robotic systems is addressed in [19]. A context-aware robotic
assistance system based on pointing-based gestures to support
humans is described in [20] and demonstrates the significance
of the robot’s world knowledge for this work, ensuring the
accurate interpretation of gestures.

A comprehensive overview of Behaviour Trees (BTs) in
robotics and artificial intelligence is given in [21], [22],
highlighting the application of BTs to control robot behaviour
as it will be used in this work. A key benefit of behavior trees
is their capacity for dynamic response to alterations during
runtime.

III. RESEARCH AGENDA: AN INTELLIGENT,
COLLABORATIVE SYSTEM

The primary goal of the project is the development of
an intelligent, collaborative system that can be controlled
by natural language communication and intuitive gestures.
CoMeSy should be able to perform complex tasks in dynamic
environments and flexibly adapt to unexpected situations. The
research agenda includes the following points:

1) Intelligent communicative behavior within the frame-
work of collaborative action: the system should be
able to understand and generate natural language and
effectively integrate it into the cooperative work process.
To do this, the system must be able to exchange relevant
information, give and receive instructions, provide and
process feedback, and coordinate its own actions with
the human actor.

2) Situational interpretation of linguistic instructions and
gestures: CoMeSy should interpret linguistic instructions
and gestures situationally, i.e., grasp the meaning of
language and gestures not in isolation, but in the context
of the respective situation. This includes resolving am-
biguities, processing ellipses, deictic expressions, inter-
jections, and prosodic markings, accepting the pragmatic
use of language, and ideally recognizing the intention of
the communication partner.

3) Dynamic action planning based on a linguistic target
specification: the system should be able to create dy-
namic action plans based on a linguistic target specifi-
cation. This requires the ability to break down complex
tasks into subtasks, develop suitable action strategies,
and adapt them flexibly to changing world states

4) Integration of reactive behavior control into action ex-
ecution: the system is able to react quickly and ap-
propriately to unexpected events and changes in the
environment and, if necessary, adapt action plans and
develop alternative strategies.

5) Robust system behavior in case of interruptions or
dynamic changes of the world state: CoMeSy should
demonstrate robust system behavior in case of interrup-
tions (such as communication breakdowns) or dynamic
changes in the world state.

IV. SCENARIO: COLLABORATIVE WORK

CoMeSy is currently in its first construction phase. In
addition to the physical construction of a work cell, the
components for sensor data preprocessing, in particular, have
been implemented:

• Speech recognition and speech synthesis (whisper.cpp,
coqui/XTTS-2)

• Reading out the current camera images (opencv)
• Visual object detection and classification (yolo11m with

fine-tuning via LabelStudio)
• Hand detection and posture analysis (mediapipe and

tensorflow-based ANN (Artificial Neural Network)
• Synthesis of acoustic feedback signals (SuperCollider)

Figure 1. The work cell: Cobot and human share a workspace. Two cameras
capture the workspace and the human. Visual information can be displayed
on the work surface via a horizontal beamer.

A. The work cell

Human and Cobot (here Universal Robot UR-5, or IGUS
Rebel) work together in a work cell (see Fig. 1) and share a
common work surface. The UR-5 is equipped with a 2-finger
gripper that allows it to grasp and place objects. The 2-finger
gripper is also equipped with a force-torque sensor that enables
precise measurements of the forces and torques acting on the
gripper.
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A depth image camera, which is mounted above the Tool
Center Point (TCP) of the robot, captures both the objects
to be gripped and the current position of the 2-finger gripper.
The captured objects are initially designed in simple geometric
shapes, such as cuboids, cylinders, prisms and cubes, whereby
they can be in different colors.

The work surface itself is captured by a vertically aligned
camera. This camera is able to identify the position and
orientation of the objects on the work surface. In addition,
it has the ability to identify the hands of the human, to
distinguish between the left and right hand and to determine
the respective hand posture (see Fig. 2).

The upper body of the human is captured by an inclined
camera to obtain additional information about the posture and
movements of the user. A short-range beamer projects an
image onto the work surface to provide visual information
or instructions.

Figure 2. Impressions: a): The prototype of the AR application for the UR-5.
b): Prototype 5-finger hand c): View of the 2-finger gripper, depth camera and
short-range beamer. d): Hand posture recognition

The multimodal interaction is completed by acoustic inputs
via a 4-channel directional microphone and acoustic outputs
via a loudspeaker. This setup enables a comprehensive record-
ing of the interactions between human and cobot as well as
an intuitive and versatile communication interface.

B. System architecture

The system architecture (see Fig. 3) consists of two major
subcomponents. The first consists of ROS2 (Robot Operating
System version 2) nodes, which capture the various sensor
data and, in particular, perform visual pre-processing and
recognition. There are also nodes for controlling the overall
system, which relate to different modalities, such as speech,
audio, or movement. The Blackboard serves as a memory in

this subcomponent and records all sensor data and intermediate
results. The BehaviorTree [22] is the central control of the
system, which ensures a reactive and dynamic behavior of the
robot.

The second sub-component consists of various parallel
processes, some of which are particularly computationally in-
tensive and therefore have been outsourced to a corresponding
AI server. This includes, above all, audio processing with
speech recognition, keyword spotting, and audio synthesis.
The integration of a Large-Language Model (LLM) to evaluate
speech commands is also implemented as a seperate process.
For this purpose, llama3.3 is run locally in Ollama [23].
Information about the internal state of the system, such as
recognized objects or understood commands, is visualized on
the work surface via a short-range beamer. This visualization
is also implemented as a seperate process. The communication
between the two sub-components is implemented as a REST
API via FastAPI [24].

Figure 3. The system architecture: ROS2 nodes control the robot actions.
Computationally expensive processes run on the AI (Artificial Intelligence)
Server. The two parts communicate via a REST API.

V. SITUATIONAL ACTION CONTROL

A. BehaviorTrees

In order for the system to be able to dynamically react
to user input and sensor readings at any time, the individual
running processes must be fine-grained and interruptible. With
the help of BehaviorTrees, this property can be achieved,
since BehaviorTrees are run at a defined frequency and the
individual nodes are stopped when they receive a correspond-
ing signal from higher levels of the tree. This signal can
be generated by other nodes or reactively when data on the
Blackboard has been changed."

To solve varying tasks using the BehaviorTree [22], the
individual actions that the robot is able to perform are rep-
resented in the smallest possible subtrees. Based on user
input, a sequence of granular actions can then be defined,
which can then be dynamically loaded into the tree as a
sequence. This allows different sequences of operations to be
put together which are not pre-programmed into the system
as predetermined fixed processes. The basic BehaviorTree (see
Fig. 4) thus consists of a node that calibrates the entire system
when it is started and performs a system check, a higher-level
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error handling, and a node that dynamically loads the various
subtrees, depending on the command given.

In addition, a parallel node should run as high as possible in
the BehaviorTree, ensuring the processing of the sensor data.
For this purpose, different topics are subscribed within the
ROS network and stored partly directly and partly after prior
processing in the Blackboard, so that the BehaviorTree can
access them quickly and easily.

The use of the Blackboard has the advantage that during a
single tick within the BehaviorTree, the data in the Blackboard
is not changed, so that the entire BehaviorTree works with the
same consistent values. If individual nodes were to subscribe
to the same topics independently, the values could change and
the tree could thus work with inconsistent data.

root
Parallel

command
subscriber

image
subscriber

fingertip
subscriber

tasks

startup 
sequence

calib syscheck

calibration system
check

dynamic subtree loader error recovery

error 
handling

return to
home

......

Figure 4. The basic BehaviorTree: At the very top (marked yellow) is the
parallel node, which contains the various subscribers and the main task.

B. Multimodal action sequences: examples

The interaction between humans and robots in collabora-
tive robotics requires intuitive and efficient communication
strategies. Speech-gesture-control allows humans to interact
with the robot in a natural intuitive way and it also allows to
coordinate complex tasks. In the context of a work cell, where
objects are located on a table, the situation-based formulation
of action instructions is crucial for the success of human-robot
collaboration.

In the following, 3 exemplary multimodal interaction se-
quences are outlined to illustrate the complexity of speech-
gesture controlled human-robot interaction. We assume the
following initial situation: several geometric objects are po-
sitioned on the table. The cobot is ready to take on tasks.

A crucial element for the interaction between humans and
robots is visual perception. The camera enables the cobot to
perceive its environment, recognize objects, and move safely
within the space. In the example dialogue in table I, objects

are verbally referenced via shape, color, and spatial relation,
and identified through the visual channel.

TABLE I. ACTION-SEQUENCE 1: COLLABORATIVE BUILDING

agent action/utterance
Human "Hand me the red cube."
Cobot (Moves camera to the tabletop, identifies the red cube.)

"Alright, which arm would you like?"
Human (Holds out left hand.) "Left, please."
Cobot (Grasps the cube with the left hand, lifts it, and rotates it

so that the human can easily grasp it.)
Human (Grasps the cube and places it on top of the blue pyramid.)
Cobot (Observes the action.) "Would you like to continue build-

ing?"

TABLE II. ACTION-SEQUENCE 2: FAILED COMMUNICATION

agent action/utterance
Human (Points at the red cube and makes a rotating motion with

their hand.) "Turn the cube."
Cobot (Misinterprets the gesture.) "Would you like me to rotate

the cube around its own axis?"
Human (Shakes head.) "No, turn it so that the red side faces

upwards."
Cobot (Re-analyzes the situation.) "Ah, now I understand." (Ro-

tates the cube accordingly.)

In the situational embedding of the cobot, it is assumed that
communication and action can fail, and in many cases they
will. Errors can occur due to misunderstandings (see Table II)
or unforeseen events (see Table III). It is, therefore, important
that humans have the opportunity to intervene in the work
process and make dynamic corrections if necessary.

VI. SITUATION-BASED LANGUAGE CONTROL

Language processing in CoMeSy takes place on two con-
ceptual levels. At the lower level 1, we consider strictly
situationally embedded instructions, which often have deictic
constructions or are situationally expanded and interpreted
as linguistic ellipses. These instructions usually refer to the
current running sub-action and allow humans to linguistically
control and modify it.

At the higher level 2, the specification of more complex
actions takes place; actions that are constructed as a sequence
of sub-actions and that need to be planned in a dynamic and
situatiated way.

The following are examples of level 1 instructions, ex-
plained in detail. We differentiate between general instruc-
tions, position-related instructions, manipulation-related in-
structions, and situational modifiers.

A. general instructions

• Stop, Halt: Interrupt the current sub-action.
• Continue: Resume the previously interrupted sub-action.
• Yes, No: Confirm or reject instructions or feedback from

the robot.
• Faster, Slower: Adjust the robot’s action speed (to suit

human needs).
• Correct, Incorrect: Evaluate the robot’s action, allowing

for error correction.
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B. position-related instructions

• Left, Right, Forward, Backward, Up, Down: Description
of directions and positions in space, often in combination
with prepositional phrases (e.g., "in front of the object").

• In front of, Behind: Describe the position of an object in
spatial relation to one another.

• Above, Below: Also relational, but refer to the vertical
positioning of objects.

C. manipulation-related instructions

• Grasp, Release: Describe the basic actions of the robot
gripper.

• Turn/Rotate the hand, The other way around, Clockwise,
Counterclockwise: Control of the robot’s gripper during
rotational movements.

TABLE III. ACTION-SEQUENCE 3: UNFORSEEN EVENTS

agent action/utterance
Human "Can you bring the green sphere to the pyramid?"
Cobot "Sure!" (Moves to the sphere, grasps it.)

- (Unexpected event): The sphere rolls away and falls off the
table.

Cobot (Searches for the sphere with the camera.) "Oh, the sphere
fell. I’ll try to get it." (Moves to the floor, grasps the
sphere.)

Human (Points to a new spot on the table.) "Put it there."
Cobot (Places the sphere in the desired location.)

D. situational modifiers

• A little more, A little bit further : Fine-tuning of positions
and movements. These instructions have lower precision
and may require additional visual or tactile feedback.

VII. CONCLUSIONS

CoMeSy is currently in the technological development
phase. Hardware and software components have been identi-
fied, a system architecture has been outlined, and in the follow-
ing weeks, with the completion of the first iteration, integration
into a working prototype will take place. Subsequently, the
points of the research agenda will be addressed. In addition
to carrying out the necessary functional tests, the system will
be empirically evaluated via subject tests. Furthermore, the
complexity of the scenario is to be gradually increased, for
example, by integrating the 5-finger hand and using further
objects.
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Abstract— The increasing need to support elderly individuals 

and people with disabilities has driven the development of 

innovative assistive technologies that enhance independence 

and improve quality of life. This manuscript presents a 

gesture-controlled home automation system that allows users 

to intuitively operate household devices, such as lights and 

blinds, without physical contact. The architecture of the 

proposed system is supported by a Raspberry_Pi 4, with 

OpenCV and MediaPipe for real-time hand gesture 

recognition. The system interprets commands and executes 

corresponding actions on connected devices, taking advantage 

of finger positions. Unlike traditional automation solutions that 

rely on voice commands or touch interfaces, this approach 

offers an accessible and hygienic alternative, particularly 

beneficial for individuals with mobility or speech impairments. 

The system exhibits high accuracy, rapid response times, and 

user-friendly operation, making it a cost-effective and scalable 

solution for smart home applications. This is achieved through 

the integration of low-cost devices and open-source libraries. 

Through this work, we contribute to the advancement of 

inclusive and contactless technology, fostering greater 

autonomy and accessibility in everyday living environments. 

Keywords- Assistive technology, hand gesture recognition, 

home automation, Raspberry_Pi, accessibility. 

I.  INTRODUCTION 

Jesse Jackson, a civil rights activist, said that "inclusion 
is the key to growth". For this reason, Assistive Technology 
(AT) is being increasingly promoted worldwide, as it 
encompasses equipment, devices, tools, and software 
designed to reduce barriers, enhance accessibility, and 
improve access to resources. These technologies empower 
individuals with hearing impairments, visual impairments, 
physical disabilities, or progressive loss of autonomy, 
fostering greater independence, self-determination, and 
inclusion in daily life [1]. According to the World Health 
Organization (WHO), there are 1 billion people in the world 
who need an assistive device, yet only 1 in 10 has access to 
one. In low- and middle-income countries, only 5% to 15% 

have access to AT. In Mexico, the 2020 National Census of 
Population and Housing shows that 20.8 million people - 
16.5% of the total population - have some form of disability 
[2]. 

To enhance quality of life, the WHO, together with the 
Global Cooperation in Assistive Technology (GATE) 
initiative, recognizes access to assistive technologies as a 
universal right. These technologies play a crucial role in 
enabling individuals to lead healthy, productive, 
independent, and dignified lives, facilitating their 
participation in education, the workforce, and social 
activities. 

AT, serving individuals with disabilities, has 
significantly contributed to their health and well-being, as 
well as that of their families. It not only helps prevent the 
deterioration of their condition but also plays a crucial role in 
reducing public health expenditures [2]. AT enables and 
promotes inclusion and participation, especially for people 
with disabilities, older people and people with non-
communicable diseases. The main purpose of these products 
is to maintain or enhance people's function and autonomy, 
thus promoting their well-being. They enable people to live a 
dignified, healthy, productive and independent life, and to 
learn, work and participate in social life [3]. 

Currently, one billion people require an assistive device, 
and this number is projected to exceed two billion by 2030, 
highlighting the growing global demand of AT. Although 
anyone can need an assistive product at some point in their 
lives, the most common users are adults and children with 
disabilities, older people and people with chronic conditions, 
such as diabetes and dementia. Examples of assistive or 
supportive products include hearing aids, wheelchairs, 
eyeglasses, prostheses and memory aids, among many 
others. In addition to promoting autonomy and well-being, 
these products can help prevent or reduce the impact of 
secondary conditions, such as lower limb amputation in 
diabetics. They can also reduce the need for and impact of 
dependency on caregivers and medical and support services. 
In addition, access to appropriate assistive devices can have 
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major benefits for community development and economic 
growth [4]. 

Despite the global need for and recognized benefits of 
assistive or supportive products, access to them remains 
limited. Addressing this unmet need is essential to progress 
towards the Sustainable Development Goals and the 
implementation of the Convention on the Rights of Persons 
with Disabilities [5][6].  

It also responds to the growing demand for home 
automation solutions that are accessible and adaptable to the 
needs of different users. Unlike traditional home automation 
systems that require touch interfaces or voice commands, 
gesture-based control offers an innovative alternative that is 
ideal for people who have difficulty speaking or using 
physical devices. The COVID-19 pandemic highlighted the 
importance of non-contact technologies to reduce the spread 
of disease, and these types of solutions can help improve 
hygiene and safety in different contexts. 

Finally, this project has significant educational and 
technological value as it combines the use of open-source 
hardware and software, promoting learning in areas such as 
computer vision, image processing and embedded control. Its 
modular and scalable design allows for future improvements 
and adaptations, making it a basis for the development of 
more complex automation and accessibility systems. 

The project was motivated by the need to help the elderly 
or people with reduced mobility, who often find it difficult to 
perform everyday tasks such as turning lights on and off or 
manipulating objects at different heights. With the 
advancement of technology, it is possible to develop 
innovative solutions that improve their quality of life, 
providing greater autonomy and comfort at home [7]. 

The present manuscript presents the design and 
implementation of a control system based on hand gestures. 
The system enables intuitive and contactless control of light 
bulbs and the opening/closing of blinds, enhancing 
accessibility and ease of use. A Raspberry_Pi 4 is used as a 
central processing unit, together with the OpenCV [8] and 
MediaPipe libraries [9] for real-time gesture recognition and 
analysis. Through finger position recognition, the system 
interprets various commands and performs specific actions 
on the connected devices, providing an efficient and 
accessible user experience. The Raspberry_Pi 4 was chosen 
for its processing capacities, low power consumption, and 
versatility in integrating with various sensors and actuators. 
In addition, its compatibility with Python [10] and 
specialized computer vision libraries, such as OpenCV and 
MediaPipe, allows the development of optimized algorithms 
for real-time image detection and processing. These elements 
ensure accurate and reliable operation, even in environments 
with lighting variations or unconventional hand positions. 

In addition to its application in the home, this project has 
the potential to be extended to other areas such as industrial 
automation, advanced domotics, and accessibility systems 
for people with disabilities. The ability to control devices 
through gestures without the need for physical contact 
represents a safe and hygienic alternative, especially in 
environments where interaction with surfaces must be 
minimized, such as hospitals or laboratories. 

In conclusion, this system aims to provide an innovative, 
accessible and efficient solution for home automation, 
improving the independence and quality of life of users. 
With advanced computer vision and embedded processing 
technologies, new possibilities are explored in the field of 
contactless control, with potential applications in various 
areas of daily life. 

The rest of this paper is organized as follows. Section II 
describes the related work. Section III describes the materials 
and methodology used in the implementation of the proposed 
system. Section IV presents and discusses the results, and 
Section V summarizes the conclusions and future works. 

II. RELATED WORK 

The interest of the research community in AT is 
evidenced in a few recent works. For instance, in [11], the 
current populace of the elderly is apparently abandoned by 
the younger generations due to their individual 
circumstances. To enhance vitality and improve the well-
being of elderly individuals, an assisted home care system 
can serve as a valuable solution by offering comprehensive 
nursing care and continuous monitoring. The proposed 
system used voice and gesture (MPU6050 accelerometer) to 
control home appliances like turning on/off the light, 
closing/opening of curtains, TV, and fan or AC within the 
living spaces. The system also monitors real-time activities 
like heart rate and body temperature for the elderly citizens. 
In the event of an emergency, such as anomalous behaviors 
indicating a stroke, the proposed system automatically 
triggers an alarm and turns on an emergency light to alert 
family members or caregivers. This smart environment can 
set the temperature and help control the living parameters 
based on the users’ comfort and their health conditions [11]. 
Gourob et al. [12] reveal that Human-Robot Interaction 
(HRI) has become an important topic in today’s robotic 
world, especially in assistive robotics. Vision based hand 
recognition systems provide solutions for these types of 
human demands. In the system proposed in [12], users do 
not need to physically operate any devices. Instead, a 
camera captures hand movements, and these recordings 
serve as input for gesture-based control, enabling seamless 
and contactless interaction with the system. Regarding the 
elderly people, patients and disabled people can benefit 
from this kind of gesture control. Besides, AT can be used 
in extreme environments where direct contact is impossible 
or impractical. Here, a vision-based hand gesture system for 
controlling robotic hands has been developed. The main 
intention in [12] is to implement a vision-based gesture 
recognition system that recognizes data gathered from hand 
movements through a camera. In [13], the authors reviewed 
the sign language research in the vision-based hand gesture 
recognition system from 2014 to 2020. They identified 
progress and relevant needs that require more attention. The 
review shows that vision-based hand gesture recognition 
research is an active field of research, with many studies 
conducted, resulting in dozens of articles published annually 
in journals and conference proceedings. Most of the articles 
focus on three critical aspects of the vision-based hand 
gesture recognition system, namely: data acquisition, data 
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environment, and hand gesture representation. They also 
reviewed the performance of the vision-based hand gesture 
recognition system in terms of recognition accuracy. For the 
signer dependent, the recognition accuracy ranges from 69% 
to 98%, with an average of 88.8% among the selected 
studies. The lack in the progress of continuous gesture 
recognition could indicate that more work is needed towards 
a practical vision-based gesture recognition system [13]. 

The authors in [14] propose a Home Automation System 
with hand gesture recognition based on Mediapipe, using 
Arduino UNO. As one gets older, his/her mobility tends to 
decrease. Therefore, simple tasks such as getting up to 
switch the lights on or turning the fan off can become 
difficult. Thus, it became imperative to create a system 
which allows them to perform these tasks - a “Hand 
Recognition based Home Automation System”. Various 
methods for gesture recognition have been discussed as well 
as how every model produces a varying training time and 
accuracy. Although an average accuracy was found to be 
98% with the majority of the Machine Learning (ML) 
models and MediaPipe's technology, our suggested 
methodology demonstrates that MediaPipe with Dense may 
be effectively utilized as a tool to correctly recognize 
complicated hand gestures. Additionally, training this 
particular model takes much less time compared to the other 
models. Faster real-time detection of gestures demonstrates 
the efficiency of the model. In [15], the authors propose a 
remote-control method based on one-handed gestures for 
mobile manipulator, so that the operator can control the 
entire robotic system with only one hand. In this study, they 
combined real-time hand key points detection technology 
provided by MediaPipe, with the RealSense D435i depth 
camera to address the inaccuracy in depth recognition 
problem of the original method. Then, the position, pitch, 
and rotation of the hand are analyzed to generate control 
commands. A lightweight gesture recognition model based 
on a Gated Recurrent Unit (GRU) is proposed to use 
specific gestures for switching between controlled objects.  

In [16], the authors focus on the design of a gesture-
controlled robotic arm that is navigated with the help of a 
webcam and OpenCV-enabled real-time hand tracking. 
Embedded with OpenCV’s hand tracking module, the 
system successfully identifies the hand landmarks from the 
live camera captured hand movement of the user. The state 
of each finger is represented as a string that includes the $ 
symbol and a number, such as $00010. This is transmitted to 
an Arduino UNO board, and, based on this information, the 

robotic arm can move its fingers up or down. Control of 
the flows of the movement of the robotic arm is done using 
the Arduino UNO whereby the servo motors receive signals 
to move 0 or 180 degrees. This is mainly due to the 
efficiency, precision, and short latency of the suggested 
system, which makes it novel. It gives the user a simple 
graphics interface to control robotic arms without the 
necessity to know programming or have specific hardware. 
This technology provides an effective solution in robotic 
manipulation and presents the enormous potential to 
enhance HRI in different application areas [16]. 

III. MATERIALS AND METODS 

Gesture recognition is a technique that interprets hand or 
body movements to interact with electronic devices without 
the need for physical contact. It has a wide range of 
applications, from video games and augmented reality to 
home automation and accessibility for people with 
disabilities. 

A. Raspberry_Pi 4 and its features 

The Raspberry_Pi 4 [17] is a low-cost, high-performance 
microcomputer ideal for image processing and embedded 
control applications. Its key features include: 

• Quad-Core ARM Cortex-A72 processor. 
• Up to 8 GB of RAM. 
• General Purpose Input Output (GPIO) ports for 

connecting to sensors and actuators. 
• Support for Python and computer vision libraries. 
Raspberry_Pi 4 is used to: 
1. Capture real-time video from a Pi or USB camera. 
2. Process the images using OpenCV and MediaPipe to 

recognized gestures. 
3. Send signals via the GPIO ports to the actuators that 

control, for example, spotlights and blinds. 
In this system, GPIO ports are used to switch spotlights 

on and off using relays or voltage control modules and 
control a motor to open and close blinds based on detected 
gestures. Communication between the software and the 
actuators is achieved by programming the Raspberry_Pi 4 in 
Python, allowing for easy and efficient integration. This can 
be seen in Figures 1 and 2. 

 
 

 

Figure 1. Schematic diagram. 
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Figure 2. Module actuator blinds. 
 

Figures 3 and 4 show the prototype implemented to carry 
out the tests and observe how the programmed gestures 
interact with the system. With the corresponding gesture, the 
lights are turned on or off accordingly. With other gestures, 
the blinds are closed or opened (the motor turns on or off).  

 

 

Figure 3. Prototype based on Raspberry_Pi 4B+. 

 

Figure 4. Prototype actuator for blinds. 

 

B. Gesture recognition techniques 

There are several techniques for recognizing and 
interpreting gestures, of which the following stand out: 

• Sensor-based: These use devices such as 
accelerometers, gyroscopes and infrared sensors to 
detect movement. 

• Computer vision-based: They use cameras and 
image processing algorithms to identify the position 
and movement of the hand. 

• Hybrid: Combining physical sensors with computer 
vision for greater accuracy. 

• This project: uses a technique based on computer 
vision because it enables gesture recognition without 
the need for additional physical devices.  

• Two key libraries are used to implement gesture 
recognition in this project: 
OpenCV (Open-Source Computer Vision Library): It 
provides tools for real-time image acquisition, 
processing and analysis. 
MediaPipe: A framework developed by Google that 
uses artificial intelligence and machine learning to 
efficiently recognize hands, faces and poses. 
MediaPipe provides pre-trained hand recognition 
models that enable segmentation and analysis of 
finger movements with high accuracy. 

The ability to perceive the shape and motion of hands can 
be a vital component in improving the user experience across 
a variety of technological domains and platforms. While 
coming naturally to people, robust real-time hand perception 
is a decidedly challenging computer vision task, as hands 
often occlude themselves or each other (e.g., finger/palm 
occlusions and handshakes) and lack high contrast patterns 
[9]. 

MediaPipe Hands is a high-fidelity hand and finger 
tracking solution. It employs Machine Learning (ML) to 
infer 21 3D landmarks of a hand from just a single frame. 
Whereas current state-of-the-art approaches rely primarily on 
powerful desktop environments for inference, our method 
achieves real-time performance on a mobile phone, and even 
scales to multiple hands [9]. 

After the palm detection over the whole image, our 
subsequent hand landmark model performs precise keypoint 
localization of 21 3D hand-knuckle coordinates inside the 
detected hand regions via regression, that is direct coordinate 
prediction, as shown in Figure 5. 

 

Figure 5. Hand landmarks (taken from [9]). 

 
Figure 6 shows examples of hand gestures that 

MediaPipe and its training model are able to detect and 
generate [9]. 
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Figure 6. Examples of hand gestures (taken from [9]). 

 
According to Table I, gesture A is the first action to set 

the system enable state to recognize the on and off orders of 
the devices. This leads to gestures B or C, which indicate 
that a device wants to be turned on or off. The system then 
waits for any gesture from D to H to turn on or off the 
chosen device. Once the system receives gesture from D to 
H, and the required action is given, the system returns to the 
system enable state, waiting for gesture A in order to repeat 
the process. 

TABLE I. MENU OF OPTIONS 

Gesture Thumb  Index Middle Ring Pinky Action 

A 0 0 0 0 0 System 

enable 

state 

B 1 1 1 1 1 It enters 

you into 

the power 

on menu 

C 1 0 0 0 1 It takes 

you to the 

shutdown 

menu 

D 1 0 0 0 0 Spotlight 

on/off 1 

E 1 1 0 0 0 Spotlight 

on/off 2 

F 1 1 0 0 1 Spotlight 

on/off 3 

G 0 1 0 0 1 Motor 

(blinds) 

 

IV. RESULTS 

The prototype was tested in a controlled environment to 
observe its operation and estimate its accuracy, response 
time and ease of use. Figure 7 shows the system enable state 
(gesture A). 

 

Figure 7. Gesture A, system enable state. 
 

Figure 8 shows gesture B, which initiates the power-on 
menu. 

 

Figure 8. Gesture B grants access to the “power-on menu”. 

Figure 9 shows gesture C, which initiates the shutdown 
menu. 

 

 

Figure 9. Gesture C, it takes you to the shutdown menu. 
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Figure 10 shows the gesture D, “Spotlight 1 on/off”. 

 

 

Figure 10. Gesture D, Spotlight 1 on/off. 
 

Figure 11 shows gesture E, “Spotlight 2 on/off". 
 

.  

Figure 11. Gesture E, Spotlight 2 on/off. 

 
Figure 12 shows gesture F, “Spotlight 3 on/off”. 

 

 

Figure 12. Gesture F, Spotlight 3 on/off. 

 

Figure 13 shows gesture G, “Motor of blind on/off”. 
 

 

Figure 13. Gesture G, Motor of blind on/off. 

 

      Figures 14, 15, and 16 show the process of turning on 

light bulb 1. The sequence of gestures is a) set the system to 

enable state, b) enter the system of devices to turn on or off 

and c) turn on bulb 1. 

 

 

Figure 14. Gesture A, powering on the system. 

 

 

Figure 15. Gesture B grants access to the “power-on menu”. 

30Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-268-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2025 : The Eighteenth International Conference on Advances in Computer-Human Interactions

                            39 / 49



 

Figure 16. Gesture D, Spotlight on/off. 

A. Aspects evaluated 

Gesture recognition accuracy: It was verified that 
gestures were correctly recognised under different lighting 
conditions and viewing angles. 

Response time: The time taken by the system to perform 
an action after detecting a gesture is almost instantaneous. 
The response time was fast enough to provide a smooth user 
experience. 

Usability: The user’s experience of interacting with the 
system was evaluated to ensure it was intuitive and did not 
require technical skills. It was tested with two elderly people, 
so further testing is needed.  

Test results: A high accuracy in gesture recognition was 
observed during the evaluation process, being robust under 
varying lighting conditions. On the other hand, users found 
the system easy to use and they appreciated the ability to 
control devices without physical contact. 

 

B. Difference from other projects 

Focus on hand gestures: Unlike other home automation 
systems that rely on touch interfaces or voice commands, this 
project focuses on hand gesture recognition, providing a 
more intuitive and accessible alternative for people who have 
difficulty using physical devices or speaking.  

Low-cost technologies: The use of computer vision 
technologies (OpenCV and MediaPipe) and a Raspberry_Pi 
4 allows for a low-cost and highly efficient implementation, 
which is not common in other similar systems that typically 
require more expensive or complex hardware. 

Optimized for different conditions: The project focuses 
on optimizing image processing for different lighting 
conditions and viewing angles, making it more robust and 
adaptable compared to other systems that may not perform 
well in variable environments. 

Ease of implementation: The modularity of the system 
allows for easy implementation and the possibility of adding 
more devices in the future. 

V. CONCLUSIONS AND FUTURE WORK 

The implementation of the vision-controlled hand 
gesture recognition system demonstrated a practical use case 

of the Raspberry_Pi 4, combined with OpenCV and 
MediaPipe, to successfully develop an effective contactless 
control interface. The proposal shows how embedded 
systems can be applied to detect hand gestures in real time, 
and to control devices efficiently and accurately. The 
Raspberry_Pi 4, based on a single-chip System-on-Chip 
(SoC), enables features, such as processing power, the 
ability to run a full operating system, excellent support for 
Python and its libraries, and various connectivity options, 
making it an excellent choice for more complex and flexible 
embedded systems. 

The use of OpenCV enables efficient image processing, 
while MediaPipe facilitates the detection and tracking of 
hand gestures, optimizing interaction with the system. This 
approach not only highlights the benefits of the 
Raspberry_Pi 4 as a computing platform, but also opens the 
door to future extensions in areas such as automation, 
accessibility and contactless control in a variety of 
environments, whether domestic, industrial or commercial. 

The affordability of the devices used, coupled with the 
utilization of open-source software libraries, enables the 
implementation of this device as a Technology Readiness 
Level 6 (TR6) prototype. This approach facilitates thorough 
evaluation and supports the development of a commercial 
prototype at Technology Readiness Level 9 (TR9). 

Additional feedback on system usage from the target 
population will be collected at a later stage to facilitate a 
comparative analysis with existing market solutions. 
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Abstract—Artificial Intelligence (AI) and its ethical implica-
tions are not new for academia and business. Challenges of
embedding principles for ethical AI in practice are obvious and
even though the gap between theory and practice is decreasing,
it does not meet the urgent need for responsible technology
development and deployment. Embedding ethical principles in
existing risk assessment practices is a novel, process-oriented
approach that can contribute to operationalising AI ethics in
organisational practice. This paper elaborates on initial phase
of collaborative development of ethical risk assessment of AI
methodology, involving private and public organisations in Nor-
way. We reflect upon our experience and present key take-
aways in a form of three lessons learnt from embedding a
Model-based security risk analysis method (CORAS) and a Story
Dialog Method (SDM) in the initial phase of the collaborative
methodology development. This study concludes that ethical risk
assessment of AI in practice is feasible and explores design issues
related to cross-sectoral settings, flexibility of the methodology,
and power-relationship.

Keywords-AI ethics in practice, ethical risk assessment, cross-
sectoral collaboration, methodology development.

I. INTRODUCTION

Current transformations of the work environments due to
wide introduction of AI systems call for new approaches to
assess and manage benefits and risks created by these systems.
AI, understood as an umbrella term in computer science for
different computing techniques enabling machines to mimic
“complex human skills”, holds many promises and hopes
together with uncertainty and fears [1][2]. Since ungoverned
AI comes together with social and environmental implications,
organisations that design and deploy AI are obliged to identify
and mitigate possible risks throughout design process and
application lifecycle.

To pursue ethical design and deployment of AI systems, a
principled approach is commonly used to guide the process
of development and deployment of AI systems [3][4]. Taking
its popularity and relative accessibility for both practitioners
and researchers, it has become a leading approach to eth-
ical AI resulting in over 100 ethical guidelines in private

and public sectors [5]-[7]. Empirical studies showed that the
impact of ethical guidelines on ethical decision-making of
the professionals is very low [8]-[10]. This suggests a gap
between ethical AI principles available and their relevance
for organisational practice. The challenge lies not only in
contextualizing the principles for each stage of development
of AI systems or a use case, but also in what professional
competences needed to practice, promote and deploy ethical
AI [11][12]. It is argued that solely ethical principles in place
are not enough to responsibly navigate a complex landscape of
AI applications in organisations and that embedding a “risk-
oriented multi-stakeholder approach” in the assessment and
management procedures is a key to effective governance of
AI [13]-[16].

Prior research suggests that, to achieve ethical AI in prac-
tice, we as research community, society, governments, busi-
nesses, have to create a common language, provide equal
opportunity for stakeholder involvement and create a system
of incentives for ethical decision-making [6][17][18]. This
study gave an opportunity to public and private organisations
in Norway to take an active part in shaping ethical risk
assessment of AI in practice methodology alongside with
researchers from different disciplines, such as ethics, data
science, risk analysis, pedagogy and social sciences. This study
investigates the following research question; What are the key
lessons learnt from the initial phase of ethical risk assessment
methodology development? How these lessons can be applied
in the next phase of the methodology development?

Through analysis of the initial stage of the ethical risk
assessment of AI methodology development, this paper con-
tributes to the developing body of knowledge on ethical AI in
practice and elaborate on the outcomes of the collaborative
processes involving academic, industrial and public sector
partners. In addition, we reflect upon the lessons learnt to guide
the methodology calibration further.

The rest of this paper is organized as follows. Section II
describes the background followed by the related work section.
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Section IV introduces CORAS and SDM as a theoretical base
for this study. Section V focuses on the methods including
approaches implemented during data collection, analysis and
participant recruitment together with ethical consideration.
Section VI presents the findings in a form of the learnt lessons.
Section VII dives into discussion connected with the results
together with limitations. The acknowledgement, conclusion
and future work suggestions close the article.

II. BACKGROUND

Rapidly emerging AI technology poses many challenges
to social and organisational structures worldwide including
environmental costs, social implications and ethical dilemmas
[19]. Norway, among the other European countries, is on the
regulatory side, adopting European Union’s AI Act, but at the
same time has an ambition to build a national infrastructure
for AI in the public sector by 2030 [20][21]. Therefore, this
invites public and private organizations to use AI systems for
digitalisation and innovation [21][22].

Norwegian organisations that are developing and deploying
AI systems are under pressure since they must comply with
local and international data protection regulations, ethical
norms, established sectorial traditions, and most importantly
innovate at the same time. While legal regulations and sectoral
traditions can be addressed through existing mechanisms,
ethical AI is new and not well-established concept in some
sectors, thus, the public and private organizations stand in
front of new challenges of implementing ethical AI in practice
[4][23].

In regard to the above-mentioned points, Ethical risk as-
sessment of AI in practice (ENACT) project has a goal of
creating such methodology that can benefit Norwegian busi-
nesses to evaluate and mitigate risks connected with design and
deployment of AI in their organization using “ethical lens”.
Among the other objectives is tailoring this methodology to be
adaptive, scalable, process-oriented and applicable to different
organisational contexts and AI applications [24].

The ENACT consortium comprises industrial partners from
public and private sectors, including medical services, finance,
logistics, welfare service and education, in addition to re-
searchers from SINTEF (lead), Østfold University College
(ØUC), the University of Oslo (UiO), and the Norwegian
University of Science and Technology (NTNU). ENACT is
funded by the Research Council of Norway (2023-2027).

III. RELATED WORK

A. Principles for ethical AI in practice

Several governing bodies, individuals and research initia-
tives have released guidelines to promote responsible AI and
ensure its development and deployment in an ethical manner
[3][18][25]-[28]. In the last 5 years, a principled approach
became the most favourable one in the literature [5][17].
Originally adopted from the bioethics and medical research,
it is centred around respect of autonomy, non-maleficence,
beneficence and justice [29]. Floridi has extended above-
mentioned principles by adding “explicability or transparency”

as a new enabling principle [25]. Policymakers, organisations,
philosophers, AI researchers and practitioners have contextu-
alized these principles resulting in over 100 public and private
guidelines across the globe [5].

Despite a high level of abstraction, many attempts have been
made to operationalise the ethical principles within different
industrial domains [10][30][31]. Even though the organizations
acknowledge importance of AI ethics and aim to be proactive,
the range of employed strategies, that work in practice, seem
limited, in comparison with the wide range proposed in exist-
ing literature [10][17][32]. However the gap between principle
and practice is decreasing, but many organisations struggle to
use ethical AI frameworks due to the ambiguity of ethical
principles and variety of approaches to its design in practice
[6][33].

A principled approach to AI ethics faced some criticism
from being ineffective in practice to lacking a long-standing
professional tradition [4][8][34]. The challenge lies not only in
contextualizing the principles for each stage of development
of AI systems or a use case but also in what professional
competences are needed to practice, promote and deploy
ethical and responsible AI [11][12].

B. Ethical risk assessment of AI in practice

Operationalising AI ethics is a challenging and multifaceted
task that usually involves various stakeholder groups and
processional competences. There is always an ethical aspect in
a risk that is affected by our moral views and values [23][35].
Ethical Risk Assessment for identification and mitigation of
possible impacts is usually performed by the ethical com-
mittees and boards and has not been standardised in regard
to AI systems [36]-[38]. Due to the rapid expansion of AI
use and design in organisations, the ethical dimension of risk
has become a prominent topic in the discussion of social and
environmental impacts of AI. Previous studies indicate that
one of the challenges of ethical risk assessment of AI lies
in qualitative nature of the assessment that, compared to the
ordinary risk assessment approaches, is not quantifiable and
rarely effective via box checking [14][36]. In addition, single
sector studies showed that ethical discussions are not tradi-
tionally embedded in some sectors, compared to healthcare
for example, which makes ethical risk assessment difficult and
highly abstract [4][38].

Several studies have addressed the questions of how ethical
risk assessment can be performed in organisations. For exam-
ple, Tartaro et al. attempted to embed an ethical dimension in
the risk assessment procedures through a four staged process
including open ended questions, risk grouping, Likert scale
evaluation (numerical value assignment), and risk identifica-
tion and visualisation [14]. This study confirmed the limita-
tions of the check-list approach and binary questions (yes/no)
for complex ethical risk assessment. The study concluded that
the open-ended nature of questions to prompt the participants
contributes to inclusive discussion and increases the support
of the risk mitigation measures by the stakeholders [14].
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Felländer et al. have employed a multi-disciplinary approach
to achieve data-driven risk assessment for ethical AI [39].
Using expert knowledge to build the definitions and establish
the requirements for cross-sectoral application, authors high-
lighted the difficulty of creating ethical risk assessment tool
applicable to different sectors and relatable to practical, real-
world problems [39].

To address power imbalances and enhance a complex
analysis of normative issues under risk assessment process,
Krijger explored a relational approach by proposing a triad
of decision-maker, risk-exposed and beneficiary to understand
and qualitatively analyse how risk is distributed and aligned
with political and social moral of the stakeholders [40].

IV. THEORETICAL FRAMEWORK

To interpret, translate and integrate ethical norms, frame-
works and guidelines into organisational practice, the limi-
tations of the principled approach can be addressed through
a process-oriented perspective through using, for example,
CORAS and SDM, which are described further.

A. Model-based method for security risk analysis

Compared to traditional risk analysis, which are based
on “failure-oriented” aspects of a system, model-based risk
assessment includes different aspects of the system, giving a
holistic view on the risks connected with it [41].

Figure 1. CORAS steps for conducting security risk analysis [42].

Model-based method for security risk assessment, also
known as CORAS, is conducted in three phases: context
establishment, risk assessment and risk treatment including
sub-processes which contain a specific set of steps presented
in Figure 1 [42].

The context establishment phase specifies the target and
the scope of the analysis. During the risk assessment phase,
the relevant risks are identified, evaluated and estimated. The
stakeholders (organisation representatives) are being engaged
on different steps of the process, allowing a variety of input
and expertise shape the risk assessment outputs. The last

phase focuses on treatment of the evaluated risks. Among the
strengths of this approach is graphical style of the commu-
nication, visual modelling, constructive use of language and
tighter integration of the assessment outputs in the system
development processes [43]. As for the limitations, the prac-
titioners noted that the CORAS language can be perceived as
“too simplistic and cumbersome to use” [44].

Since this approach has been designed for defensive risk
analysis of the assets with a focus on security, some fields
might find it difficult to steer the discussion using such terms
as “threat scenario” or “vulnerability”. In addition, the risk
analysis is performed by an external team which in practice
is expensive and difficult to scale up.

B. Making sense of organisational experiences through Story
Dialog Method

SDM is both a data collection and a data analysis method
[45][46]. SDM has its roots within critical pedagogy, construc-
tivism and feminism, and critical social sciences [45][46]. It
is based on a structured dialogue and on participants’ stories.

Figure 2. Story Dialogue Method [46].

A story can be described as a “self-interview” in a particular
situation. Each participant has a dedicated role: storyteller,
story listener, or story recorder, along with facilitators and
observer roles. SDM also has values as its point of departure,
which makes it relevant for the ENACT methodology. Further,
the method is based on a structured dialogue, following four
stages and questions related to each of the stages (see also
Figure 2):

• Describe (where WHAT-type of questions are asked)
• Explain (WHY-type of questions are asked)
• Synthesis (where SO WHAT-type of questions are asked)
• Action (NOW WHAT-type of actions are asked)
While the method was initially intended to be used by a

homogeneous group of participants (e.g., participants from the
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same organization) in physical settings, the method lately has
been used and adapted in a variety of settings with participants
coming from various organizations and backgrounds, as well
as online [47]-[51].

One of the benefits of this method, especially in power
uneven collaborative environments, is active engagement of
the participants into knowledge co-creation. It contributes to
promotion of equality and inclusion in the dialog about ethical
AI in organizations.

V. METHOD

In attempt to address existing limitations and challenges,
ENACT methodology is collaboratively developed, tested,
evaluated and validated by an interdisciplinary consortium
of researchers and small and large organisations from the
Norwegian private and public sector. Development of ENACT
methodology is grounded in collaboration and iterative adjust-
ment of the methods presented in the previous section.

A. Study context

The initial phase of ENACT methodology development and
testing took place in September – December 2024. The work-
ing group held over 25 meetings in total (internal and with
the stakeholders) to discuss the adjustments of the CORAS
and integration of the SDM methods, to adopt it to digital
workshop format and to accommodate the sectoral needs of
the partners.

To develop a methodology for ethical risk assessment of
AI which could work in practice, the working group attended
to several issues. Together, the working group examined the
challenges and opportunities for harmonizing and synthesising
major steps of the CORAS with ethical core issues in practical
settings. In addition, the analysis context was narrowed down
to one use-case that all participating organisations had in
common. Participating organisations have collectively agreed
on using Microsoft Co-Pilot transcription tool as a use-case
for ethical risk assessment.

Another important decision was made in regard to the
participants and is described further.

B. Participants in a transdisciplinary collaboration

First, to cover multiple perspectives of ethical AI, the work-
ing group was comprised of the researchers with expertise in
ethics, risk management, technology and pedagogy. Secondly,
to attend to practical issues of business settings, the work
group adopted a transdisciplinary approach. Representatives
from businesses and organisations were included in the design
of the ENACT methodology, and a representative from one of
the businesses was included in the working group that designed
the initial testing described in this paper.

Participant selection for the workshops was purposefully
delegated to the ENACT-consortium business partner repre-
sentatives who were our main contact persons throughout
the process. These allowed us to speed up the trust bonding
process with the workshop participants through the contact

person who already had workplace connections with the em-
ployees [52]. To include different organisational perspectives
in the collaborative process, the working group agreed on
recruiting participants from different sectors and disciplines
to create interdisciplinary and cross-sectoral participant pool
for all three workshops.

In total, we have involved 14 unique participants in all the
workshops and 29 in total across all workshops (non-unique).
The workshop participants had various levels of seniority in
the organisation and years of experience in their positions.
Therefore, it was important to address invisible hierarchy in
the group dynamic in the methodology design and try to “level
up the field players” through compatible facilitation techniques
and embedding SDM [53].

C. Data collection

Due to multifaceted nature of the collaborative process and
the relationships that are formed, this study has comprised
different data sources including: meeting notes, observational
notes from the workshops, pre- and post-workshop survey,
PowerPoint slides from the workshops [54]. Table I shows
an overview over the data collection process.

Two facilitators and two to three observers from the working
group were allocated per workshop. The facilitators were
responsible for introducing the theme of the workshop, the
concepts and facilitating the discussion. The observers had a
passive role during the workshops but at the same time took
process-oriented notes in addition to participants’ reflections
and ideas presented.

Together with the participants, it was decided to manually
collect observational notes for securing open dialog and free-
dom of expression under the workshops. Several participants
had made it clear before the workshop that they preferred man-
ual data collection methods rather than audio/video recordings
of the workshops, which would have affected their behavoiur.
It was agreed that audio or video recording of the workshops
will affect the behaviour and nature of the interactions among
the participants.

Observational notes were structured according to the work-
shop slides (pre-selected themes) and business partner involved
in the discussion (concerns, comments, ideas). In addition,
we collected observers’ and facilitators’ post-workshop notes
about the process. All the notes were gathered in a separate file
after the workshops and then used for methodology refinement
and adjustment of the workshop content.

D. Analysis

Using a combination of explorative approaches, such as
iterative assessment of the notes, collective reflection and
synthesis, helped make sense of the processes occurring in the
collaborative environments [55]. Since most of the data were
gathered from the participant interactions (surveys, workshops,
observation notes), workshop PowerPoints and reflections of
the working group, a combination of analysis techniques was
applied, as follows.
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TABLE I
OVERVIEW OF THE PROCESS

Workshops and CORAS
steps

Workshop 1: Establishment of the
context

Workshop 2: Risk assessment Workshop 3: Risk assessment

Time and format 60 mins, Digital workshop 60 mins, Digital workshop 60 mins, Digital workshop

Structure of the workshop

1. Introduction, information and
expectations
2. Key features of use case,
stakeholders, timeframe
3. Values
4. High level analysis

1. Information and expectations
2. Values – identifying values and
discussion
3. Scenarios – identifying values
and discussion
4. Summary

1. Information and expectations
2. Scenarios
3. Group brainstorming
4. Summary of group discussion
and initial measures
5. Summary and evaluation

Participants
10 participants
2 facilitators
3 observers

10 participants
2 facilitators
3 observers

9 participants
2 facilitators
2 observers

Ground for methodology
adjustment

Pre-workshop survey, Work group
meetings

Post workshop survey, Work
group meeting, ENACT business
partner meeting, ENACT project
meeting

Work group meeting, ENACT
business partner meeting

Concepts Actors Values Scenarios

Documentation Pre-workshop survey, 8.5 pages of
structured notes

Post-workshop survey, 8 pages of
structured notes

2 pages of notes

The main goal of the analysis process was to interpret
textual data and researchers’ observations form the workshops
to explore potential lessons for ethical risk assessment of AI
methodology adjustment and tuning. This study focused on a
systematic process analysis that was inspired by the thematic
analysis [56].

Texts that were systematically produced by the observers
under the workshops and the discussions taking place right
after were structured according to each workshop. These
were then read multiple times by several of members of the
working group, to preliminary map the process and aspects
that needed adjustment. In addition, post-workshop working
group meetings were held to share the experience after the
workshop and reflect on the process together.

After reading the notes multiple times and summing up the
reflections we have come up with analytical notes to guide
the methodology adjustment and identify learning points to be
taken to the next phase of testing. Sensemaking of qualitative
data for this study emerged from multiple levels of analysis
including participant interaction between each other, different
sectors, different seniority levels. The process that we were
trying to understand was unfolding in a continuum of the
collaborative process rather than in a hierarchically structured
manner [57]. That is why the findings are presented in a
form of lessons, overarching the major take-aways from the
workshops.

E. Ethical considerations

All parts of this study were conducted in line with national
and international guidelines for research ethics and research
integrity [58]-[60]. To attend to the rights, interests and well-
being of the participants, best practices of consent, privacy
and data protection were deployed. The study was planned in
accordance with ENACT Data Management Plan and reported
to the Norwegian Agency for Shared Services in Education
and Research. All gathered data assets were stored at the
Services for Sensitive Data at the University of Oslo.

In addition to protecting personal data of the participants,
we had to protect organizational data too. It was therefore
communicated to the participants that all the confidential
information shared with us under the workshops will not be
included in the overall findings and results to preserve orga-
nizational confidentiality. Moreover, the study was conducted
with participants representing different organizational entities
and this added another layer of complexity for ethical consider-
ations in the research process. To create a safe environment for
sharing relevant info, and to protect business representatives
from sharing protected information, the researchers had sev-
eral dialogues with representatives from the business partners
concerning which parts of the methodology they felt safe to
test in a cross-sectorial group both before and between the
workshops.

VI. FINDINGS

In the course of collaborative methodology development,
we have adjusted several aspects of the process to address
organisational needs of the participants. The analysis of these
adjustments resulted in three process-oriented lessons that are
presented in this section.

A. Lesson 1. The scope of ethical risk in cross-sectoral settings

Since sectoral traditions are different, a common “analysis
context” has to be identified and addressed in the methodology
design to facilitate the process of risk identification and as-
sessment. But even when the common ground is found, not all
participants are ready to discuss risk treatment practices openly
with other organisational sectors present. On the one hand,
the difference in sector specific use-cases provided a broader
scope of the discussion by incorporating different perspectives.
Additionally, it helped participants to centre their reflections
around ethical perspectives of risk identification and analysis
and gave structure to the discussion, contributing to bonding
and blending of participants’ cross-sectoral experience. On the
other hand, the cross-sectoral settings of the workshops created
some boundaries for engagement in a deeper discussion of
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the scenario-based assessment because of resistance from the
participants that occurred due to different sectoral traditions
and business confidentiality.

B. Lesson 2. Flexible methodology helps to address organisa-
tional needs

Our analysis suggests that ENACT methodology must ac-
commodate organisational needs and sectoral demands in
addition to addressing changing organisational dynamics and
competitive AI landscape [61]. Flexibility can be achieved
through feedback loops and iterative content adjustment. Feed-
back loops as part of the tailoring help to guide the process to-
ward current organisational demands and make the workshops
relevant for all the participants. The partner organisations
wished for a methodology that can be easily embedded in
everyday practice and will be resource efficient. We have
observed that digital format and selected timeframe of the
workshops worked satisfactory. In addition, a desired depth
of the discussion was not reached despite all the adjustment
efforts made by the working group. Introduction of the new
concepts, used to guide the discussion, took away the time
from ethical reflections and discussion.

C. Lesson 3. Easing power-relationship for structured dialog
and critical reflection

Balanced and equal engagement of the participants from
different sectoral traditions and seniority level was a difficult
task. Our observations concluded that to promote equal power
relations, the number of participants per workshop (in plenum)
should be reduced to actively include everyone in the discus-
sion. Using elements from the SDM (facilitating empowerment
through giving the opportunity to all stakeholders to voice
their opinions and worries) helped us to even the field players
through structured yet opened environment of engagement.
This approach contributed to creations of the safe space where
all the participants, regardless of their position in organisation,
could share their “stories” and contribute to the process. It was
challenging to engage every single one of the participants at
the same time, but we managed to give the opportunity to
everyone to engage in the discussion and share their worries
and views.

In some cases, the participants should be separated in
smaller groups depending on the goal of the discussion. For
fostering cross-sectoral reflections and a broader scope it is
useful to separate the participant from their fellow colleagues.
This fosters cross-sectoral reflections and broadens the scope,
in addition to easing out existing hierarchical structures among
the participants from the same organisation. On the other hand,
it was admitted by the participants that they had to “hold back”
some information in group and plenum discussions due to a
business confidentiality.

VII. DISCUSSION

The initial phase of collaborative development of the EN-
ACT methodology was a demanding and rewarding process
at the same time. Structural adjustments of the methodology

have been enhanced by reflections of the working group and
feedback loops from the participants. In the process of tuning
the working group have identified following challenges that
should be addressed for further development of ethical risk
assessment of AI in practice including

• sectoral tradition (e.g., similarities and differences be-
tween the domain of ethics and security standards with
respect to risk assessment)

• group dynamics (e.g., power dynamics in the group, busi-
ness integrity, approaches to elicit organisational needs)

• confidential information of organisational practices
• format of the workshops, which had to be realistic (e.g.,

time, digital or physical meetings, resources required) if
the businesses were to use the methodology in real world
settings

When the overall workshop structure is adaptive, it can
suit different professional competences, use cases and value
landscapes. Two CORAS steps, including establishment of
the context and risk assessment, serve as base for the ethical
risk assessment and can be aligned with already established
procedures of risk assessment in the organisations. Due to
cross-sectoral nature of collaboration, not all participants were
ready to discuss risk treatment in depth, explaining it by
business confidentiality and difference in sectoral traditions. In
previous studies, cross sectoral nature of the risk assessment
was admitted being challenging, due to different sectoral
traditions and value misalignment [38][39].

According to our results, choosing one use-case or scenario-
based approach does benefit the process in term of direction
to the discussion about the application of AI systems and
stakeholders involved in its design and use. But at the same
time, practice showed that it was difficult for facilitators to
elicit concrete scenario-based solutions for ethical dilemmas
that were identified in the first two steps of the assessment.

Participation and participant selection is about power, there-
fore the participants that are chosen to “sit at the table” matter
in terms of diversity and inclusion of ethical risk assessment
of AI [31]. While at this stage, we did not integrate all the
SDM aspects, we adopted a few central elements from SDM:
the idea of a structured dialogue, and we ensured that all
participants gave their input on each question. Embedding
SDM form the very beginning would, in theory, contribute
to evenly distributing time for each participant to join the
discussion and express their ideas during the workshop. This
would even out the dynamics in uneven power environment.

In respect to the format, digital workshops worked well in
terms of maximizing the number and variety of participants.
As for the drawbacks, digital format created a mediated space
for the interactions which had complicated the communication
and the flow of the process [62]. Because of the time con-
strains, not all participants had the opportunity to present their
ideas, in addition to that, some of the ongoing discussions had
to be interrupted due to the time constrains which negatively
affected depth and quality of the reflection processes.
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A. Limitations

This study involved participants from a small sample of
Norwegian public and private organizations. This implies that
organizational culture in these sectors can differ from the
international context and other local contexts, and so could
the organisational needs related to AI development and deploy-
ment. Moreover, the purposeful sampling of the participants
might have resulted in a biased representation of employees. In
addition, the test design excluded non-Norwegian speakers and
employees not involved in AI system development and use,
which might be relevant stakeholders. The test also included
several businesses, and to protect their interests, collaborative
efforts resulted in a small sample of themes and methods
agreed upon for testing.

In addition, Microsoft Co-Pilot was chosen as a common
AI use-case for the cross-sectoral discussion and analysis,
which limits the scope of this study to this use scenario.
Observational notes taken under the workshop were taken by
different researchers resulting in possible biases in the reported
observations.

VIII. CONCLUSION AND FUTURE WORK

Increasing presence of AI systems in everyday work of
organisations signifies a need for profound changes in the
way we understand, identify and assess the risks connected to
its use and design. The quantity and quality of engagement
with AI ethics in organisation determine the depth of the
discussion and the pool of risks identified. Despite well-
articulated principles for ethical AI, practice shows that their
practical use in organisations is ambiguous and limited.

Our study presented several methodological reflections
about ethical risk assessment of AI in practice methodology
development based on Norwegian organisational context. In
the course of this study, we have managed to test different
workshop structures and facilitation tools based on the or-
ganisational needs that were elicited through regular feedback
loops, observations and working group discussions. In a course
of collaborative design, we elicited process-oriented benefits
and challenges in a form of three lessons focusing on the scope
of ethical risk assessment in cross-sectoral setting, flexibility
of the methodology and the power relationship occurring under
the workshops.

This testing phase has resulted in preliminary skeleton
of ENACT methodology that needs future adjustments. Our
findings suggest a need for further research on ENACT
methodology implementation for example in single sector
settings, different sized organisational structures and national
contexts. This can enrich the understanding of the pitfalls,
sector-specific value landscapes and needs that are crucial for
efficient ethical risk assessment of AI in practice.

In addition, there is a need for expansion of the philo-
sophical discourse around moral values involved in AI risk
assessment and what role ethics plays in it [35].
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