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Forward

The tenth edition of The International Conference on Advances in Computer-Human
Interactions (ACHI 2017) conference was held in Nice, France, March 19 - 23, 2017.

The conference on Advances in Computer-Human Interaction, ACHI 2017, was a result of a
paradigm shift in the most recent achievements and future trends in human interactions with
increasingly complex systems. Adaptive and knowledge-based user interfaces, universal
accessibility, human-robot interaction, agent-driven human computer interaction, and sharable
mobile devices are a few of these trends. ACHI 2017 brought also a suite of specific domain
applications, such as gaming, social, medicine, education and engineering.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it is attracting excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

The accepted papers covered a wide range of human-computer interaction related topics such
as graphical user interfaces, input methods, training, recognition, and applications.

We believe that the ACHI 2017 contributions offered a large panel of solutions to key problems
in all areas of human-computer interaction.

We take here the opportunity to warmly thank all the members of the ACHI 2017 technical
program committee as well as the numerous reviewers. The creation of such a broad and high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and efforts to contribute to the
ACHI 2017. We truly believe that thanks to all these efforts, the final conference program
consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. In addition, we also gratefully thank the members of the ACHI 2017
organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success.

We hope the ACHI 2017 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the human-
computer interaction field.



We also hope that Nice provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city.
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Subjective Contribution of Vibrotactile Modality in Addition to or Instead of
Auditory Modality for Takeover Notification in an Autonomous Vehicle

Valérie Duthoit"?, Eric Enrégle

'Direction de la Recherche
Renault, Guyancourt, France
e-mail: valerie.duthoit@renault.com

Abstract—In future autonomous vehicles, drivers will be
allowed to do anything else but driving. However, those
autonomous cars may call the driver back to driving if all
requirements for autonomous navigation are not met.
Therefore, a call back sequence must be designed. The call
back sequence must be efficient, as well as satisfying, in order
not to annihilate the benefit of autonomous driving. Recent
studies show the interest of using tactile channel for in-vehicle
interfaces. In this study, we investigate the subjective
contribution of vibrotactile signal instead or in addition to
auditory modality for takeover sequences in an autonomous
vehicle. We conducted a simulator survey on 41 subjects. The
participants had to score their satisfaction and to evaluate the
efficiency and some hedonic aspects of the sequence. According
to the results, we recommend a multimodal signal for the
takeover sequences in an autonomous vehicle. This must be
confirmed with an evaluation of objective efficiency of the
signal.

Keywords- Interface design;
driving.

Vibrotactile; Autonomous

L INTRODUCTION

During autonomous navigation phases, drivers can do
anything they want but sleeping. Their attention may not be
triggered by signals that may appear. According to NHTSA,
level 3 of automation called “Limited Safe Driving
Automation”, implies that drivers must remain available to
intervene with comfortable transition time if all conditions
necessary to allow autonomous navigation are not met (e.g.,
the vehicle leaves highway, etc.) [1]. To ensure a safe and
comfortable transition, a sequence of call back signals must
be designed. To date, there are no standards about those call
back signals.

Traditionally in an automobile environment, auditory
and visual signals are used to convey information to the
driver. However, many applications could benefit by using
vibrations in the seat to transmit information [2], for
instance lane departure warning [3][4], collision warning
[41[5], hypovigilance alert [6], situation awareness [7],
navigation [6][8], notifications [6][9] and even relaxing
activities [10].

Several studies reported pros & cons of using tactile
modality in vehicle (see [11] for a review). Even though no
reason is given, this modality is rarely used in cars [10][12].

Copyright (c) IARIA, 2017. ISBN: 978-1-61208-538-8
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According to Wickens’ multiple resource theories [13],
tactile channel can convey information while auditory and
visual channels are overloaded [14][15]. Firstly, a few
studies reported that tactile modality has good alert
properties. For instance, the reaction time decreases for a
tactile or an auditory collision warning compared to a visual
warning or no warning, or even an auditory warning when
the driver is involved in an oral conversation [5][16].
Moreover, the tactile modality decreases the reaction time
compared to the auditory modality for a navigation system
and a Bluetooth hand-free system [6]. Secondly, depending
on the context, the properties inherent to tactile modality
can be relevant. For instance, tactile interactions are private,
and subtle [17]. Furthermore, in most of the cases, it does
not interrupt the current activity, which could let the subject
choose the exact moment of interruption, and therefore
reduce frustration.

There are also some practical limitations of using tactile
modality. Tactile interfaces can convey limited information.
Yet studies showed the possibility to recognize 7 haptic
icons during a high visual load task [18]. The best
compromise between number of possible in-vehicle tactile
alerts, and efficiency and adequacy of reaction, could be
with only 3 different tactile alerts [19]. Finally, there are
some situations that may adversely affect perception of
tactile warning. Some drivers are wearing thick clothes,
which could affect their perception of vibrotactile stimuli in
the seat [2] even though this effect may be relatively low
[20]. Also, ambient vibration could mask the signal’s
vibrations [21][22]. Recent studies show the influence of
attention, movement [23][24] and back pain [25] on tactile
sensation.

Acceptability studies show mitigate results for
vibrotactile interfaces. For a collision warning, it has better
scored including on items like “trust”, “overall benefit to
driving” or “annoyance” [4]. Auditory warnings was clearly
better accepted than tactile warning in the seat for a lane
departure warning [3]. The subjective workload associated
with a navigation system, and hand-free system were scored
higher, and items like “quick to understand” or “easy to
learn” were scored lower for tactile modality compared to
auditory. This can adversely affect the acceptability of a
tactile signal. The satisfaction evaluation may be influenced
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by the innovative nature of tactile feedback in the seat [6].
The meaning of the signal and the context may also have a
great influence on acceptability.

Multimodality is proposed to find a good compromise
between efficiency and acceptability [26]. However, it has
been shown to increase perceived urgency [8][27].

In brief, tactile modality shows interesting performances
for in-vehicle interfaces, but it must be tested for each given
application. In this paper, we focus on takeover notifications
in autonomous vehicles.

At least two types of evaluations are necessary to choose
the most appropriate modality [28]: objective evaluation, on
the measured performance, and subjective measure on
acceptability. This study focused on the second one: we
aimed to evaluate the subjective contribution of vibrotactile
modality instead of, or in addition to auditory modality
during a takeover phase in an autonomous vehicle.
Moreover, we investigated on the relevance of a reminder: a
second notification when half of the allocated time to take
over has passed.

To answer our problematic, we conducted a customer
study, described in Section II. The results are presented in
Section III and discussed in Section IV. Lastly, we give our
recommendations and perspectives in Section V.

II.  MATERIAL AND METHOD

To evaluate the signal in a realistic context, we conducted
a customer survey in an autonomous driving simulated
context.

A.  Products

A takeover sequence, begins with a takeover notification
one minute before the end of the autonomous driving mode.
In our study, we used tactile modality, auditory modality or
both.

1) Tactile signal

A haptic seat mock-up was created based on a
commercialized seat (Renault, Espace 5). Several actuators
were integrated in the seat backrest and cushion. The chosen
actuators (voice-coil type, furnished by Lofelt) enable to
independently set the frequency and the amplitude of the
vibrotactile stimuli. Two preliminary studies were
conducted before the present study: the first one aimed to
define the right location of the actuators in the seat, and the
second one aimed to define the pattern of the signal.

The locations of the actuators were chosen after a
preliminary experiment for which eleven subjects
participated. The participants of this first preliminary
experiment were chosen to ensure a diversity of morphology
in the panel. There were 6 men and 5 women. Height was
from 147 to 200cm (mean: 176; sd: 13), and Body Mass
Index (BMI) from 18.4 to 30 kg/m? (mean: 23.3; sd: 4). The
actuators’ locations allow an effective and acceptable
perception of the vibration of each actuator, for all
participants. Because we wanted to have a symmetric signal,

Copyright (c) IARIA, 2017. ISBN: 978-1-61208-538-8

and because it was not acceptable to place the actuators
under the spine, they were set in two columns.

The tactile signal was designed after a second
preliminary study measuring detection and acceptability of
16 signals. Those signals were designed based on a design
of experiments, which enabled us to model detection rate
and acceptability depending on signal characteristics. It was
conducted on a large panel: 80 participants from 30 to 75
year old (mean: 49; sd: 11), BMI from 17.7 to 53.5 kg/m?
(mean: 26.2; sd: 5.4). This signal is above detection
threshold and supposed to be well accepted (estimated
satisfaction score: 8.3/10).

2)  Auditory signal

In this study, auditory signals previously designed for
partially autonomous driving studies [29] were used. We
only used the signal designed for a takeover notification,
which is the equivalent of the vibrotactile signal. The signal
was previously used in a few customer studies and was
never reported as disturbing.

3)  Takeover sequences

Five different takeover sequences were tested (see Table
1). Three are composed by a single notification occurring 1
minute before the end of autonomous mode. The other two
were composed by two notifications: the first notification
occurring 1 minute before the end of autonomous mode,
followed by a second notification when half of the time to
take over has passed (Fig. 1). We used either vibrotactile
signal, auditory signal or a combination of those two
signals.

TABLE L MODALITIES OF THE NOTIFICATIONS FOR EACH
SEQUENCES
First .
Sequence . . Reminder
notification
A% Vibrotactile -
A Auditory -
V+A Mixed -
V + reminder A Vibrotactile Auditory
V + reminder V+A Vibrotactile Mixed
F Autonomous Takeover
| (® mode available >/ Notification
‘ o) ‘me count down
Manual Autonomous driving Manual
@ driving ‘ E Possibly driving
Non-Related to reminder
Driving task

Figure 1. Driving trial with notification and possible reminder to takeover
sequence.

B.  Simulation

The study was conducted in a fixed-base simulator
consisting of driver and passenger seats, steering wheel, and
pedals (Fig. 2 a). The road was projected on a 60 inch
screen (Samsung UE60D6500).Visual HMI (Human
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Machine Interface) were disposed on two screens. The first
one was a 15 screen corresponding to the dashboard (Fig.
2 b, Litemax®, SSD 1515 ENB GO1). The second was a
10,4 touchscreen and corresponds to the central screen
(Fig. 2 ¢, Litemax®, SLO1068 EGB 151). Visual interfaces
related to autonomous system were developed to conduct
autonomous driving studies at Renault. They remain the
same for each takeover sequence. They continually display
the state of the autonomous system (unavailable, available,
activated, takeover notification, takeover required). The
scenario was navigation on a highway road. The takeover
notification was triggered by the experimenter without any
scenario reason. The autonomous driving system used in
this study was developed for an intern ergonomics study
[30]. The simulation was generated using the simulation
software SCANeR™ (v 1.4; Oktal), and the HMI were
synchronized with the software RTMaps (v.4 ; Intempora).

Figure 2 : Picture of the simulator

C. Observers

41 volunteers were recruited after an internet screening
survey. This screening survey had two objectives:

e  Recruit people without motion sickness and
without negative opinion on testing autonomous
driving. This way we avoid eventual rejection
effect due to this particular technology.

e  Selecting observers by the activity they declared
they want to do during autonomous phases:
observers had to choose an activity among three
before the test: reading on a hard copy, working or
watching a movie. We tried to form three
equivalent groups of people performing those three
activities: 15 participants were reading, 15 were
watching a movie and 11 were working.

The participants had to bring their own device or book
with them for the test. We assumed that letting them choose
and provide their own activity would give them more
interest for the non-related to driving task (NRD) that they
would perform during the autonomous driving phases, and
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therefore make the situation closer to the implication they
would have in real situations.

The volunteers were all employees working at the
Technocentre Renault (Guyancourt, France). There were 39
males and only 2 females from 21 to 60 years old (mean:
40; sd: 12) and their body mass index varied from 14,5 to 32
kg/m? (mean: 21; sd:4). They were unaware of the nature of
the research, except the fact that it deals with autonomous
driving.

D. Procedure

First of all, the autonomous driving HMI were explained
to participants. Moreover, the autonomous driving interfaces
were presented. The experimenter explained that when the
first takeover notification rings, there is 1 minute left to
takeover. He also explained that driver safety is ensured by
the system anyway, even if the driver does not take over on
time.

After a familiarization phase with the autonomous

driving HMI and with the simulator, the test procedure was
explained to the participants.
The session consisted of five tests. For each test, the
participant started to drive, engaged the autonomous mode,
focused on a “non-related to driving” task, and then,
resumed the driving after the takeover signal of the current
test.

The current call back sequence was played before each

test in order to make the subject identify the takeover
notification.
After each sequence, the participants had to fill a survey
with a global satisfaction score and to score 9 adjectives
relative to hedonic evaluation (“pleasant”, “soothing”,
“stressful”, “frustrating”, and “disturbing”) and to perceived
efficiency (“noticeable”, “stimulating”, “clear” and
“efficient”).

The test order was balanced among participants, using a
Latin square design: each sequence was tested an equal
number of times at a given rank.

The test took about 1 hour per participant. The experiment
lasted one month during the summer of 2016.

III.  RESULTS

As the 41 subjects evaluated the 5 different sequences,
there were 205 observations.

A. Satisfaction scores

We performed an analysis of variance (ANOVA) of the
satisfaction score with sequence, NRD task and presentation
rank as explicative variables. The sequence does have a
significant influence on satisfaction but NRD task and
presentation rank do not (Table 2).

There was no significant difference between the two
unimodal sequences. The two unimodal sequences were
worse scored than bimodal sequences. The reminder does
not have any significant effect (Fig. 3).
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TABLE IL RESULTS OF THE ANOV A ON THE SATISFACTION
SCORES
Source DoF F Pr>F
Rank 4,194 0,805 0,523
Sequence 4,194 6,685 <0,0001
NRD task 2,194 0,028 0,972
10
8 ——————————————————
6
4 7,2
6,8 ,
56 6,3
2
0
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Figure 3. Mean satisfaction scores and Bonferroni pairwise comparison
tests (0=0.05).

B.  Adjectives

For each adjective, a one-way ANOVA was performed
with sequence, NRD task, presentation rank and the
interaction sequence*NRD task as explicative variables
(Table 3), followed by a Bonferroni pairwise comparisons
test (0=0.05).

TABLE III. RESULTS OF THE ANOV A ON THE ADJECTIVES

Perceived efficiency Hedonic evaluation

o
- e . w o= § 2
< = =] =] g = = o
51 = - 2 S = 7] E=} E
s E § & § 3B & 7 2
© = = 2 S = 2 =
Z 9} @) 23] & 195) 5] |3 a

Fas 189 6,44 5,16 3,774 427 1,09 085 1,02 1,66 091

Pr>F <0,01<0,01 <0,01 <0,01 037 0,63 044 0,05 0,57

23,31 17,93 10,70 13,81 1,67 1,62 143 034 244
Sequence
<0,01 <0,01 <0,01 <0,01 0,16 0,17 022 085 0,05

2,36 4,01
NRD-Task
0,10 0,02 0,01 0,02 0,29 035 021 <0,01 0,20

4,74 4,08 1,25 1,05 1,57 11,29 1,61

2,03 045 147 092 043 045 0,80 0,12 0,29
Rank
0,09 0,77 021 045 0,79 0,78 0,53 097 0,89

Seq. * 0,64 068 0,71 094 1,15 052 082 0,64 033

NRD-task 074 071 068 049 033 084 058 0,74 0,95

The interaction type of sequence*NRD task and
presentation rank had no effect on any adjective. In other
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words, the effect of the sequence was not dependent on the
NRD task, and vice-versa.
1) Influence of the sequence

The sequence had a significant effect on the four
adjectives about perceived efficiency (Fig. 4). For each, the
score of the sequence with a single auditory signal was
lower than the score of the other sequences. The reminder
had no effect compared to single vibrotactile notification or
a mixed single notification.

The adjectives “pleasant”, “soothing”, “stressful”,
“frustrating” and “disturbing” could not be explained with
the chosen explicative variables.
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Figure 4 : Mean scores by sequences for the four adjectives related to
perceived intensity. Bars correspond to a Bonferroni test (a=5%).
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Figure 5: Mean scores by activity for 3 adjectives related to perceived
efficiency and "frustrating". Bars correspond to a Bonferroni test
(0=5%).
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2)  Influence of the NRD task

The NRD task had a significant influence on three
adjectives about perceived efficiency: “stimulating”, “clear”
and “efficient” (Fig. 5). For each adjective, the scores given
by participants who were watching a movie were lower than
the scores given by those reading.

Moreover, the NRD task had an influence on one
adjective related with hedonic evaluation: “frustrating”. The
participants who were working declared to be less frustrated
than those who were reading a book or watching a movie.

IV. DISCUSSION AND LIMITATIONS

41 people participated to the study, who were divided in
three group of activity. Those groups were composed by at
least 11 participants. This was sufficient to find significant
results. Increasing the number of participant could enhance
the differences.

A. Effect of the modalites used in the sequence

Previous studies show that vibrotactile modality has
mitigate results in terms of satisfaction. The hedonic
properties of a signal seem to be dependent on the
application. In our case, i.e., takeover phase in an
autonomous  vehicle, the vibrotactile modality in
combination with the auditory modality increases the
satisfaction score. The presence of a reminder has no effect
compared to a mixed single notification. Our data show no
differences for the satisfaction scores between the tactile
signal and the auditory signal. Those results may not be
generalized to other tactile and auditory signals because the
two evaluated signals were previously optimized.

The vibrotactile modality in addition to, or instead of
auditory modality increases the perceived efficiency. Most
of the study show that tactile and auditory modality have
comparable efficiency, unless in some cases including the
driver involved in an oral conversation, where tactile alert
has been shown to be more efficient [16]. We could assume
that auditory background disturbs the efficiency of an
auditory signal, but in our study, the interaction
sequence*NRD task has no significant effect on the
adjectives. Another explanation of the better perceived
efficiency of tactile modality is the low familiarity of the
participants with this kind of signal, whereas the automobile
environment is full of auditory signals.

B.  Effect of the non related to driving task

We found that watching a movie decreases the score on
three adjectives related to efficiency. Two reasons could
explain this. First, the auditory background of the movie
disturbs the detection of the signals, regardless of their
modality. Then the involvement of the subject in their task
may be more important for those watching a movie than
those working, which is consistent with the greater
frustration of the first compared to the second.
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C. Limitations

The 41 participants were mainly males with a low body
mass index. The results should be validated with a more
diversified panel, for instance, in terms of gender, age, body
mass index.

As those results were obtained in a low fidelity
simulator, a validation in real driving situation, taking into
account vibro-acoustical background, as well as real risk
perception for the driver is needed. To evaluate the takeover
sequence, it is crucial, that the participant feels in the
position of the driver. Because, we did not have an
autonomous vehicle prototype for the experimentation, we
conducted the study in a simulator.

It could also be interesting to reproduce the study with
others tactile or auditory signals to evaluate the influence of
the nature of the signal.

V. CONCLUSION

This paper focuses on the subjective evaluation of tactile
modality in addition to, or instead of auditory modality
during the takeover sequences in an autonomous vehicle.
According to our results, we recommend the combination of
vibro-tactile and auditory modality to improve the subject’s
satisfaction as well as the perceived efficiency of the
takeover sequence.

Future studies must investigate on the objective
efficiency of the five sequences, such as time to take over,
situation awareness at takeover, in order to link the objective
and the subjective evaluations.
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Abstract—We present a new hand gesture-based user interface to
efficiently manipulate static 3D content using the Leap Motion
Controller. Our method uses intuitive gestures utilizing only the
movement of the thumb and the index finger coupled with the
hand rotation. These gestures not only allow the user to rotate the
3D content around the three axes but also scale the 3D content. We
implement these gestures using the Leap Motion Controller and
present the implementation details. We perform a comprehensive
user study to demonstrate the effectiveness of our user interface
in terms of both usability and user experience. The user study
shows that a gesture-based user interface can be employed as a
viable mechanism to manipulate 3D content and can be used in
a number of applications.

Keywords—Gestures; Leap Motion; Gesture-based User Inter-
face; User Interface Design.

I. INTRODUCTION

The rapid change in technology has brought a number of
ways to interact with software applications on a wide range of
devices. Devices like Kinect, PS Move, Wii Remote brought
motion controls to the gaming audience. Among these devices,
Kinect [1] allows a complete passive motion capture solution
without any direct physical interaction with the input hardware.
Since, it can capture the motion of the person at real-time [2],
Kinect has been widely employed to provide a gesture-based
user interface to control a number of desktop applications [1].
It can detect high level arms and body motion, but it is not
possible for it to capture fine grain hand movements up to the
level of individual fingers.

With the advent of touch-based mobile devices, users are
more comfortable with the use of hand gestures, especially
finger-based multi touch interfaces, to control the applications.
An interface that allows similar interactions on the desktop
environment would be more efficient and user friendly. Any
hand gesture control can also be easily employed in virtual and
augmented reality applications. For a user, interacting with any
application using a gesture controlled system is more natural,
because it follows familiar user interface paradigm and unifies
the user interaction across different platforms.

Incorporating gestures for user interaction first requires the
detection of gestures. There has been a number of methods
proposed to detect gestures using a number of devices. A
number of methods have employed Hidden Markov Models
to detect gestures [3] [4]. Other methods are proposed using
AdaBoost [5], multi-layer perception [6], principal component
analysis [7], Histogram of Oriented Gradients (HOG) fea-
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tures [8], and depth data [9]. A survey of 3D hand gesture
recognition is presented by Cheng et al. [10].

Following the gesture recognition, there are a number
of studies performed to evaluate the interfaces in terms of
their usability and user experience. Farhadi-Niaki et al. [11]
presented a usability study for arms and hand gestures to be
used in common desktop tasks. Bragdon et al. [12] presented
touch and air gestures for supporting developer meetings. A
usability study of gestures in the virtual reality environment
was presented by Cabral et al. [13]. Villaroman et al. [14] pre-
sented gesture-based user interface design using Kinect. Their
work shows that even with the limitations of Kinect in terms
of fine-grain gesture input, it works efficiently for common
tasks. Bhuiyan et al. [15] presented gesture-based controls
for common day-to-day tasks and studied their effectiveness
in a number of real-world scenarios. Ebert et al. [16] show
the limitations of a gesture-based interaction for manipulating
CT scan data. Liao et al. [17] presented a gesture-based
command system for interactive paper, and show that gesture-
based interfaces are well suited for new technologies. Wachs
et al. [18] presented a number of vision-based hand gesture
applications.

Recently, Leap Motion [19] introduced a new way to
interact with the desktop systems using hand and finger-based
gestures. Leap Motion primarily targets hands recognition,
and can track all 10 fingers with up to 1/100th millimeter
accuracy [19]. The Leap Motion has a 150° wide, and 135°
deep field of view (FOV). Within this FOV it can track within
8 cubic feet of 3D space. An example of the controller can
be seen in Figure 1. In contrast to Kinect, which provides full
body color, depth and pose data, the Leap Motion Controller
provides specific set of parameters related to hands and fingers.
Leap Motion SDK supports a limited number of gestures, e.g.,
Pinch, swipe, and tap [19]. Recognition of general purpose
gestures from the Leap Motion data is an active research
problem. Potter et al. [20] presented a study on viability of us-
ing Leap Motion for the sign language recognition. Guerrero-
Rincon et al. [21] presented a gesture control system using
Leap Motion to control a robot. Marin et al. [22] presented
a generic framework to detect gestures using both Kinect and
Leap Motion. In contrast, there are not many user studies that
not only implement customize gestures but also perform a user
study to demonstrate the effectiveness of usability and user
experience of a hand gesture-based interface using the Leap
Motion Controller.

In this work, we present a new user interface to manipulate
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Figure 1. (left) Leap Motion Controller with the overlay of 3D right-handed
coordinate system. (right) Tracking results are depicted on the computer
screen if the hands are placed above the controller within the tracking
distance.

static 3D content using the Leap Motion Controller. Manip-
ulation of 3D content is one of the widely performed user
interaction in the computer graphics applications. A number
of software, e.g., 3dstudio, Maya, CAD, Blender etc., employ
the manipulation of 3D content. In general, a mouse-based
interface is used for the user interaction. We implement four
gestures, only using the thumb and the index finger to rotate
and scale the 3D content. Three gestures are used to rotate
the 3D content along the x, y and z axes, while the final
gesture is used to uniformly scale the 3D content. We detail
the implementation of the gestures, and then a comprehensive
user study that evaluates the usability and user experience of
the gesture-based user interface.

In the following section, we will first present the gesture-
based user interface design and implementation (Sect. II),
followed by the user study (Sect. III). Afterward, we will
discuss the results (Sect. IV), followed by the conclusions
(Sect. V).

II. USER INTERFACE DESIGN & IMPLEMENTATION

Our gesture-based user interface is implemented using the
Leap Motion Controller. As mentioned in the previous section,
the Leap Motion Controller primarily focuses on the capturing
of hands and fingers. The Leap Motion Controller uses optical
sensors and infrared light, and the coordinate system is directed
such that the y-axis is pointing upward when the device is
placed horizontally on a surface. It employs a right-handed 3D
coordinate system. It has a FOV of 150° wide, and 135° deep.
The effective range of the Leap Motion Controller is from 25 to
600 millimeters or 1 inch to 2 feet above the device. The Leap
Motion Controller coordinate system, along with the tracking
result can be seen in Figure 1.

The Leap Motion Controller tracks hands and fingers in its
field of view. The hand tracking provides the identity of the
hand, along with its position, palm normal, direction, the arm
to which the hand is attached and the list of fingers associated
with the hand. A visualization of hand tracking can be seen in
Figure 2(left). In addition, the Leap Motion Controller tracks
individual fingers and tracks the position and direction of each
finger. The visualization of the finger tracking can be see in
Figure 2(middle). We make extensive use of these tracking
parameters in our user interface design. If required, the Leap
Motion Controller can return the position and orientation of
each anatomical finger bone. Even though we do not use this
data for our user interface, but it can be incorporated for more
complex gestures. A visualization of the anatomical finger
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Figure 2. (left) Leap Motion Controller hand tracking. The palm normal
and palm direction vectors are shown. (middle) Finger tracking with the
direction vector of each finger is shown. (right) All the bones that are
tracked by the Leap Motion Controller.

bones tracked by the Leap Motion Controller can be seen in
Figure 2(right).

We implement four gestures to manipulate static 3D con-
tent using the Leap Motion Controller. The most general
manipulation for the static 3D content is rotation and scaling.
The rotation takes place along the x, y and z axes needing three
gestures, and since we only implement the uniform scaling, it
requires only one more gesture. Before describing the actual
gesture recognition, we would like to formally define the hand
and finger parameters that are used to implement the gestures:

e P, is the 3 space position of each fingertip. The index
1 is from O to 4, identifying each finger starting from
thumb (0) to the baby finger (4).

e D, is the 3 space direction vector of each fingertip.
The index ¢ is from O to 4, identifying each finger
starting from thumb (0) to the baby finger (4).

e N is the 3 space palm normal vector.

The first step before detecting any gesture is to define
and identify a trigger. The trigger does not mean that a
gesture will definitely occur but increases its likelihood. In our
implementation, we define the trigger as the open hand with
a spatial difference between the thumb and the index finger.
We name the trigger as the “Neutral Pose”, and all of gestures
start form the Neutral Pose. An example of the Neutral Pose
can be seen in top left image of the Figure 3, 4, 5, or 6. In
principal, the Neutral Pose only depends on the thumb and the
index finger, but for the gesture to work, it does not matter if
other fingers are open or closed.

To detect the Neutral Pose, our system continuously mon-
itors Py, Pi, Dy, and D;. If the distance between P, and P;
is between 4 to 6 cm and Dy and D; do not change over 30
frames, then it classifies the current pose as the Neutral Pose.
Current values of Py, P;, Dg, D1, and N are stored, and
the system now actively searches for one of the four gestures,
under the assumptions of each gesture. Henceforth the stored
values for the Neutral Pose will be referred as Py”, P|"?, Dy?,
D", and N™P. If there is a significant change in any of the
four parameters then the Neutral Pose is classified as lost and
the system again waits till the Neutral Pose is identified. Below
we formally define the three rotation gestures and one scale
gesture.

A. Rotation

3D rotation is characterized by the three rotations pitch,
yaw and roll, which are the names given to rotations around x,
y and z axes respectively. Once the Neutral Pose is detected,
our implementation system actively searches for one of the
three rotations or the scaling. Our rotation gesture is extremely
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A

Figure 3. (left, top) The neutral pose is shown. (left, bottom) The 3D model
in an arbitrary pose can be seen. Middle and right images show the rotation
gestures with the corresponding rotated 3D model along the x axis.

intuitive as it is defined by the actual 3D rotation of the hand
in the real world. Our system detects that if the values for
Py, Py, Dg, and D; are similar to the Neutral Pose but the
value of N is changing then one of the rotation gesture is
being performed. Formally, the system actively monitors for
N.N™ > g. Where N.N"? is the cosine of the angle between
the two vectors. o is the threshold that controls the sensitivity
of the rotation gesture. In our case, it is equal to 0.349066,
which implies that a rotation gesture is detected if the palm
is rotated along one of the axes by more than 20° under the
condition that the values of Py, P;, Dy, and D, are similar to
PP, Dg?, and D}? respectively.

Once the rotation gesture is identified, we need to deter-
mine the axis of rotation. We determine the axis of rotation
along one of the three axes using the following algorithm:

e Let N,y and NP be the projection of NV and N"* on
the default xy plane at 2=0.

e Let N, and NP be the projection of N and NP on
the default xz plane at y=0.

e Let Ny, and NP be the projection of N and N"* on
the default yz plane at z=0.

e  Compare Nzy.Nﬁf, Ng,.NIP and Nyz.N;’Zp, which is
the dot product of the vectors projected on each plane
respectively.

o If Ny NpP is maximum then the axis of rotation is
along the z axis.

o If N,,.NJP is maximum then the axis of rotation is
along the y axis.

e If Ny, and N7 is maximum then the axis of rotation
is along the z axis.

Once the axis of rotation is determined, the corresponding
dot product is used to work out the angle of rotation and the
3D model is rotated around that axis based on the angle of the
rotation. An example of 3D rotations can be seen in Figure 3,
4, and 5.
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Figure 4. (left, top) The neutral pose is shown. (left, bottom) The 3D model
in an arbitrary pose can be seen. Middle and right images show the rotation
gestures with the corresponding rotated 3D model along the y axis.
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Figure 5. (left, top) The neutral pose is shown. (left, bottom) The 3D model
in an arbitrary pose can be seen. Middle and right images show the rotation
gestures with the corresponding rotated 3D model along the z axis.

B. Scaling

Since we only implement the uniform scaling, we need
only one gesture to detect if the 3D content is being scaled up
or down. The scaling gesture is defined by the fixed direction
N with respect to N™P, but with the changing distance between
Py and P; with respect to the distance between Py'” and P
The following algorithm is used to detect the scaling gesture:

e Let D" = /(Py” — P'")2, which is the distance
between the thumb and the index finger at the Neutral
Pose.

e Let D=./(Py— Pp)2, which is the distance between
the thumb and the index finger after the detection of
the Neutral Pose.

e if D — D" > p then the 3D content is being scaled
up.

e if D— D" < —p then the 3D content is being scaled
down.

The choice of parameter p controls the sensitivity of the
scaling gesture. In our case, we set it to 1 cm, so that if the
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Figure 6. (left, top) The neutral pose is shown. (left, bottom) The 3D model
in an arbitrary pose can be seen. Middle and right images show the scaling
gestures with the corresponding uniformly scaled 3D model.

distance between the thumb and the index finger is increased
by 1 cm then it is scaled up. Similarly, if it is decreased more
than 1 cm then it is scaled down. An example of the scaling
gesture can be seen in Figure 6. The above described gestures
are used to manipulate the 3D content using both rotation and
scaling. In the following section, we will describe the user
study that validates the effectiveness of both the usability and
the user experience of these gestures.

ITII. USER STUDY

In order to evaluate the gesture-based user interface, we
performed a user study over 20 participants (10 male, and 10
female). All the users were already familiar with manipulating
3D content using a mouse-based interface and their age was
from 18 to 30. None of the users had any experience of
manipulating 3D content using a gesture-based interface. At
the beginning of the user study, they are asked to make note
of the current scale of the 3D model. They performed the
following steps in the user study:
Rotate left along the x axis.
Rotate down along the y axis.
Scale up a little.
Rotate right along the z axis.
Scale down to half the size.
Rotate right along the x axis.

Rotate and scale the 3D model such that goes back to
the original scale and facing towards the user.

After the completion of the user study, the users were asked
the following questions:

1)  Have you ever used a gesture-based interface before?
(Yes/No).

2)  Rate your satisfaction with the rotation interface on
the scale of 1 to 9 with 1 being very simple, and 9
being very difficult.

3) Rate your satisfaction with the scaling interface on
the scale of 1 to 9 with 1 being very simple, and 9
being very difficult.
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4)  Compared to a mouse-based interface how would you
rate the effectiveness of the gesture-based interface in
getting the tasks done? 1 very effective, 2 effective,
3 same, 4 worse, and 5 far worse.

5)  Compared to a mouse-based interface how would you
rate the learning curve of the gesture-based interface?
1 very easy, 2 easy, 3 same, 4 difficult, and 5 very
difficult.

6) Compared to a mouse-based interface how would you
rate the memorability of the gesture-based interface?
1 better, 2 good, 3 same, 4 bad, and 5 worse.

7) How would you define the experience of using the
gesture-based interface in one word? e.g., exciting,
fun, boring etc.

8)  Given the choice of the mouse or gesture-based user
interface, which one would you recommend?

On average, it took users less than a minute to perform the
tasks, and they were immediately moved to the questionnaire
after the completion of the tasks. On average it took 5 minutes
for the users to complete the tasks and the user study. The
results of the study are discussed in the next section.

IV. RESULTS AND DISCUSSIONS

Our user study has seven closed questions (1 to 6, and
8), and one open question (7). Questions 1 to 6 focus on
the usability, while the last two questions evaluate the user
experience. Even though our usability questions have a scale
of five or 9, we have consolidated the results into three classes
for the ease of presentation. The results are presented as the
percentages of the actual participants. The following table
highlights the usability aspect of the gesture-based control:

TABLE 1. USABILITY EVALUATION RESULTS BASED ON THE USER

STUDY.
[ Question [ Positive | Neutral | Negative |
1 0% 0% 100%
2 70% 20% 10%
3 80% 20% 0%
4 70% 10% 20%
5 90% 10% 0%
6 95% 5% 0%

Similar to the usability analysis, to facilitate the presen-
tation, we have classified the user experience analysis into
two categories. For the question #7, we have classified the
words e.g., fun, exciting, satisfactory etc., as positive, and the
words e.g., boring, difficult etc., as negatives. Question #8 has
only two possible answers, so there is no need for further
classification. The following table shows the results of the user
experience survey:

TABLE II. USER EXPERIENCE EVALUATION RESULTS BASED ON
THE USER STUDY.

[ Question [ Positive | Negative |
T 7 [ %% [ 5% |
8 [ 9% | 10% |

As can be seen from the user study that the gesture-
based interface is highly favored by the users both in terms
of usability and the user experience. For the user experience,
many of the users expressed that our interface is innovative and
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intuitive. It is evident from the results that the gesture-based
interface is similarly effective to manipulate the 3D content
compared to a mouse-based interface. Users not only managed
to rotate and scale the 3D content easily using the gestures,
but they are also able to complete the task efficiently without
taking too much time. In addition, also in terms of learning
the gesture-based interface proves to be easier to learn because
users find it easy to pick up intuitively. Similarly, memorability
of our interface is much better because once used they are easy
to recall without any cues or prompts.

Our user study is subject to a couple of limitations. We
do not specifically evaluate the ergonomics and fatigue factor
associated with the gesture-based interface. Even though we
did not receive any negative feedback in terms of user ex-
perience related to ergonomics or fatigue, these are important
factors that must be evaluated using a long-term study. We will
consider evaluating them in the future work. Similarly, we do
not do a quantitative comparison of the time taken to complete
various tasks using the mouse and the gesture-based interface.
We plan to incorporate it in the future user study.

Despite the limitations, we show that it is possible to im-
plement a single handed gesture-based interface to manipulate
static 3D content using the Leap Motion Controller. Our user
study demonstrates the effectiveness of the usability and user
experience of such interface.

V. CONCLUSIONS

We presented a new hand gesture-based interface to ef-
fectively manipulate static 3D content using the Leap Mo-
tion Controller. We detailed the implementation of the four
gestures. Our gesture recognition method first recognizes the
Neutral Pose and then actively searches for either the rotation
or the scaling gesture. The rotation gestures are recognized by
using the rotation of the palm normal vector to find out the
axis and angle of rotation. The scaling gesture is recognized
by the changing distance between the thumb and the index
finger. We performed a comprehensive user study to show
the effectiveness of the usability and user experience of the
gesture-based interface. The user study shows that gesture-
based interface is easy to use, simple to learn and has a
higher level of memorability. It resulted in a very positive user
experience and most of the users recommended the interface
over a mouse-based interface. The user study shows that our
method is viable for manipulating static 3D content and can
be employed in a number of applications. In future, we would
like to add more gestures to add translation, in addition to
rotation and scaling. We would also like to add gestures using
both hands to control multiple 3D objects at the same time.
In addition, we would also like to explore a gesture controlled
system for controlling animated 3D content.
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Abstract—With the advent of ubiquitous computing,
Human-Computer Interfaces must now be able to dynamically
adapt to changes which may occur in their context of use while
preserving usability. In this perspective, previous research
evidences the need to adapt User interfaces (Uls) by taking into
account dynamic user features like emotions at design time. To
go one step further, this paper proposes an architecture to adapt
the UI driven by user emotions at run-time. It is based on an
existing adaptation approach which is extended to consider
emotions. Hence, this proposition relies on three main
components: the inferring engine, the adaptation engine and the
Interactive System. We show an ongoing prototype to evaluate
the feasibility of the approach for which we describe its
implementation.

Keywords-user interface adaptation;
emotion recognition; architecture.

user modeling;

1. INTRODUCTION

With the advent of ubiquitous computing, Human
Computer Interfaces (HCI) must now be able to dynamically
adapt to changes which may occur in their context of use
(user, platform and environment) while preserving usability
[1]. In this context, an important element for a suitable
adaptation is to model users. A large variety of users’
characteristics [2], profiles and preferences [3] need to be
taken into account by designers to achieve users’ satisfaction
during interaction. In particular, authors state that the
emotions felt by the user during interaction [4] should be
taken into account by systems [5] and more specifically by
user interfaces (UI) [6].

Indeed, during interaction with an Ul, emotions are the
user’s response to aspects of objects, consequences of events
and actions of agents [7]. Different user emotions were
measured with respect to design factors: shapes, textures and
color [8], visual features of web pages [9] and aesthetics
aspects [10]. Emotions thus have the potential to highlight
user’s satisfaction [6]. However, adapting the Ul regarding
positive, negative or neutral emotions is a complex task
because an effective adaptation needs mainly three elements:
(1) emotion recognition [5], (2) adaptation to these emotions
and (3) Ul actions [6] to deal with dynamic changes in user’s
emotions. Indeed, humans seem to be inconsistent in their
rational and emotional thinking evidenced by frequent
cognitive dissonance [11] [12] and misleading emotions [13].
Therefore, this lack of user’s harmony may lead the
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adaptation process to a fuzzy understanding of the user’s
emotions and to in effective adaptation changes.

Previous approaches consider a variety of users’
elements, such as preferences [14], intentions [15],
interactions [16] [17] [ 18], interests [19], physical states [20],
controlled profiles [21] and clusters [22] ; however, they do
not drive the Ul adaptation by emotions as the main source
of modeling and adaptation to the user [23]. Conversely, a
spotlight was given by Nasoz providing an adaptive
intelligent system with emotion recognition [6]. It mainly
underlines the feasibility of adapting basic Ul elements
(dialogues) to affective states statically by analyzing stored
user data. This work shows some highlights, such as emotion
elicitation and recognition techniques, and a static user model
with interface content actions from collected data.
Nevertheless, it focuses on the understanding of
physiological signals and does not provide a dynamic user
model, nor Ul adaptation rules and a consistent process to
manage and execute these rules in the Ul. Considering these
limits, it cannot be considered as a complete solution for
adapting Uls at runtime to user’s emotions.

Our long term goal is to provide a tool that can adapt Uls
to users’ emotions. Here, the contribution focuses on a global
architecture to adapt Uls regarding with user emotions at run-
time. This proposal allows users to interact with the Ul
thanks to a cyclical process where (1) after recognizing the
user’s situation and in particular her emotions, (2) the best
suitable UI structure is chosen and the set of UI parameters
(audio, Font-size, Widgets, Ul layout, etc.) is computed to (3)
allow the UI to execute run-time changes aiming to find a
better degree of user satisfaction. This architecture will be
evaluated thanks to an empirical user experiment.

The reminder of the paper starts by explaining the state of
the art about UI adaptation (Section 2), followed by a
description of the approach (Section 3), and a presentation of
the results of some observations of users’ reacting to such
adaptation (Section 4). It is based on the implementation of a
preliminary prototype created for demonstrating the
feasibility as well as the complexity of the approach. Finally,
a conclusion summarizes the current findings, limitations and
future work (Section 5).
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II. RELATED WORK

Adapting the UI regarding emotions is at the intersection
of two main areas: users’ emotions modeling and Ul
adaptation.

First, several approaches have been proposed to model
users’ emotions in HCI[24][25][26] [27] [28] [29]. Although,
these models study emotions when related to other users’
features such as learnability, performance and
communication. None of them deals with reusing these
correlations to explore Ul adaptation. For instance, the auto
tutor project [25] shows a strong relation between emotions,
learning and dialogues features during interaction with a vocal
interface. Although, this finding is used to adapt the system
content when user’s uncertainty or frustration are detected, no
UI change is considered.

Second, other proposals use emotion recognition to adapt
the UI [6] [30] For instance, the Affect and Belief Adaptive
Interface System (ABAIS) approach [29] applies changes in
the GUI (Graphical User Interface) by following user’s
anxiety while interacting with a complex air force system.
Despite these GUI adaptations can affect icons, displays,
notifications and custom configuration, there is no significant
evidence of considering other user’s emotions, particularly
positive ones. Moreover, this work does not allow adaptation
of the structure of the UI depending on contextual elements
such as the size of the screen.

Another adaptation proposal was made by Nasoz [6]. This
approach consists in implementing an adaptive intelligent
system relying on the recognition of affective states from
physiological signals. It includes a user model with features
such as personality traits, age, gender and recognized
emotion (Sadness, Anger, Surprise, Fear, Frustration, and
Amusement) attached to a set of automatic interface actions.
This relation implies that Ul adaptation can be driven by
combining observable user’s data with emotions at run-time.
However, this inference is evidenced only in the design of the
user model. Furthermore, while interacting with the UI, users
may feel unconsidered emotions that may also be relevant in
UI adaptation, such as dislike or contempt. In fact, dislikeness
can be related to user’s responses to the degree of appealing
and familiarity with objects [7]. Consequently, we can
suppose that users may often reflect dislike when they find
that an UI adaptation is unfamiliar, unattractive, and therefore
unsatisfactory. Overall, this contribution appears to be a
partial solution in the field of UI adaptation.

To sum up, (1) there is a lack of UI adaptation by using
user emotions models, (2) other relevant emotions (especially
positive ones) need to be considered, (3) current changes
mainly focus on content rather than Ul itself. Considering the
limits of related works, we investigate an approach that will
permit UI adaptation to different kinds of emotions (positive,
negative, and neutral) at runtime.
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III. GLOBAL APPROACH

This section provides an overview of our approach and
introduces the global architecture of the tool supporting our
approach.

A. Overview

Our approach proposes to adapt at run-time the UI to
users’ emotions. To prioritize the architecture’s feasibility
(emotion recognition), we choose mainly to consider 3 kinds
of emotions: positive, negative and neutral. This
categorization follows the valence model suggested by
Russel in the circumflex model of affect [30]. In this model,
emotional states are represented at any level of valence axis
(positive or negative) or at a neutral level. For instance,
happiness is located in the positive region of the axis while
disgust in the negative one. The approach may thus recognize
if one particular UI adaptation has been found as positive,
negative or neutral (significant lack of expression) by the user
as feedback for future adaptations.

The adaptation can be related to the widgets used, the
font, the colors, etc., but also to the UI structure. Previously
we proposed a patent [31] that considers the Ul adaptation
based on any contextual characteristics, such as the screen
size or the brightness. We will reuse the principles of the
patent to compute the appropriate adaptations and we will
extend the tool for considering emotions. With this goal, we

Music

sy

What is Music ¢

Figure 1. Prototype views during the UI adaptation

propose a new architecture which starts with the exposition
of the main involved definitions.
B. Definitions

This section underlines the principal definitions in our
architecture.

Context of Use: a set of three models, users, platforms
and environment, representing the users who are intended to
use the system, their hardware and software platform(s), and
their physical and sociological environment while the
interaction takes place in practice [1]. Consequently, the
proposed architecture will deal with this context of use.
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Ul variant: a variant is a variation of an UI created for a
specific context of Use (Figure 1, a, b, c¢). For instance, there
can be two different structures for a laptop and a smartphone,
leading to two variants of the same Ul. A UI variant is
modelled by the following elements: ui-name (the name of the
Ul it is a variation of), variant-id (its identifier), path (the path
to the source code embodying this variant), and context-of-use
(the subset of characteristics of the context of use this variant
is dedicated to).

UI Parameters: Defines a set of variables which
personalize Ul elements (e.g., font-size, widgets, audio,
display and dialogues) regarding with identified context
values (e.g., user’s emotions). For instance, if the user’s
emotion is happiness then the UI parameter named
background-color could be set to light-yellow. Then, those
variables sent to displayed Ul for applying corresponding
changes. To illustrate previous definitions, let’s consider the
UI variant shown in Figure 1(c). This variant of the Home
page of a website is adapted to window-width is bigger than
900 (pixels). We consider here that, considering the user’s
emotions, the adaptation system has decided that the
background of the UI should be yellow. It sets the Ul
parameter (background-color) to the chosen color (light-
yellow) and sends it to the variant after it is displayed. This
parameter will be applied by using a personalizing function
which will be described in the architecture section.

Filtering emotions: Removes unneeded emotions during
the interaction. Usefulness of emotions is defined by the
designer.

C. Architecture

The architecture (Figure 2) articulates three components:
the Inferring Engine @, the Adaptation Engine ® and the
Interactive System ©. An adaptation process might start from
either (a) a need for a new UI to display or (b) a change in the
context of use. (a) can be exemplified by the user entering a
web site: the home page has to be displayed. An example of
(b) is the ambient light: when it increases, the contrast on the

UI might be increased as well. In (b), the overall process is
the following: the Inferring Engine @ monitors sensors @ to
detect changes in the context of use. From these values, it
deduces the new context of use dynamically. It includes an
Emotion Wrapper ® which makes it possible to include
emotion values in the user model. The Inferring Engine ©@
sends © the computed context of use to the Adaptation
Engine @, which elicits accordingly a suitable Ul variant and
the Ul parameters @. Finally, the Interactive System ©
displays the variant @ and executes the changes related to the
parameters. The whole process runs cyclically by following
a time period parameter defined by the designer.

The following sections describe the three main
components of our global architecture with more details.

a) Inferring Engine

This component is in charge of dynamically deducing the
value of the context of Use (users with their emotions,
platform, environment) by executing inference rules (e.g.,
conversion, aggregation). The Emotion Wrapper © takes
sensor input data @ (e.g., user’s face image) and sends it to
an emotion detection tool @ such as FaceReader [32] or
Affdex [33] that returns the set of detected emotions. The
Wrapper © filters and aggregates the acquired emotions
values to find whether the current user emotion is positive,
negative or neutral, and returns this value to the Inferring
Engine, which includes it in the context of use (emotions,
platform, environment) and in turn sends it @ to the
Adaptation Engine ©.

b) Adaptation Engine

The Adaptation Engine (AE) aims at (a) selecting the Ul
variant among all available variants for the Ul and (b)
computing the Ul parameters for even better adapting the
chosen variant to the context of use. First, the Adaptation
Engines receives © the current context of use from the
Inferring Engine @ and the needed Ul name from the
Interactive System ©. From the variants description @, it

Context of Use (user with their Emotions, platform and environment)

!

—QT Inferring T Adaptation
: Engine Engine
Ul needed
ks .
i ‘@ Chosen variant Interactive
(+,-neutral) (7] (8] & System
| Parameters
merd | —» Emotion Adapta- Variants @ '
C’a tion descrip- parameters
@ ™ Wrapper rules tions
| f |
Image | Emotions values lespIayed
, variant
v
7 Emotion o i
detection R |
tools |

Figure 2. Global schema of the architecture.
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computes which variant of the needed UI suits best the
context of use, for instance a variant made for a screen width
of 400px when the current screen is 450px width. Then it
computes if some changes can be or have to be applied to the
parameters of this variant for making it better, using rules that
respect this format (F):

for every context-variable
do if <context-use-conditions> then
<define Ul-parameters>.
For instance, if <user-emotion=positive> then
<background-color=light-yellow and font-size=normal>

In this (fanciful) example, when the user is considered
having a positive emotion, two parameters are defined for
changing the variant: the background-color is set to light
yellow and the font size is switched to normal. At the present
time, adaptation rules are kept simple to show the feasibility
of the architecture. If needed, we can choose another
approach for specifying rules. This will require a continuous
observation process to identity the suitable (1) context-use-
conditions and (2) thresholds for the Ul-parameters.

¢) Interactive System

The last component is the Interactive System ©. When
needed, it sends the required Ul name to the Adaptation
Engine @, receives the chosen UI variant path and the Ul
parameters to apply, displays the Ul variant and applies the
Ul parameters. This last action is made thanks to the
following algorithm:

for every ui-parameter do

if <ui-parameter-condition> then <modify Ul >.

For instance, if <background-color=light-yellow> then
<addClass background-light-yellow to UI>.

As already mentioned, a change in the context of use may
occur during interaction and induce the need of changing the
displayed variant (e.g., the user has reduced the window size
and a variant designed for a Smartphone would be more
relevant) or applying new Ul parameters (e.g., user’s emotion
has changed and the Adaptation Engine has decided that
another color palette has to be used). The Interactive System
is thus also in charge of watching for such updates and
applying them dynamically by using the personalizing
function.

This  personalizing  function executes a Ul
personalization thanks to the values of the UI parameters
decided by the adaptation system. This function avoids
selecting a Ul variant that would have to suit all the
characteristics of the context of use. Thus, variants can be
reduced to only the variations that cannot be (or hardly be)
modified at runtime. This makes it possible to deal with
complexity, repetition and maintenance. First, if designers
need to design as many UI variants as possible context of
use, the combinations may lead to a complex design task to
support <user emotions*platform*environment>
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combinations and ergonomic guidelines (e.g., 3700 in [34]).
Second, even when designers deal with all designs diversity,
there would be many Ul repeated features across all variants
(e.g., the same font-size across all different background
colors). Lastly, designers would need to maintain all variants
to have consistent Uls, which may be a tedious and
ineffective task (e.g., change font-size=small for all Ul
variants).

D. Current Prototype

The architecture has been implemented for web pages.
From the software perspective, all components rely on
JavaScript and jQuery [35] to execute all steps in the
adaptation process. Where the Interactive System uses also
HTML and CSS. This first prototype (Figure 1) involves run-
time adaptation in Ul parameters (color, font-size, image-
size) and variants regarding with positive (happiness and
contempt), negative (anger, disgust, sadness, fear) and
neutral emotions. Generic adaptation rules were implemented
by following the format (F) shown in the architecture section
to adapt the color, font-size and image-size according to user
emotions (e.g., image-size=large when a negative emotion is
evoked).

Moreover, the generic variable emotionFilter= {positive,
negative, neutral} allows to filter the needed emotions to be
considered by the Adaptation Engine. Two variants of a
sample Home pages were used in our demonstrator. Variant
home-1 is adapted to a PC platform as variant home-2 to a
smartphone. The main structural change among them is the
body-size: 1024 and 480 pixels respectively. Those variants
emphasize the adaptation engines selection of the variant
depending on the current platform context. To illustrate the

Negative emotion
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Ul changes implies Negative emotion changes.

0.00§
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5 D N T
\ #iteration
Figure 3. One user test result during the first session

current implementation, as the user is interacting with the
website, the adaptation process may start with (a) a need for
a new UI to display or (b) a change in the context of use.
Emotions are detected every 10 seconds. In both cases, the
Inferring Engine uses a camera for taking a picture of the
user’s face and sends it to the Emotion Wrapper. Then, it calls
the Microsoft emotion detection tool [36] to get back the
corresponding emotions. At this point, the Emotion Wrapper
is configured to filter the neutral prediction. Basically, neutral
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emotions covered all positive and negative ones during the
interaction with the current simple websites.

Then, with this set of emotion values, the inferring
engine aggregates emotions to figure out whether the current
user’s emotion is positive or negative. Once the context of
use is updated by the Inferring Engine, the Adaptation Engine
finds the best Ul variant (here an HTML path) and UI
parameters thanks to a set of adaptation rules such as the
following one which aims to show only the feasibility of the
approach and does pretend to be relevant:

if <Context-Use-user-emotion=negative> then <Main-
Background-Color=light-violet and Main-Font-
Size=large>.

Consequently, the Interactive System displays the UI
variant path (e.g., variants/home pc.html) and adds CSS
classes to the page.

IV. FEASIBILITY USER TESTS

As a first test of our architecture, we drove some
observations with users. Their goal was to verify that the
system is able to detect the correct emotion and to make
changes. The test is designed to start with negative emotion
then the changes in the user interfaces must make the
emotions change to more positive ones. To test that the
system runs correctly, we performed 10 tests with 5 users
with a fixed emotion (negative). Tests involved two user
sessions in a 2-minutes-period per session. The system run
with a time period of 8 seconds leading to 16 iterations per
session. Four men and one woman from a Computer Science
profile between 25 and 33 years old. Users read a web page
(Figure 1) by only looking at and scrolling up and down by
interacting with the mouse in a PC (1920 x 1080 resolution)
through a web browser (Firefox version 49.0.2). During
every session, the system performed a gradual font-size
growth (8px to 32px) regarding with the user negative
emotion (emotionFilter=negative). As a result, the system
was stable and reacted to the user emotion properly by
increasing the font-size and image-size only when a negative
emotional change was recognized. It means that it detects the
correct emotion change and its evolution while adapting the
UI (font-size and image-size). This initial observations were
evidenced at asking users if the changes in the Ul matched
their emotions where 4 over 5 understood the correlation
while the last one did not see the reason of the changes but
agreed when an explanation was given. To illustrate, one user
stated that the best font-size change was showed in middle of
the experiment. In fact, for this user, Figure 3 shows the
negative emotion across 16 iterations where a) evidences
preliminarily that the lowest negative values were recognized
just in between 8 and 10 iterations reaching almost 23 px. As
a highlight, another user started with a close position to the
screen when font-size was 8 px but then it was found relaxed
at the end of the experiment (30 px). In such case, the user
stated that he preferred the final UI change which may be also
related with his low vision acuity.

Consequently, (1) the system was mainly able to detect
changes in the emotion and (2) to induce UI variations which
seems (3) to imply new and different user emotion values
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during the interaction. It leads to the need of driving a
scientific experiment to consider more emotions and complex
UI adaptations to validate the correlation between automatic
detected emotions and user declared ones.

V. CONCLUSSION AND FUTURE WORK

This paper addresses Ul adaptation by user emotions
(positive, negative and neutral) at run-time. We proposed an
architecture, which covered three components: The Inferring
engine, the Adaptation engine and the Interactive System.
The architecture was applied in a current prototype to test
successfully how it reacts to emotions (negative). It was also
evidenced that UI changes denotes negative emotion changes
in run-time, which was particularly supported by most users.
Even when empirical tests were relevant, it is necessary to go
further to wvalidate scientifically the architecture by
considering more emotions, complex adaptation rules with
larger case studies. To this, we envision to extend a current
adaptation approach to include user emotions.

Filtering emotions seems to be not particularly useful at
considering small interface changes. For instance, if font size
changes from 10 to 11px then the user may often evoke a
neutral emotion. As a perspective, we need to refine the
emotion inferring engine so that it will not differentiate in
which degree this minor change was positive or negative. A
fact that might be beneficial to understand and define future

and bigger adaptation changes. Hence, it is necessary to
identify adaptations relevant to emotions and to validate
them.
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Abstract—Different approaches to sonification of 3D objects as
part of a sensory substitution system are experimentally inves-
tigated. The sensory substitution system takes 3D point clouds
of objects obtained from a depth camera and presents them to
a user as spatial audio. Two approaches to shape sonification
are presented and their characteristics investigated. The first
approach directly encodes the contours belonging to the object in
the image as sound waveforms. The second approach categorizes
the object according to its 3D surface properties as encapsulated
in the rotation invariant Fast Point Feature Histogram (FPFH),
and each category is represented by a different synthesized
musical instrument. Object identification experiments are done
with human users to evaluate the ability of each encoding to
transmit object identity to a user. Each of these approaches
has its disadvantages. Although the FPFH approach is more
invariant to object pose and contains more information about the
object, it lacks generality because of the intermediate recognition
step. On the other hand, since contour-based approach has no
information about depth and curvature of objects, it fails in
identifying different objects with similar silhouettes. On the task
of distinguishing between 10 different 3D shapes, the FPFH
approach produced more accurate responses. However, the fact
that it is a direct encoding means that the contour-based approach
is more likely to scale up to a wider variety of shapes.

Keywords—Sensory substitution; sensory augmentation; point
clouds; depth cameras; sound synthesis.

I. INTRODUCTION

Sensory substitution is the use of technology to replace
one sensory modality with another. In visual-to-audio sensory
substitution, visual information captured by a camera is pre-
sented to users as sound. Such systems promise help for the
sight-impaired: imagine users navigating using space/obstacle
information, grasping novel objects, eating meals with utensils,
and so forth. By not falling into the trap of many artificial
intelligence-based assistive systems of aggressively abstracting
the data provided to users, user agency is preserved and the
user’s own advanced cognitive data processing capabilities are
leveraged. Sensory substitution systems also provide inter-
esting platforms for exploring synaesthesia and cross-modal
sensory processing [1].

Recent work in utilizing depth cameras for sensory sub-
stitution promises to increase the usefulness of such visual-
to-audio sensory substitution systems [2][3]. Mhaish et al.’s
system [2] uses a 3D depth camera to create point clouds
characterizing the surfaces of objects in a scene and presents
those surfaces to a user using spatial audio. See Figure 1 for a
summary of the information flow in that approach. The present
work extends that system, offering an investigation of different
ways of encoding 3D spatial surfaces as audio, an area ripe
for exploration in the context of sensory substitution systems.
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Figure 1. The flow of data in the full sensory substitution system, from
real-world objects, via the depth camera, to a point cloud, and a segmented
tracked object, and finally a sound waveform played to a user.

Figure 2. Left: the system being used “in the wild”. Right: physical set-up
of the experiments described in this paper.

Broadly speaking, the process of encoding information as
(non-speech) sounds is called sonification. Sonification is used
in applications such as medical imaging where it is used for
example to differentiate a healthy brain from an unhealthy one,
geological activity detection, and so forth. In the present paper,
we present two approaches to sonification of object shape.
Object shape is particularly important in providing functional
information about objects, particularly for blind users who
may wish to perceive objects in their environment in order
to recognize them, avoid them, or manipulate them. The first
approach to shape sonification described in the present paper
is encoding based on 2D object contours and the second is
based on a 3D object recognition descriptor called the Fast
Point Feature Histogram.

The rest of this work will be presented in four sections. In
the next section, a short summary of related work is presented.
In Section 3, an overview of the sensory substitution system
is given and two different sound generation approaches are
explained in detail. Then in Section 4, details of experiments
and results are shown. Finally, results are summarized and
further work discussed in Section 5.
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II. RELATED WORK

Sensory substitution systems are systems that map visual
information to audio in an attempt to create an effect like
vision but channeled through a different sense. More broadly,
systems that map any kind of information (including visual and
graphical) to audio are called sonification systems. In general,
there are two kinds of sonification systems, high-level and low-
level sonification systems, where the high-level approaches are
designed to convert information to speech. A significant subset
of these systems are text-to-speech applications, widely used
for visually impaired people. Examples include VoiceOver and
JAWS [1]. In addition to text-to-speech applications there are
some other high-level sonification systems which are more
complex and can detect objects and identify them and return
their names in real-time, like LookTel [4] and Microsoft Seeing
Al project [5] that can read texts, describe people and identify
their emotions. These high-level sonification systems are easy
for users and do not require training, but they can fail in
sonifying complex environment or shapes for which the system
has not been adapted.

On the other hand, low-level sonification systems gen-
erate sound directly based on visual information. The main
difference between these systems and high-level sonification
systems is that users need to be trained before using these
systems to be able to understand the relation between the
generated sounds and properties of observed objects. Though
these kinds of systems can seem difficult to use, they can
be more flexible for new environments and undefined objects
because they produce sounds based on characteristics directly
calculated from input data [6]. One of the most well-known
systems of this group is the sensory substitution system The
vOICe [1], which uses the gray-level image of the scene and
scans the image from left to right and generates and sums
audible frequencies based on pixels’ location with amplitude
based on pixels’ intensity. The disadvantages of the vOICe
system are that it requires 1 second to scan the image. Further,
the image-sound mapping is somewhat abstract if used with
depth images without adaptation and does not explore physical
or metaphorical synergies with shape in particular. However,
our proposed system is conceived as a system for generating
spatial audio generated based on surface and shape information
for helping users to localize objects and identify them in real-
time.

Systems closest to our own include the electro-tactile
stereo-based navigation system ENVS of [7] with ten chan-
nels of depth information calculated from stereo transmitted
to ten fingers, which focuses on navigation but not shape
understanding and uses the tactile pathway, and the depth-
camera visual-to-audio based sensory substitution system See
ColOr of [3] which, though using depth-cameras, concentrates
on bringing color (and not space or shape) to blind users by
mapping different intervals of hue and value to instruments
like violin, trumpet, piano etc. Conversely, finding a proper
method for mapping shape information to audio is a vital step
in many low-level sonification systems. In this area, the work
of Shelley et el. [8] is close to the proposed system, focusing
on sonification of shape and curvature of 3D objects in an
augmented reality environment as part of the SATIN project,
where the user of the system is able to touch and alter the
3D objects using the visual-haptic interface of the system. In
that article, object cross sections (and associated curvature)

Copyright (c) IARIA, 2017. ISBN: 978-1-61208-538-8

are used to modulate the frequency of a carrier signal or the
parameters of physical sound generation [8].

As discussed above choosing a good approach to sonifica-
tion plays an important role in achieving good performance
of low-level sonification systems. Therefore in the current
work, two different sound generation methods are provided for
Mhaish et al.’s [2] system and their accuracies are measured
on the task of synthetic 3D object identification. The idea of
using synthetic objects instead of real objects is to evaluate the
performance of different sound generation methods isolated
from the performance of other components and environmental
noise. In future work, the best approach or mix of these
approaches will be applied in the identification of real objects.

III. TECHNICAL DETAILS

Output from a head-mounted depth camera (DepthSense
325 or ASUS Xtion) is converted to a head-centred point cloud,
which is segmented by curvature and point-distance in real-
time [9] into surface primitives. These surface primitives are
tracked using simple data association, selected using size and
closeness criteria, and presented to the user as spatially-located
audio (played using a wrapper around the spatial audio library
OpenAL [10], the wrapper taking care of time tracking and
interpolation).

Heavy use of the Point Cloud Library [11] is made in
the point-cloud processing steps and particular care is made
to keep processing of point clouds at 15+ frames per second
so as to provide responsive sensory feedback to user probing
motions. An illustration of the system being tested can be
found in the left picture of Figure 2.

Note that this system is designed to segment surface
primitives rather than objects. Although for some applications,
such as tabletop object manipulation, short-cuts can be taken
to extract separate objects, general object segmentation is
an unsolved problem. Since the current paper is focused on
sonification (making sounds to represent data), the focus here
is on the sonification of whole but mostly simple objects.

Point cloud l i

Segmented point clouds

Modulated sound
waves

Figure 3. Software level of data flow diagram.

Before going into detail about the approaches used to
sonify shape, the processing steps used by the system to extract
visual information and process it to audio will be explained.
Figure 3 shows the data flow architecture of the system. The
steps in the architecture are further explained as follow:

1) Preprocessing: RGB and depth information produced
by the time of flight or structured light camera is passed to a
preprocessing step in the form of a point cloud and in this step
normals are calculated from the point cloud “organized” in a
2D array of points, using a real time integral image algorithm
supplied by Holzer et al [12].
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/\

Figure 4. Rotary-contour-based encoding. Left: Original object contour in
x-y image space. Right: Resulting waveform as a plot of amplitude(A)
against time(t).

Figure 5. Vertical-contour-based encoding. Left: original object contour.
Right: the resulting waveform as amplitude (A) against time (t).
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Figure 6. A simplified diagram of the direct encoding of an object contour
as sound.

2) Segmentation: The 2D organized point cloud is then
segmented by the method of Trevor et al [9] and segments
are obtained characterized by slowly changing surface normal
vectors and no intervening gaps. Further processing can be
applied to find and remove tabletop surfaces for tabletop
scenarios.

3) Feature Extraction: Information to characterize the ac-
quired segments is extracted. In the current work, contour-
based and FPFH-based approaches are explored.

4) Sound Generation: In the system presented by Mhaish
et al. [2], a simple sonification approach was proposed based
on a conversion of principle object dimensions to frequencies.
A circular buffer is used to create, update and interpolate sound
waves and their envelopes and the rate at which frames are
arriving is estimated in order to send the appropriate number
of samples to the OpenAL spatial sound system. In the current
system, FPFH signatures are converted via a recognition step to
different instruments from the STK simulation toolkit [13] and
object contours are converted via interpolation and modulation
data processing steps to sound waves.

The present paper focuses on the feature extraction and
sound generation steps, proposing the contour- and FPFH-
based approaches, explained in the next sections.

The sound is played using the OpenAl library which is
provided as many samples as necessary from the filled circular
buffer and generates spatial-audio based on binaural cues or,
alternatively, Head Related Transform Functions (HRTFs).
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A. Contour-based sonification

In the contour-based encoding, object contours are trans-
lated directly into auditory waveforms, and frequency and
amplitude modulations of waveforms.

In the variation on this idea tested in this paper, the rotary-
contour is extracted from the object and used to generate a
carrier signal. In the rotary-contour-based encoding, a path is
traced out around the contour of the object and the distance of
each contour point from the object’s horizontal axis (defined
by the centroid of the points in the object) becomes an
instantaneous amplitude in the sound waveform (normalized to
fit within the range of acceptable sample amplitudes). Spher-
ical or circular objects thus translate perfectly into sinusoidal
waveforms. For instance, the object on the left side of Figure
4 becomes the waveform plot (amplitude vs time) on the right
hand side, with radial distances converted into instantaneous
amplitudes which are then potentially interpolated.

Because the signal waveform depends on the object con-
tour, some timbre properties also depend on the object contour.
The carrier signal is then modulated at a slower (consciously
perceivable) time-scale using frequency and amplitude modu-
lation by another time-varying function which we call here
vertical-contour-based encoding. In this kind of encoding,
which is illustrated in Figure 5, the top to bottom scanned
width of the object silhouette is converted to the amplitude
of a modulating signal which is then applied to the carrier
signal as frequency and amplitude modulation. Thus, multiple
perceptual channels are used to transfer information to the user.
For a sketch of the signal processing flow used to generate the
resulting waveform, see Figure 6.

The contour-based approach is motivated both by the
conceptual clarity of the mapping, but also by the fact that
sounds already arise as vibrations in objects and spaces, and
travel through the objects, reflecting in the resulting waveforms
the shape and size of these spaces; thus, the method, depending
on the exact encoding used, has an analogue in the physics of
real sound generation and consequently natural synergies with
perception.

B. FPFH-based sonification

The FPFH is a feature extracted from point clouds or point
cloud parts, designed for representing information about the
shape of the cloud that is invariant to rotation. It is comparable
to a histogram of curvatures measured in different ways across
the object surface.

FPFH is a 33-bin histogram extracted from the points
and normals in the point cloud. This histogram counts 3
different curvature measures with 11 bins for each measure.
The relative position and surface-normal vector of each point
is processed and the bin into which the point falls for each
of the 3 dimensions incremented [14]. Note: the FPFH is not
originally designed as a full object descriptor but it has proved
sufficient for current purposes: other more or less viewpoint-
invariant or object-global descriptors can also be easily adapted
to this purpose. Examples of FPFH descriptors extracted from
point clouds used in experiments in this paper can be found
in Figure 7. As can be seen in the figure, different shapes
generally correspond to different histograms and different sizes
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Figure 7. Sample point cloud views with normalized histogram shapes

(FPFH). Top row: teapot. Middle row: cube. Bottom row: cone. Left:

baseline view. Middle: a different object size. Right: a different view
direction.

TABLE 1. THE OBJECT-INSTRUMENT MAPPING IN THE
FPFH-BASED APPROACH.

Object | Instr t
Teapot (Tp) Shakers
Cube (Cb) Struck Bow
Cuboid (Cd) Drawn Bow
Cylinder (CI) High Flute
Cone (Cn) Plucked String
Elipsoid (El) Hammond-style Organ
Icosahedron (Ic) Saxophone
Stretched Cylinder (SC) Low Flute
Sphere (Sp) Clarinet
Torus (Ts) Sitar

and scales generally do not affect the histograms radically.
However, the external contours do not always affect the result,
as can be seen by comparing the bottom view of the cone and
the side view of the cube.

After an object is encoded using FPFH, a database of
existing FPFH descriptors is searched (using an indexing KD-
tree) for the closest descriptor and the resulting object label
retrieved. A mapping (Table 1) is provided from object label
to instrument type and the relevant instrument is synthesized
using the Synthesis ToolKit (STK) [13].

3D object recognition techniques are attractive for the
current application since the field of robotic vision has well-
established approaches, and many descriptors are available for
representing shape, having rotational invariance built in for
example [14]. Moreover, synthetic instrument models provide
highly discriminable sounds, which can support a sound-object
mapping approach to the task under consideration.

IV. TRAINING AND EXPERIMENT

To evaluate the ability of the encodings discussed above
to transmit shape as sound, the ability of users to identify
objects under changing conditions was investigated. For a
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Figure 8. The set of objects used in experiments. Top: Teapot (Tp), Cube
(Cb), Cuboid (Cd), Cylinder (Cl), Cone (Cn), Bottom: Elipsoid (El),
Icosahedron (Ic), Stretched Cylinder (SC), Sphere (Sp), Torus (Ts).

0 e w o

Figure 9. The set of poses used in the pose-varying experiment. Top: the
object model as seen from different viewpoints. Bottom: the point cloud
resulting from each viewpoint. Colour in the point cloud represents
normalized distance from the camera of the points.

clear evaluation of the relationship between shape and sound,
point clouds presented to the user were based on point-cloud
samplings of views of the ten object meshes shown in Figure
8. Performance of the proposed encodings was measured
by conducting two experiments. In the first experiment, the
location from which objects are viewed was varied among five
different equi-distant viewpoints, illustrated in Figure 9, and
in the second experiment, five different scales of objects were
presented, scale here stands for either size or viewing distance
but only in the context of the encodings used in the present
paper - not all point cloud encodings will confuse size and
distance. The five sizes used are shown in Figure 10.

The main idea of choosing these two experiments is that
these parameters are the most changing parameters in wild.
Other possible parameters include lighting conditions, but our
cameras use active lighting, or material properties, but these
depend on the particular choice of depth-sensing device, to
which our approach is designed to be mostly agnostic.

A. Training session

Each experiment comprises two conditions, the FPFH
condition and the contour-based condition, presented to the
individuals in a random order. For each condition, an indepen-
dent training session was conducted. A single training session
takes 15 minutes, including 2-3 minutes for describing the
principles of the system followed by a free experimentation
period. During the training sessions participants were given
the ability to play sounds for all five different viewpoints of

Figure 10. The set of object sizes used in the size-varying experiment.
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TABLE II. THE VALUES OF RELEVANT PARAMETERS USED IN
THESE EXPERIMENTS.

General parameters

Input point cloud size (width X height) 320 x 240
Object distances to camera (metres) 3
Sound generation: Sample rate (Hz) 44100
Sound generation: Bits per sample 16
Contour-based approach
Pixel-sample ratio: rotary-contour carrier 1:1
Pixel-sample ratio: vertical-contour modulator 600:1
Peak frequency deviation proportion: modulator 1.0
Peak amplitude deviation proportion: modulator 1.0
FPFH-based approach
FPFH database size (num object views) 100
FPFH database size (num objects) 10

all ten objects for the viewpoint experiment and for all five
scales for the scale/size experiment. Users were allowed to
play with the system, choosing objects and viewpoints/sizes
from the training set and playing the sounds as well as viewing
a 3D visual representation from that viewpoint/size and they
were asked to remember the sounds related to each object.

B. Experimental session

Experiments were conducted with 16 non-disabled par-
ticipants with an average age of 24 years, divided into two
groups with each group containing both male and female
participants. Participants of each group performed only either
the viewpoint or the scale experiment. Both sound generation
approaches were tested with each participant. In experimental
sessions, sounds of randomly selected objects with randomly
selected viewpoints/sizes from the training set were presented
and participants were asked to identify the objects. In these
sessions, for each approach 30 trials were conducted with each
participant and the participant was informed after each trial
whether the answer was correct, and when the answer was
wrong, the experimenter informed the participant the actual
object identity. Answers were recorded in confusion matrices.
In these experiments, users were not supposed to guess the
viewpoints or scales; they were asked only to identify the
objects based on the sound that they were hearing. The physical
set-up of the experiment can be found on the right of Figure
2. Parameters of the system used in experiments are shown in
Table II.

C. Results

The complementary properties of the two methods tested
can be observed in the confusion matrices in Tables IV and
III. In these matrices, numbers in cells represent the number
of times the object in the row header was identified by
participants as the object in the column header. Zero values
are left blank. The inability of the contour-based approach to
take account of the depth information in the interior of an
object leading it to confuse objects with similar silhouettes, as
it can be seen in the tables.

With an overall accuracy of 60% and 57% on the two
experiments vs. 36% and 42% for the contour-based method,
the FPFH approach performed better (verified with x? tests,
which are applicable when class sizes are balanced, 1 D.O.F,,
p = 0.01). However, the FPFH-based approach was still unable
to account for the contour on the silhouette of an object,
leading it to confuse objects with similar visible curvatures.
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TABLE III. RESULTS OF SIZE-VARYING EXPERIMENT. (BOLD
NUMBERS SHOWS THE MOST CHOSEN OBJECT(S) BY
PARTICIPANTS, WHEN THE OBJECT IN THE ROW HEADER WAS

PRESENTED).
Contour- Response
based Tp Cb Cd CI Cn El Ic SC Sp Ts
TP 333 1.1 11.1 1.1 1.1 222
Cb 333 25.0 8.3 8.3 8.3 16.6
Cd 16.6 50.0 16.6
_ cl 6.6 13.3 133 333 6.6 13.3 133
Ej Cn 10.0 70.0 10.0 10.0
2 El 11.1 11.1 1.1 11.1 333 11.1 11.1
Ic 15.3 15.3 23.0 7.6 7.6 23.0 7.6
Ne 11.1 11.1 222 55.5
Sp 25.0 25.0 50.0
Ts 333 66.6
FPFH- Response
based Tp Cb Cd CI Cn El Ic SC Sp Ts
TP 100.0
Cb 76.9 7.6 15.3
Cd 214 64.2 14.2
_ Cl 16.6 333 50.0
g Cn 11.1 55 55 55.5 55 55 11.1
2 El 7.6 76 153 7.6 153 46.1
Ic 6.6 333 6.6 26.6 6.6 133
SC 375 6.2 56.2 6.6
Sp 16.6 333 50.0
Ts 11.1 88.8

TABLE IV. RESULTS OF VIEWPOINT-VARYING EXPERIMENT.
(BOLD NUMBERS SHOWS THE MOST CHOSEN OBJECT(S) BY
PARTICIPANTS, WHEN THE OBJECT IN THE ROW HEADER WAS

PRESENTED).
Contour- Response
based Tp Cb Cd Cl Cn EI Ic SC Sp Ts
TP 56.2 6.2 25.0 6.2 6.2
Cb 294 17.6 17.6 76 7.6
Cd 69.2 7.6 7.6 76 7.6
_ Cl 9.2 285 14.2 142 4.7 92 9.2 4.7 4.7
E Cn 9.0 9.0 4.5 4.5 363 9.0 4.5 18.1 4.5
2 El 8.3 8.3 8.3 41.6 8.3 25.0
I 6.6 20.0 200 20.0 20.0 133
Ne 50.0 250 25.0
Sp 52 52 52 15.7 10.4 10.4 36.8 10.4
Ts 11.1 222 11.1 22.2 333
FPFH- Response
based Tp Cb Cd CI Cn EI Ic SC Sp Ts
TP 100.0
Cb 375 375 25.0
Cd 235 529 11.7 1.7
_ Cl 153 538 7.6 153 7.6
E] Cn 36.3 9.0 36.3 9.0 8.0
& El 125 12.5 50.0 12.5 12.5
Ic 28.5 14.2 57.1
sSC 55 1.1 1.1 66.6 55
Sp 9.0 9.0 9.0 18.1 54.5
Ts 7.1 92.8

|

Figure 11. Five different view points of cube and their histograms.Top: Left:
Top view. Middle: Frontal view. Right: Right front top corner view. Bottom:
Left: Right Front edge view. Right: Front bottom edge view.
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Figure 12. Five different view points of cuboid and their histograms.Top:
Left: Top view. Middle: Frontal view. Right: Right front top corner view.
Bottom: Left: Right Front edge view. Right: Front bottom edge view.
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Figure 13. Similarity in histograms (FPFH) causes the system to mis-classify
the objects. Left: FPFH for third view of cone. Right: FPFH of largest
stretched cylinder(with second viewpoint)

For the FPFH-based approach, the natural user strategy to
the identification problem is to learn a sound-object mapping.
This worked as long as the system could find the correct
mapping, but the system itself did not always use all available
information. For instance, the flat bottom of a cone and cube
or cuboid produce the same FPFH signature - see Figure
7. The same confusion occurred between cube and cuboid.
Participants using the system frequently misclassified cube
as cuboid in all the of 5 viewpoints of cube, as is shown
in Figure 11 and Figure 12. The FPFH of the cube is so
similar to cuboid as to cause the system to mis-classify the
cube. This is sufficient to explain why in Table IV the cube
is classified as a cuboid almost as much as it is a cube.
The lack of distinguishability of FPFH signatures between
the top view of the cylinder, the stretched cylinder and the
cube is apparent because they all have a single flat surface
visible. There are also some unexpected confusions such as
the recognition system itself wrongly identifying third view
of cone as largest scale of stretched-cylinder (see Figure 13).
Since the frequency of occurrence of this confusion was low,
participants were able to hear the related sound for the cone
more frequently, so it did not affect their performance and they
could treat the second sound as noise.

There were some objects that the system did not have any
difficulty in identifying, such as the icosahedron, ellipsoid,
sphere, teapot and torus. However, their classification accuracy
varies from one-in-two to near-perfect. For example, ellipsoid,
sphere and icosahedron are correctly identified in 50.0%,
54.5% and 57.1% of trials, while teapot and torus were
identified perfectly (100% for teapot and 92.8% for torus-
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Figure 14. Example of objects contours for which the proposed contour
based approach can not generate sufficiently distinguishable sounds(red lines
around the objects represent objects contours). Left column: Top: sphere
contour. Bottom: icosahedron contour. Right column: Top: cylinder(front
view). Bottom: rectangle(front view)

Figure 15. Similar contours of multiple objects used in experiment(red lines
around the objects represent objects contours). Top: Left: sphere, Middle:
cone, Right: icosahedron. Bottom: Left:torus Right: ellipsoid

see Table IV). This high difference in confusion rates is due
to the choice of instrument corresponding to each object, a
fact that was mentioned by most of the participants during
the experimental session. They believed that identifying the
teapot and torus was easy because their sounds (shakers and
sitar) are more distinct than the others. Hence, putting similar
sound for shapes that are geometrically similar to each other
may not be a good idea or work should be done to ensure
that instruments are more distinguishable from each other.
However, using dissimilar instruments for similar shapes can
defeat any attempt to sonify subtle differences in shape.

In the contour-based approach, it was also observed that
some participants preferred the abstract learning strategy of
learning identity-sound associations rather than understanding
the sound-shape mapping representation as well. For this
approach, participants reported that some important object
properties were not available to them, leading them to confuse
objects like the sphere with the icosahedron or the front view of
the cuboid with the same view of the cylinder (see Figure 14).
For these two pairs of objects, the output of the system does
not produce exactly the same result but similar results which
makes it hard for users to distinguish them from each other and
they need to put in more effort to understand the differences.
However, it should be noted at this point that visually similar
objects should be expected in any successful system to pose a
larger challenge. Moreover, as discussed before, this approach
is viewpoint-variant and for some viewpoints of different
objects which have similar contours, it generates identical or
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too-similar sounds which causes the user to choose the wrong
object. For instance, as shown in Figure 15, the top view of
cylinder, cone, torus and sphere all have a circular contour
which makes their sounds exactly the same.

V. CONCLUSION AND FUTURE WORK

Two different encodings of 3D shape into sound were
presented, i.e., contour-based and FPFH-based. The contour-
based approach presented maps directly from shape to sound.
This is an advantage in that any new object can be represented
in sound, and that similarly shaped objects produce similar
sounds. However, the encoding attempted here only transmits
the image-contour of the object and is not robust to viewpoint.
Some participants also preferred to learn the abstract object
mapping, suggesting that work is needed on making this
approach more intuitive when it comes to the relationship
between shape and sound.

The FPFH-based approach solves these problems by using
data about the full 3D object shape and by representing
features that are somewhat invariant to viewpoint (though
only to the extent that surfaces are visible). The FPFH-based
approach also has the advantage when creating distinguishable
sounds of using a mature sound-synthesis system with highly
recognizable objects. However, again, the use of discrete
instruments reduces flexibility in encoding different shape
properties. In order to make the system work, object exemplars
must be paired with sounds, restricting the generalizability of
the system to new objects and abstracting some of the user’s
agency, not fully utilizing their cognitive capacity.

The next step in this work is to extend these approaches
to reduce the above-mentioned limitations. In the case of
the contour-based approach, a more sophisticated encoding
is needed, that takes into account 3D aspects of the object.
Adding some viewpoint invariance may be desirable, but it
would be a subject of empirical investigation as to whether
this viewpoint invariance would actually be helpful when
considering other tasks that users might want to do with
objects, such as manipulation, in which users need to perceive
also the orientation of the object. In the case of the FPFH-based
approach, a way is needed of generalizing from the exemplars
in an appropriate way, for example by using machine learning
techniques in conjunction with user input. Other point cloud
features with different properties also should be systematically
investigated.

Further work also involves testing these sonifications “in
the wild” and with multiple objects, which will require work
on more aggressive noise elimination and object (or surface
primitive) tracking. In both approaches, it is important to
exploit and extend the intuitive mappings from shape to sound
whose exploration was begun here, for quick learning and
application of the system, as well as for recruiting the advanced
cognitive capabilities of users.
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Abstract—The theory and design of effective interfaces for human
interaction with multi-robot systems has recently gained signifi-
cant interest. Robotic swarms are multi-robot systems where local
interactions between robots and neighbors within their spatial
neighborhood generate emergent collective behaviors. Most prior
work has studied interfaces for human interaction with remote
swarms, but swarms also have great potential in applications
working alongside humans, motivating the need for interfaces
for local interaction. Given the collective nature of swarms,
human interaction may occur at many levels of abstraction
ranging from swarm behavior selection to teleoperation. Wear-
able gesture control is an intuitive interaction modality that
can meet this requirement while keeping operator hands usually
unencumbered. In this paper, we present an interaction method
using a gesture-based wearable device with a limited number
of gestures for robust control of a complex system: a robotic
swarm. Experiments conducted with a real robot swarm compare
performance in single and two-operator conditions illustrating
the effectiveness of the method. Results show human operators
using our interaction method are able to successfully complete
the task in all trials, illustrating the effectiveness of the method,
with better performance in the two-operator condition, indicating
separation of function is beneficial for our method. The primary
contribution of our work is the development and demonstration
of interaction methods that allow robust control of a difficult to
understand multi-robot system using only the noisy inputs typical
of smartphones and other on-body sensor driven devices.

Keywords—Robotic Swarms; Gesture Control; Wearable Devices.

I. INTRODUCTION

There has been significant interest in effective opera-
tor interaction methods for human-robot teams consisting of
multiple humans and robots. Work in this area has been
classified along multiple dimensions including the degree of
coordination between individual humans or robots on the
team (e.g., independent robots or coordinating robots) [1][2],
the association between robots and humans (i.e., shared pool
of robots or robots assigned to individual humans) [3] [4]
[5] and the physical distance between the humans and the
robots (e.g., remote operators or humans working alongside the
robots) [6][7]. For a multitude of application scenarios ranging
from urban search and rescue (USAR) [8] to supply support
activities, a variety of operator interfaces for teleoperation [9]
have been considered including those based on conventional
keyboard, mouse and joystick, voice commands [6], haptic
feedback [10][11] and many more.

In recent years, there has also been significant interest in
a particular class of multi-robot system known as a robotic
swarm. Each individual in the swarm obeys a simple control
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law that allows interactions only with the robot neighbors.
Local interactions between individual robots and their com-
munication and sensing neighbours within a robotic swarm
lead to emergent collective behaviors. Swarms exhibit various
behaviors, such as flocking, rendezvous, dispersion. The swarm
control law aims to keep the swarm coherent, meaning that the
robots execute the commanded behavior and do not disconnect
from the swarm and avoid collisions with one another. One
way to control a swarm is via the selection of a leader
robot. The leader robot is given a command by the human
operator to perform a particular motion (e.g., move forward).
The other robots align their headings to the leader heading (or
an average heading that is dominated by the leader heading) so
the flocking behavior is realized. Robot swarms are inherently
robust and scalable because robots can fail or be added and
removed with minimal system reconfiguration required to keep
the swarm operational. Robotic swarms have enormous poten-
tial in applications including search and rescue, environmental
monitoring and exploration, environmental cleanup. Prior work
has considered supervisory control of remote swarms and
associated issues such as bandwidth constraints and latency
[12], control input propagation [13], input timing [14] and
intelligibility of swarm motion to humans [15].

This paper considers an interaction method based on a
wearable gesture control interface for use in scenarios in-
volving humans working alongside or in close proximity to
swarms of coordinating ground robots. Such interaction is very
suitable for soldiers in an area of operations where voice or
long-range radio communications may not be appropriate due
to the presence of adversaries. Gesture control [16] [17] is
of specific interest because it enables operators to interact
with robots within their spatial vicinity in an intuitive fashion
without the use of an additional device (e.g., laptop, joystick)
that may prevent the operator from using hands for other
tasks. In contrast to prior work that considered collaborative
recognition of gestures [18] [19], communication via gestures
drawn on tablets [17] or vision-based gesture recognition [16]
for control of swarms, we use a wearable gesture recognition
device combined with our gesture translation interface, which
translates gestures to a variety of swarm commands. Wearable
gesture recognition devices, such as the Myo we use in our
work, recognize muscle signals of the operator and map them
to particular gestures. The advantage of this technique is that
it obviates the need to instrument the environment (which is
necessary for vision-based recognition), thus making it useful
in any environment, such as indoor or outdoor, despite varying
visibility (e.g., occlusions) and lighting. The disadvantage and
challenge is that wearable gesture recognition must rely on
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sensors (e.g., accelerometer, electromyography) without direct
human interpretation for input. Consequently, discriminability
of gestures by both the system and the human, rather than
intuitiveness of the gestures, must be the primary criterion for
gesture selection. Current wearable gesture devices have only a
limited number of gestures that provide good discriminability.
Increasing the number of gestures, thus providing a richer
command vocabulary, would decrease the discriminability. In
this research, we investigate whether wearable gesture control
with a limited number of gestures can be made suitable for the
complex interactions needed to command a robotic swarm.

The main contributions of this work are (a) the design of
an interaction method using a gesture-based wearable device
with a limited number of gestures for robust control of a
complex system, a robotic swarm, and (b) an experiment on a
real robot swarm comparing system performance in a one- vs
two-operator scenario. In Section II, we examine the related
work. In Section III, we describe the robotic swarm system. In
Section IV, we describe our gesture-based interaction method.
We outline the experimental design in Section V, followed
by the experimental results in Section VI and a discussion in
Section VII. Finally, in Section VIII, we state our conclusions
and ideas for future work.

II. RELATED WORK

Over the years, researchers have focused on developing
multi-operator control of multi-robot teams. These methods
typically either assign a subset of the robots to each operator
[4] or assign operators jointly to control of the whole team
[20]. Results have been equivocal with some researchers re-
porting advantages for joint control [1][20] and others [4][21]
finding better performance from operators assigned responsi-
bility for subsets of robots. Separability of function appears
to be a key to this difference with studies in which operators
performed clearly distinguished tasks [1] [20] benefiting from
joint control while those with less well differentiated tasks [2]
[4] [21] suffered from diffusion of responsibility.

In naturalistic settings, where tasks are clearly separable,
responsibility is often allocated by function. Flocks of sheep
and other domesticated animals are commonly controlled by
a shepherd through use of collaborating agents, such as sheep
dogs, who maintain coherence within the herd while the shep-
herd determines the overall direction of the flock [22]. Whether
this division of labor is inherent to the task and extends to
control of robotic swarms as well or is simply an artifact of
the shepherd’s inability to control the periphery of the swarm
is an empirical question. The selection of a leader and choice
of swarm behaviors are less clearly separable tasks and might
either benefit from division of labor or impose coordination
and communication overheads outweighing the advantages of
a second operator. In this study, we investigated this issue
by comparing two experimental conditions: (1) where swarms
were controlled in both heading and coherence (coherently
performing the commanded behavior) by a single operator
with (2) swarms controlled in heading by a “shepherd” and
for coherence by a second operator playing the role of the
sheep dog.

III. ROBOTIC SWARM SYSTEM

Our robot swarm consists of five TurtleBots running the
Robot Operating System (ROS Indigo) under Ubuntu 14.04
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Leader Leader -

Selection Control

Figure 1. Each robot may be in one of three modes of operation: Swarm
Mode, Inactive Leader Mode or Active Leader Mode. Only one robot may
be leader (inactive or active) at any time.

Figure 2. The TurtleBot swarm always has one leader. The leader may be an
Active Leader (green LED, shown) or an Inactive Leader (blue LED).

LTS. Each TurtleBot is outfitted with a USB-controlled LED
(BlinkStick) and with an AprilTag in a known location on
its body so that the TurtleBot can be identified and visually
tracked via a set of overhead cameras. AprilTags [23] are
a visual fiducial system that encode data into a pattern of
white and black squares on a grid. In our case, we encode
the unique identifier (UID) for the robot into the tag. The use
of this fiducial system enables us to identify and track each
TurtleBot in the swarm using a set of overhead monocular
cameras. Note that the AprilTags and overhead localization for
the TurtleBots were used to collect experimental data. In a real
world deployment, such instrumentation of the environment
would not be present.

The USB-controlled LED enables the human operator(s)
working alongside the robot to identify its current mode of
operation (Figure 1). Each individual robot in the swarm may
be in one of three modes of operation. When the LED is red,
the robot is in Swarm Mode, obeying local control laws based
on the selected swarm behavior (discussed later) and the poses
of other robots within its spatial neighborhood. When the LED
is green (Figure 2), the robot is in Active Leader Mode and can
only be directly controlled by a human operator (i.e., it ignores
the behavior of other swarm robots). When the LED is blue,
the robot is in Inactive Leader Mode and behaves similarly to
a robot in Swarm Mode, but may be switched to an Active
Leader when desired by the operator.

For our swarm, only one robot may be a leader (whether
inactive or active) at any given time, but the operator may
select a different leader robot during operation. The distinction
between Inactive Leader Mode and Active Leader Mode is one
that is practically useful to the operator. For example, consider
the situation where the operator would like to select a different
leader before making the decision to directly influence the
leader. In our system, the operator would (1) switch the current
Active Leader to Inactive Leader Mode, (2) select a new
Inactive Leader and (3) only switch the new Inactive Leader to
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Active Leader when desired. Until then, the operator has visual
confirmation (blue LED) that the desired Inactive Leader has
been selected without actually influencing that robot.

A. Robot Dynamic Model

Each robot in the swarm has the following dynamic model,
where 2%, 3’ and 6° represent the position and orientation
of robot i. The control inputs to the robot are given by u!
and u!, which represent the commanded linear velocity and

commanded angular velocity respectively.

i’ = ul cos (92) , 9yt =l sin (01) . 0=l (1
For convenience, we define the position vector p* € R?, which
is the xy-coordinates of the robot as given above, and bearing
vector b’ € R? : ||b?|| = 1, which is a unit vector in the
heading direction #*. The function ¢(v1,vs) finds the smallest
angle required to rotate from vy to vs. It is assumed that
the sign is adjusted accordingly (deliberately omitted from
equation below for simplicity of exposition).

p’ —p’
I(p7 —p?)|2

T
¢(v1,v2) = cos ™ (VIV2>
[vill2[lvzll2

B. Swarm Behaviors

b =
2

Our swarm obeys a variety of behaviors chosen by the
operator. These behaviors are outlined below. Note that the
control law given in [14] was used for the formation behaviors.

1) Stop Moving (Default): Robots stop moving.
Vi:ul =0,

Viiul =0 3)

2) Move Forward: Robots move forward (in their local
coordinate frame) with a constant linear velocity V.

Viiul =V, Vi:u, =0 4)

3) Move Backward: Robots move backward (in their local
coordinate frame) with a constant linear velocity V.

Vi:ul =-V, Vi:u' =0 6))

4) Turn Clockwise: Robots rotate clockwise with a constant
angular velocity €.
Vi:ul =0, Vi:u =-Q (6)
5) Turn Anti-Clockwise: Robots rotate anti-clockwise with
a constant angular velocity €.
Viiul =0, Vi:ul, =1 (7
6) Flocking: Regions around each robot are divided into
three zones for flocking as shown in Figure 3. Each robot
experiences a virtual attractive force toward robots in its “at-
traction” zone, a virtual torque to align heading with neighbour
robots in the “alignment” zone and a virtual repulsive force
away from robots in the “repulsion” zone. Strictly speaking,
we use a first-order model, so the virtual forces and torques
are actually virtual biases in the linear and angular velocity
control inputs wu, and wu,. Note that all three zones were
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Figure 3. Zones of attraction (all white), heading alignment (green) and
repulsion (red) for each robot (blue).
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(a) Double (b) Fist (c) Spread (d) Wave In  (e) Wave
Tap Fingers Out
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Figure 4. The five gestures recognized by the Myo as shown on the Thalmic
Labs website [24].

implemented on the robots, but for simplicity of exposition,
only the attraction portion of the control law is given below.
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7) Align Heading: Robots align heading with other robots
within their spatial neighborhood.
, K,
Viiu, = —

Vi ur, =0, V)]

> e p) 9

JEN ()

8) Line Formation - X Direction: Robots move into a line
formation along the world frame’s X direction.

9) Line Formation - Y Direction: Robots move into a line
formation along the world frame’s Y direction.

10Circle Formation: Robots move into a circle formation.

IV. GESTURES FOR ROBOT SWARM CONTROL

In this section, we describe the wearable gesture recogni-
tion devices we used and our gesture-based interaction method.

A. Wearable Gesture Recognition Devices

In our system, each of the human operators for the robot
swarm wears one or more gesture recognition devices and
receives feedback about swarm state via LEDs on the robots.
For the gesture recognition device, we chose to use an off-the-
shelf device called the Myo developed by Thalmic Labs [24].
The Myo is an armband that combines eight EMG sensors for
measuring myoelectric muscle signals with a nine-axis IMU
(three-axis gyroscope, three-axis accelerometer and three-axis
magnetometer) to detect hand gestures. There are five standard
hand gestures shown in Figure 4 that were used to develop the
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gesture-based interaction for our experiment: Double Tap, Fist,
Spread Fingers, Wave In and Wave Out. The device can also
provide simple haptic feedback via vibration, but that feature
was not used in this work. Data is received from the device
via Bluetooth.

B. Gesture-Based Interface

Our design for robust interaction of robotic swarms, given
a limited number of gestures whose recognition is error prone,
relies on three key ideas: (a) constructing a rich vocabulary
of commands, a command grammar, out of a small num-
ber of gestures, (b) providing safeguards against errors in
gesture recognition and (c) a gesture-based ‘“virtual menu”
that allows selection of robots as leaders. These ideas were
operationalized. The first idea was implemented by giving
different semantic mappings to the same gesture (semantic
overloading) depending on context (role). The second idea was
operationalized by a multi-step process, rather than letting the
operator switch from one behavior to another on the fly, thus
running the risk of poor signal recognition. For example, in
the two-operator case, where the heading is given, the process
is stop, select robot (and mode), give heading command. The
third idea is implemented by mapping the “wave in” and “wave
out” operations to a selection action for selecting the next
behavior or the next robot depending on the role and whether
there was a single or multiple operators (see swarm behavior
selection section for examples). Albeit complicated in the
single operator case, this design allowed for robust operation as
shown by our experimental results. Note that in this work, we
deliberately made the control task challenging (small crowded
room, box obstacles) so the operator would be continuously
occupied with guiding the robots through the environment. In
a real outdoor environment, the operator would spend less time
engaged in controlling the swarm with gestures.

Our gesture-based interface for operating the swarm is
divided into two distinct roles: (1) Swarm Behavior Selection
and (2) Swarm Leader Selection. Each role is allocated to a
different Myo armband and all gestures recognized by that
armband are interpreted in the context of the associated role.
In this way, one operator can wear both armbands and try to
fulfill both roles or two operators can each wear an armband
and only fulfill their own role.

As already discussed, there is a trade-off between the
intuitiveness of the interface and the discriminability of the
gestures. Although work can be done to develop an interface
that includes more intuitive gestures for the various robot
leader and behavior mappings, there are many cases where
these gestures are more difficult for the sensor to characterize.
Our gesture-based interaction was designed to be as intuitive
as possible while still keeping the limited number of five
standard gestures, leveraging the higher discriminability of
these gestures.

1) Swarm Behavior Selection: In this role, the operator
selects a swarm behavior that will be followed by all robots in
Swarm Mode. The operator is given a circular list (the virtual
menu) of the swarm behaviors described in Section III-B.
The Wave In and Wave Out gestures allowed the operator to
select the previous or next behavior in the list respectively.
This mapping leverages most operators’ prior experience with
swiping left or right on a touch screen device to switch
between screens. Once the operator moves to the desired
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Figure 5. Diagram of environment used for trials. Robots begin in the region
indicated by Start and packages are located in the region indicated by red X.

swarm behavior in the menu they can activate it by performing
the Spread Fingers gesture. Unless the behavior is activated,
the swarm will not follow the selected behavior. The Spread
Fingers gesture is intended to correlate the fingers moving
away from the palm to the robots moving away from their
starting position via the activated swarm behavior. The Fist
gesture is commonly used for signifying someone or something
to hold or wait. Therefore, it is mapped to the default behavior
(‘Stop Moving’). For this role the operator ignores the Double
Tap gesture.

2) Swarm Leader Selection: In this role, the operator
selects an Inactive Leader (indicated by blue LED) or controls
an Active Leader (indicated by green LED) within the swarm.
Assume there is an implicit circular list of robot UIDs ordered
numerically. When the selected robot is in Inactive Leader
Mode, the Wave In gesture selects the previous robot on the
list and the Wave Out gesture selects the next robot on the list.
The Wave In and Wave Out gestures were chosen for moving
through the list of UIDs for the same reason they were chosen
to select a swarm behavior. The Double Tap gesture switches
the selected robot from Inactive Leader Mode to Active Leader
Mode or vice versa. A Double Tap gesture was used instead of
a Spread Fingers gesture so as to distinguish between choosing
a robot and choosing a movement. Once a new leader robot
is chosen with the Double Tap gesture and is placed in Active
Leader Mode, the Wave In gesture causes the chosen leader
robot to rotate counterclockwise, the Wave Out gesture causes
the robot to rotate clockwise. These mappings are chosen such
that the direction of the operator’s hand when they perform the
gesture corresponds to the direction of rotation of the leader
robot. The Spread Fingers gesture once again signifies a robot
movement away from its current location — in this case a
forward movement. A Fist gesture causes the robot to stop
moving for the same reason as in the swarm behavior selection.

V. EXPERIMENTAL DESIGN

Our experiment investigates the resulting performance in
two conditions: one-operator condition where the operator
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Figure 6. Actual environment used for trials with robots in their initial
locations. The large boxes are obstacles.

performs both roles versus two-operator condition where each
operator has a single role, but the two must coordinate. In other
words, we want to compare the difficulty and workload result-
ing from these two conditions. This investigation is conducted
in a package retrieval scenario that requires operators to guide
the swarm to a target location, retrieve packages and return to
the start location. Two conditions were tested: two operator and
one operator. In the two operator condition, the subject would
wear one armband and fulfill the Swarm Behavior Selection
role and an experienced human operator (same person for all
two operator experiments) would wear another armband and
fulfill the Swarm Leader Selection role. Both operators wore
their respective armbands on their right arm. For the second
condition (one operator condition), the subject would wear
both armbands and fulfill both the Behavior Selection and
Leader Selection roles simultaneously. The armband associated
with the Leader Selection role was always worn on the right
arm of the subject and the armband associated with the Swarm
Behavior Selection was worn on the left arm during the one
operator trials.

Each subject participated in both the two operator and one
operator trials. All subjects participated in the two operator
trial first (with the experienced operator partner) before partic-
ipating in the one operator condition trial. This experimental
design was used to mitigate any bias due to possible learning
effects. In this setup, if the subjects did get better over time,
it would only help their performance in the one operator
trial. The order was also chosen to reduce any bias the
two operator condition trial had because of the experienced
operator’s performance.

Before each trial the subject was instructed to wear the
Myo armband(s) and allow the sensors to warm up. When the
armband(s) was/were warm enough (5-10 minutes) the subject
would then sync the armband(s) with the system using the
Wave Out gesture. Once the armband(s) was/were properly
synced the subjects were allowed to practice the 5 standard
gestures. As soon as the subject was comfortable performing
all gestures with each armband they were wearing, the re-
searchers explained the complete mapping of the gestures to
the robot behavior and leader selection. No additional training
was done. The subjects did not try the behavior and/or leader
selection before the trial began.
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Figure 7. Leader selection participant (left) and the behavior selection
participant (right) during a double operator trial. Each participant is wearing
a Myo on their right arm.

A. Experimental Task

The experimental task was a package retrieval task and
the same experimental task was used across all trials in both
the one operator and two operator conditions. There were
three distinct parts to each trial. First, the operator(s) was/were
required to use the gestures to guide the swarm of TurtleBots
from the start region to the region indicated by the red X in
Figure 5. Second, the operator(s) was/were required to load
packages (small boxes) onto each swarm robot. Finally, the
operator(s) was/were required to guide the swarm back to
the start region. The trials began when the operators began
using the gestures to move the TurtleBots and ended when
the TurtleBots made it back to the start area. Large boxes
were setup in the environment as obstacles through which
the operators guided the robots in order to reach the package
pickup location. For a sense of scale, the actual environment
used for trials is shown in Figure 6. The traversable area of
the main portion of the environment containing obstacles was
approximately 20 feet long and 14 feet wide. The traversable
area of the narrow corridor was approximately 4 feet wide and
10 feet long. The obstacles were placed 4.25 feet apart. For
comparison, an individual TurtleBot is 1 foot in diameter. Both
operators were located within visual range of the robots and
audible range of each other such that they could coordinate
commands sent to the robots (Figure 7).

The human operators faced several challenges navigating
through the environment including boxes which narrow the
passage, as well as turning into the narrow corridor. In addition,
there were several “blind spots” on the map where overhead
cameras could not detect AprilTags, so TurtleBots in Swarm
Mode would behave erratically due to incorrect localization.
TurtleBot wheel odometry and gyroscope were intentionally
not used to correct for this effect, so that operator(s) would be
forced to intervene to correct for the effect.

B. Participants and Data Collection

There were a total of 8 participants in the experiment
(excluding the experienced operator). Participants were all
graduate students (five male, three female). Only one of the
subjects had previous experience using the Myo armband and
none of the participants had previously used the armband
to control our robotic swarm. Data was recorded using the
‘rosbag’ program included with ROS. Recorded data included
AprilTag poses detected by overhead cameras, gestures de-
tected by the armbands and the active behavior and leader for
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the swarm. Videos of each trial were also recorded.

VI. RESULTS

The data collected are presented in terms of performance
measures and operator measures below. Performance measures
include (1) the distance traveled by the robots — maximum
of any robot and total of all robots — and (2) the average
dispersion from the calculated centroid of the robots’ location.
Operator measures are presented for both the behavior selec-
tion armband and the leader control armband. The measures
included are (1) the total number of gestures recognized by the
armband, (2) the number of extraneous gestures performed,
(3) the count of activated behaviors and leader robots, (4)
the total time spent on each behavior and leader robot, and
(5) the average time spent each time a behavior or leader
robot is chosen. Data were analyzed using the number of roles
simultaneously fulfilled by the subject as a factor.

A. Performance Measures

1) Completion Time: Figure 8 shows a plot of trial com-
pletion times for each subject under the two operator and one
operator conditions. Most subjects were able to complete trials
in the two operator condition significantly more quickly than
in the one operator condition. The sample means for the two
operator and one operator condition trial completion times
were 12.115 minutes and 23.806 minutes, respectively. The
difference in means was significant at the p < 0.05 level
(F(1,17) = 8.082, p = 0.011).

2) Distance Traveled: The sample means for the total
distance traveled by all TurtleBots was 127.21 meters and
190.12 meters for the two operator and one operator trials
respectively. Figure 9a shows the total distance traveled by
all robots in each trial. The sample means for the maximum
distance traveled by any TurtleBots was 27.75 meters for the
two operator trials and 49.44 meters for the one operator trials.
Figure 9b shows the maximum distance traveled by a TurtleBot
in all trials. Both differences were significant at the p < 0.05
level (F(1717) = 6.652, p = 0.02; F(1717) = 4.525, p =
0.048 respectively). The average dispersion of the TurtleBots
throughout the trials was calculated by summing the average
squared euclidean distance between each TurtleBot and the
centroid at each time point. The two operator trials had an
average dispersion of 66.4 centimeters while the one operator
trials had an average of 73.4 centimeters.

B. Operator Measures

Figures 9c and 9d show the total number of recognized
gestures performed using the behavior selection armband and
leader selection armband respectively. The two operator trial
results are shown in blue and the one operator trial results
are shown in red. The number of gestures performed with the
leader armband was significant at the p < 0.01 level (F{(q 17) =
8.599, p = 0.009).

The number of extraneous gestures made by subjects using
the Behavior and Leader Selection armbands were calculated.
In Behavior Selection, an extraneous gesture was characterized
as one of the following two cases: (1) the gesture repeated a
gesture immediately before it, or (2) the operator performed
an unmapped gesture, which in this case was the Double Tap
gesture. A gesture was characterized as extraneous when using
the Leader Selection armband if one of the following two cases
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Figure 8. Trial completion times for each subject under both the two
operator and one operator conditions.

was true: (1) the gesture repeats a gesture immediately before
it or (2) the gesture is an unmapped gesture in the Inactive
Leader mode. In the Inactive Leader mode (while an operator
is switching to a new leader robot), the Fist and Spread Fingers
gestures are unmapped. The two operator results are from the
expert user while the one operator’s are from the subject.
Subjects using the behavior armband performed an average
of 48.67 and 55.40 extraneous gestures for the two operator
and one operator conditions respectively. An average of 126.89
extraneous gestures were performed using the leader armband
in the two operator condition and 251.70 for the one operator
condition. The number of extraneous gestures performed with
the leader armband was significant at the p < 0.05 level
(F(1717) = 6157, P = 0024)

On average subjects selected the ‘Stop Moving’ behavior
the most followed by ‘Flocking’ (Figure 11). Subjects spent an
average total time of 7.49 minutes and 15.01 minutes on the
‘Stop Moving’ behavior in the two operator and one operator
condition respectively (Figure 12). The average time spent on
the ‘Stop Moving’ behavior each time it was selected was
21.54 seconds in the two operator condition and 38.75 seconds
in the one operator condition. Both the total time and average
time spent on the ‘Stop Moving’ behavior were significant at
the p < 0.05 level (F(y,17) = 7.292, p = 0.015; Fiy 17y =
4.971, p = 0.04 respectively).

C. Correlations

High correlations were found between operator behavior
and performance measures at the p < 0.01 significance level.
Figure 10 shows that completion time was found to correlate to
the ‘Stop Moving’ behavior, the number of gestures performed
using the Behavior Selection armband, the total distance trav-
eled by all TurtleBots, and the maximum distance traveled by
a single TurtleBot (r = 0.987, r = 0.709, r = 0.949, and
r = 0.886 respectively). The number of gestures performed
with the Behavior Selection armband and number of errors
occurring with the Leader Selection armbands were highly
correlated with the time spent in the ‘Stop Moving’ behavior
(r = 0.703 and r = 0.935 respectively). The total time spent
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Figure 11. The average number of behavior selections. They are numbered
according to Section III-B.

on the ‘Stop Moving’ behavior was also highly correlated with
the total distance traveled by all TurtleBot and the maximum
distance traveled by a single TurtleBot (r = 0.737 and
r = 0.728 respectively).

Among measures of command usage only the average
times spent stopped and flocking were significantly correlated
(r = 0.68,p = 0.001). As shown in Figure 13, counts
of commands and errors were intercorrelated with errors in
behavior selection closely paralleling the number of behavior
selections while leader selection errors followed the number of
leader selections. Behavior and Leader Selection errors were
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Figure 12. The average total time spent on each behavior. They are
numbered according to Section III-B.

uncorrelated, however, each was correlated with the number
of commands of the other type. This pattern shows strong
interaction between the behavior selection and leader control
task suggesting that they may not be fully separable.

The time spent stopped was the only aspect of a com-
mand showing strong correlations with performance. It was
correlated with Total Distance (r = 0.916,p < 0.001),
Maximum Distance (r = 0.836,p < 0.001), Completion
Time (r = 0.987,p < 0.001) and marginally correlated with
Average Dispersion (r = 0.43,p = 0.066). The Average
Time Stopped was correlated only with the Average Dispersion
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Behavior Leader
Errors | Total | Errors | Total
Behavior Errors
Total 0.853
Leader Errors - 0.622
Total 0.464 | 0.610 | 0.984
R =0.456,p = 0.05,r = 0.693,p = 0.001

Figure 13. Correlations between errors and total commands for behavior
selection and leader selection.

Behavior Leader
Errors | Total | Errors | Total
Total Distance 0.687 | 0.788 | 0.866 | 0.870
Max Distance 0.602 | 0.779 | 0.817 | 0.786
Completion Time | 0.598 | 0.709 | 0.906 | 0.930
R =0.575,p=0.01,r = 0.693,p = 0.001

Figure 14. Correlations between commands issued for behavior selection or
leader selection and subject performance according to total distance traveled
by all robots, maximum distance traveled by any robot, trial completion time.

(r = 0.602,p < 0.01). These relations suggest that longer
times spent stopped either in selecting new behaviors or
deciding on a course of action was strongly predictive of poor
performance on other aspects of the task. Figure 14 shows a
pattern of strong correlations between aggregate measures of
command usage and performance. As with use of the Stop
command, larger numbers of commands and errors led to
poorer performance on each of the measures.

VII. DISCUSSION

Subjects performed significantly better in the two operator
condition, where they were only required to fulfill the Behavior
Selection role, than in one operator condition, where they were
required to fulfill both Behavior Selection and Leader Selection
roles. This suggests that for our interface, the responsibilities
for a role have been selected appropriately to match the
level of effort required for a human to perform effectively
in that role. Attempting to perform multiple roles seems to
have a significantly detrimental effect on human operator
performance. In addition, the results demonstrate the viability
of the implemented gesture-based interface in controlling a
robotic swarm since all operator(s) successfully completed the
experimental task without driving the robotic swarm into an
unrecoverable state, as was frequently observed during initial
informal tests with only the Behavior Selection role.

Although the subjects participated in the two operator trial
before the one operator trial, they performed better in the two
operator trial. This could be attributed to the experience of
the expert outweighing learning effects seen in the subjects’
performance, although it cannot be said for certain that this is
the sole cause. The operators in the two operator trials seemed
to effectively communicate throughout the trial which was
apparent in the lower total and maximum distances traveled,
and the number of extraneous gestures performed with the
behavior armband. For most subjects, the total number of
gestures performed with the behavior armband in the one
operator trial was close to or lower than the number performed
in the two operator trials. This can be attributed to the learned
effects seen from the subjects first participating in the two
operator trial. However, the number of gestures was less in the
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two operator condition when the subjects were not required to
split their attention between the behavior and leader selection.

The ‘Stop Moving’ behavior was selected most by sub-
jects. Observations saw that subjects made this behavior the
prerequisite for selecting all other movement behaviors. In
many instances subjects selected the ‘Stop Moving’ behavior
while they walked around and inspected the TurtleBots’ current
positions so as to determine the next command(s) required
to accomplish their goal. This in between behavior planning
stages were almost double in the one operator trials than in the
two operator trials as seen by the average time spent on the
‘Stop Moving’ behavior each time it was selected. The second
most used behavior was the ‘Flocking’ behavior. Subjects
seemed to prefer the efficiency of coordinated movement seen
when the TurtleBots followed the direction and movements
of the leader robot controlled by the leader armband. This
significantly reduced the commands that would be necessary
to send to the TurtleBots with more primitive commands like
‘Move Forward’, ‘Move Backward’, ‘Turn Clockwise’, and
‘Turn Anti-Clockwise.’

The high correlations between the completion time and
(1) the ‘Stop Moving’ behavior, (2) the number of gesture
performed using the Behavior Selection armband, (3) the total
distance traveled by all TurtleBots, and (4) the maximum
distance traveled by any TurtleBot suggests that excessive time
spent in the stopped state generating erroneous gestures coin-
cided with poor control and excessive travel for the TurtleBots.
The one operator trials sent commands less efficiently to the
TurtleBots and stopped more often to make decisions. The
lower control resulted in larger total distances and maximum
distances traveled in the one operator condition than the two
operator condition.

Although the current interface seems to effectively allow
operators to control the current swarm size, as additional robots
are added to the swarm the interface as it stands now may
cause the operators to reach their workload maximum. A more
intuitive interface would allow the operators to send commands
to the robots with added efficiency. By further expanding the
interface to provide a way to control a subset group of robots,
the system will be able to provide a more scalable solution for
robot swarm control.

VIIL.

In this paper, we investigated an interaction method using
a gesture-based interface that used a very limited set of
gestures for robust control of a complex system, namely a
robotic swarm. The approach was based on 3 key ideas:
(a) constructing a rich vocabulary of commands, a command
grammar, out of a small number of gestures, (b) providing
safeguards against errors in gesture recognition and (c) a
gesture-based “virtual menu” that allows selection of robots
as leaders. The gesture-based interface incorporated multiple
roles (i.e., Behavior Selection, Leader Selection) and each
gesture recognition device was associated with a different role.
Our experiments indicated that human operators performed
significantly better when each operator was fulfilling one role
than with one operator fulfilling both roles. Single operators
performing both the Behavior and Leader Selection roles
tended to be less efficient with their control of the Turtle-
Bots, which resulted in larger total distances traveled by all
TurtleBots and maximum distance traveled by any TurtleBot.

CONCLUSION AND FUTURE WORK
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The results also demonstrated the viability of the gesture-
based interface in enabling human operators to robustly control
robotic swarms in proximal interactions.

In future work, we plan to run a larger number of subjects
in multiple trials for each subject to study performance im-
provement with experience. We also plan to perform sensitivity
analysis, varying system parameters (e.g., number of robots,
course layout). Additionally, we will explore methods for
gesture-based control of subsets of swarms to provide a more
scalable solution.

ACKNOWLEDGEMENTS

This research has been sponsored in part by AFOSR Grant
FA9550-15-1-0442 and an NSERC PGS D scholarship.

REFERENCES

[11 J. M. Whetten, M. A. Goodrich, and Y. Guo, “Beyond robot fan-
out: Towards multi-operator supervisory control,” in Systems Man and
Cybernetics (SMC), 2010 IEEE International Conference on. 1EEE,
2010, pp. 2008-2015.

[2] F Gao, M. L. Cummings, and L. F. Bertuccelli, “Teamwork in control-
ling multiple robots,” in Proceedings of the seventh annual ACM/IEEE
international conference on Human-Robot Interaction. ACM, 2012,
pp- 81-88.

[3] M. Lewis, H. Wang, S. Y. Chien, P. Velagapudi, P. Scerri, and K. Sycara,
“Process and performance in human-robot teams,” Journal of Cognitive
Engineering and Decision Making, vol. 5, no. 2, pp. 186208, 2011.

[4] M. Lewis et al, “Teams organization and performance in multi-
human/multi-robot teams,” in Systems Man and Cybernetics (SMC),
2010 IEEE International Conference on. 1EEE, 2010, pp. 1617-1623.

[5]1 F. Gao, M. L. Cummings, and E. T. Solovey, “Modeling teamwork in
supervisory control of multiple robots,” Human-Machine Systems, IEEE
Transactions on, vol. 44, no. 4, pp. 441-453, 2014.

[6] S. Teller et al., “A voice-commandable robotic forklift working along-
side humans in minimally-prepared outdoor environments,” in 2010
IEEE International Conference on Robotics and Automation, May 2010,
pp. 526-533.

[71 M. Lewis, “Human interaction with multiple remote robots,” Reviews
of Human Factors and Ergonomics, vol. 9, no. 1, pp. 131-174, 2013.

[8] E. Olson et al., “Progress toward multi-robot reconnaissance and the
magic 2010 competition,” Journal of Field Robotics, vol. 29, no. 5, pp.
762-792, 2012.

[91 J.Y. Chen, E. C. Haas, and M. J. Barnes, “Human performance issues
and user interface design for teleoperated robots,” Systems, Man, and
Cybernetics, Part C: Applications and Reviews, IEEE Transactions on,
vol. 37, no. 6, pp. 1231-1245, 2007.

[10] S. Nunnally, P. Walker, M. Lewis, N. Chakraborty, and K. Sycara,
“Using haptic feedback in human robotic swarms interaction,” in
Proceedings of the Human Factors and Ergonomics Society Annual
Meeting, vol. 57, no. 1. SAGE Publications, 2013, pp. 1047-1051.

Copyright (c) IARIA, 2017. ISBN: 978-1-61208-538-8

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

T. Setter, A. Fouraker, H. Kawashima, and M. Egerstedt, “Haptic
interactions with multi-robot swarms using manipulability,” Journal of
Human-Robot Interaction, vol. 4, no. 1, pp. 60-74, 2015.

P. Walker, S. Nunnally, M. Lewis, A. Kolling, N. Chakraborty, and
K. Sycara, “Neglect benevolence in human control of swarms in the
presence of latency,” in Systems, Man, and Cybernetics (SMC), 2012
IEEE International Conference on. 1EEE, 2012, pp. 3009-3014.

S. A. Amraii, P. Walker, M. Lewis, N. Chakraborty, and K. Sycara,
“Explicit vs. tacit leadership in influencing the behavior of swarms,” in
Robotics and Automation (ICRA), 2014 IEEE International Conference
on. IEEE, 2014, pp. 2209-2214.

S. Nagavalli, L. Luo, N. Chakraborty, and K. Sycara, “Neglect benevo-
lence in human control of robotic swarms,” in Robotics and Automation
(ICRA), 2014 IEEE International Conference on. 1EEE, 2014, pp.
6047-6053.

S. Nagavalli, S.-Y. Chien, M. Lewis, N. Chakraborty, and K. Sycara,
“Bounds of neglect benevolence in input timing for human interaction
with robotic swarms,” in Proceedings of the Tenth Annual ACM/IEEE
International Conference on Human-Robot Interaction. ACM, 2015,
pp. 197-204.

G. Podevijn, R. O’Grady, Y. S. Nashed, and M. Dorigo, “Gesturing at
subswarms: Towards direct human control of robot swarms,” in Towards
Autonomous Robotic Systems. Springer, 2014, pp. 390—-403.

D. Perzanowski et al., Communicating with teams of cooperative robots.
Springer, 2002.

A. Giusti, J. Nagi, L. Gambardella, and G. A. Di Caro, “Cooperative
sensing and recognition by a swarm of mobile robots,” in Intelligent
Robots and Systems (IROS), 2012 IEEE/RSJ International Conference
on. IEEE, 2012, pp. 551-558.

J. Nagi, A. Giusti, L. M. Gambardella, and G. A. Di Caro, “Human-
swarm interaction using spatial gestures,” in Intelligent Robots and
Systems (IROS 2014), 2014 IEEE/RSJ International Conference on.
IEEE, 2014, pp. 3834-3841.

B. Mekdeci and M. Cummings, “Modeling multiple human operators
in the supervisory control of heterogeneous unmanned vehicles,” in
Proceedings of the 9th Workshop on Performance Metrics for Intelligent
Systems. ACM, 2009, pp. 1-8.

T. D. Fincannon, A. W. Evans, F. Jentsch, E. Phillips, and J. Keebler,
“Effects of sharing control of unmanned vehicles on backup behavior
and workload in distributed operator teams,” in Proceedings of the
Human Factors and Ergonomics Society Annual Meeting, vol. 53,
no. 18. Sage Publications, 2009, pp. 1300-1303.

B. Bennett and M. Trafankowski, “A comparative investigation of
herding algorithms,” in Proc. Symp. on Understanding and Modelling
Collective Phenomena (UMoCoP), 2012, pp. 33-38.

E. Olson, “AprilTag: A robust and flexible visual fiducial system,” in
Proceedings of the IEEE International Conference on Robotics and
Automation (ICRA). 1EEE, May 2011, pp. 3400-3407.

T. Labs, “Myo gesture control armband - wearable technology by
thalmic labs,” 2017, [Retrieved: February, 2017]. [Online]. Available:
https://www.myo.com/techspecs

33



ACHI 2017 : The Tenth International Conference on Advances in Computer-Human Interactions

Natural Language User Interface
For Software Engineering Tasks

Alexander Wachtel, Jonas Klamroth, Walter F. Tichy

Karlsruhe Institute of Technology
Chair for Programming Systems Prof. Walter F. Tichy
Am Fasanengarten 5, 76131 Karlsruhe, Germany
Email: alexander.wachtel @kit.edu, jonas.klamroth @student.kit.edu, walter.tichy @kit.edu

Abstract—In this paper, we present the idea to use natural
language as the user interface for programming tasks. Pro-
gramming languages assist with repetitive tasks that involve the
use of conditionals, loops and statements. This is what is often
challenging users. However, users can easily describe tasks in
their natural language. We aim to develop a Natural Language
User Interface that enables users to describe algorithms, including
statements, loops, and conditionals. For this, we extend our cur-
rent spreadsheet system to support control flows. An evaluation
shows that users solved more than 60% of tasks. Although far
from perfect, this research might lead to fundamental changes
in computer use. With natural language, programming would
become available to everyone. We believe that it is a reasonable
approach for end user software engineering and will therefore
overcome the present bottleneck of IT proficients.

Keywords—Natural Language Processing; End User Develop-
ment; Natural Language Interfaces; Human Computer Interaction;
Programming In Natural Language; Dialog Systems.

I. INTRODUCTION

Since their invention, digital computers have been pro-
grammed using specialized, artificial notations, called pro-
gramming languages. Programming requires years of training.
However, only a tiny fraction of human computer users can
actually work with those notations. With natural language and
end user development methods, programming would become
available to everyone and enable end users to program their
systems or extend their functionality without any knowledge of
programming languages. Myers [1] and Scaffidi [2] compared
the number of end users and professional programmers in
the United States. Nearly 90 million people use computers
at work and 50 million of them use spreadsheets. In a self-
assessment, 12 million considered themselves as programmers,
but only 3 million people are professional programmers. Ac-
cording to Liberman [3], the main question in the End User
Development (EUD) area of research is, how to allow non-
programming users who have no access to source code, to
program a computer system or extend the functionality of
an existing system. In general, spreadsheets have been used
for at least 7000 years [4]. The created spreadsheets are not
only the traditional tabular representation of relational data
that convey information space efficiently, but also allow a
continuous revision and formula-based data manipulation. It is
estimated that each year hundreds of millions of spreadsheets
are created [5].
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Our Vision

Programming languages assist with repetitive tasks that
involve use of loops and conditionals. This is what is often
challenging for spreadsheet users. We work on Natural Lan-
guage User Interface (NLUI) that enables users to describe
algorithms in their natural language and provides a valid output
by the dialog system for given user description:

e  Find the maximum element of a set:
Use an auxiliary variable. Initialize the variable with
an arbitrary element of the set. Then visit all the
remaining elements. Whenever an element is larger
than the auxiliary variable, store it in the auxiliary
variable. In the end, the maximum is in the auxiliary
variable.

e  Selection sort of a set:
The result is a vector. Initially it is empty. Find the
minimal element of the set and append it to the vector.
Remove the element form the set. Then, repeatedly
find the minimum of the remaining elements and move
them to the result in order, until there are no more
elements in the set.

e  Switching sort of an array:
If there are two elements out of order, switch them.
Continue doing this until there are no more elements
out of order. Out of order means that an element is
larger than its right neighbor. The right neighbor of
an element x[i] in a vector x is x[i+1].

Ordinary, natural language would enable almost anyone to
program and would thus cause a fundamental shift in the way
computers are used. Rather than being a mere consumer of
programs written by others, each user could write his or her
own programs [6]. However, programming in natural language
remains an open challenge [7].

Our paper is structured as following: section II describes
our previous work on NLUI. Followed by the Section II-D
that presents our current work on control flows, discussing
conditional and loop statements. Section III evaluates proto-
type in an user study. Section IV presents related work in the
research areas of programming in natural language, End User
Programming and natural language dialog systems. Finally,
section V presents a conclusion of our topic and future work.
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II. NATURAL LANGUAGE USER INTERFACE

In 1979, Ballard et al. [8][9][10] introduced the Natural
Language Computer (NLC) that enables end users to program
simple arithmetic calculations using natural language.

A. Dialog System

In 2015, first prototype of an assistant has been presented
that uses natural language understanding and a dialog man-
agement system to allow inexperienced users to manipulate
spreadsheets with natural language [11]. Motivated by a pilot
study based on the selected problems from Frey’s book Mi-
crosoft Excel 2013 [12] the system requests missing informa-
tion and is able to resolve ambiguities by providing alternatives
to choose from. Furthermore, the dialog system must resolve
references to previous results, allowing the construction of
complex expressions step-by-step. The system architecture
consists of a user interface responsible for human interaction,
as well as a natural language understanding and a dialog
management unit (See Figure 1).

User

!

User Interface

User Request
Pattern Matching

Natural Language
Understanding

Dialog Decision

wAnswer
Dialog Ma:emeD
Annotated &

Structured Input

Spreadsheet

Knownledge
Base Software

Figure 1. Architecture Overview

In a first step, the natural language understanding
unit (NLU) performs essential language analysis relying on
a basic vocabulary specifically built to cover the system’s do-
main. Synonyms are substituted using a handcrafted synonym
database. Mathematical terms and numerical values as well
as references to regions within the spreadsheet are tagged. In
the following step, the system groups elements representing a
sentence or clause to enable subsequent analysis.

The purpose of the dialog management unit (DMU) is to
deal with the tree structure that has been created by the NLU
unit, resolve references, create a valid spreadsheet formula and
generate a human-like response to the user input.

Reference

Add 5 and 4. Multiply 7 by the

Sum up 4 and 5. Multiply by 7.
Reference

Figure 2. Resolution of references

previous result.
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The evaluation of the prototype exceeded expectations.
80% of 170 tasks have been solved successfully. The system
helped users to solve tasks and received positive feedback from
nearly two thirds of the users. Inspired by the Turing Test, the
authors asked 17 independent spreadsheet users to formulate
requests for particular calculation tasks. Each task was an-
swered by both, the prototype and a human, independently.
Afterwards the participants were encouraged to identify the
computer generated response. This however turned out to be
surprisingly hard to decide. With 34 decisions made in total,
47.1% falsely identified the dialog system answer as human.
This result indicates that the prototype is capable of generating
suitable responses for sufficiently specific requests within the
language domain.

B. Active Ontologies

In early 2016, the natural language dialog system has been
extended with a natural language dialog system based on active
ontologies which enables the user to create and manipulate
excel sheets without having to know the complex formula lan-
guage of excel [13]. Our system is able to resolve references,
detect and help resolve ambiguous statements and ask for
missing information if necessary. While already quite powerful
this system was not able to handle conditions properly or
understand statements involving loops or instructions affecting
multiple cells. In this paper, we will present an approach on
how to attack these weaknesses.

By adding additional information to an ontology, such
as a rule evaluation system and a fact store, it becomes an
execution environment instead of just being a representation
of knowledge. Sensor nodes register certain events and store
them in the fact store. An evaluation mechanism tests the new
facts against the existing rules and performs the associated
action if one or more rules apply to the stored facts. The old
system consists mainly of two active ontologies. One in charge
of interpreting the user input and one generating answers
according to the interpretation.

In our system each rule is represented by a separate node in
the active ontology. By connecting nodes the developer decides
which type of facts are relevant to which node. In [13], we
presented four different types of nodes:

1)  Gather-Nodes: These nodes gather the information of
all children nodes and only create a new fact if all
necessary children facts exist.

2)  Selection-Nodes: These nodes gather all information
of their children and pass on the most fitting accord-
ing to some score.

3)  Pass-Nodes: These nodes bundle all obtained infor-
mation of their children into 1 new fact.

4)  Sensor-Nodes: These nodes are the leaves” of the
ontology and react directly to the user input.

Each node-type can be seen as one possible evaluation
mechanism. While with these types a developer is able to cover
most parts of standard domains of dialog systems one can think
of far more complex ones. This is where our new system comes
into play. By allowing the developer to use his own evaluation
mechanisms we created an infinite amount of new possibilities
what our system is capable of.
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C. Interactive Spreadsheet Processing Module

Interactive Spreadsheet Processing Module (ISPM) [14] is
an active dialog management system that uses machine learn-
ing techniques for context interpretation within spreadsheets
and connects natural language to the data in the spreadsheets.
First, the rows of a spreadsheet are divided into different
classes and the table’s schema is made searchable for the dialog
system (See Figure 3).

A | B C
1 Table 1: persons CAPTION
2 name SUPER HEADER
3 | first name last name | age HEADER
4 group A GROUP HEADER
5 | Sloane Morgan 37 DATA
6 Dustin Brewer 33 DATA
| 7 | Valentine Yates 38 DATA
8 | Michael Gregori 50 DATA
9 group B GROUP HEADER
10 | Ina Hoffman 40 DATA
11 | Oliver Hopkins 27 DATA
12 | Damon Vasquez 22 DATA
13 | Mark Richards 25 DATA

Figure 3. A spreadsheet table annotated with row labels

In the case of a user input, it searches for headers, data
values from the table and key phrases for operations. Implicit
cell references like “’people of age 18 are then resolved to
explicit references using the schema. Using the ISPM, end
users are able to search for values in the schema of the table
and to address the data in spreadsheets implicitly, e.g., What
is the average age of people in group A? (See Figure 4).

persons nalme last name age
|
first name
ceoald || ] o
group B [ RN B N

Figure 4. Context detection of user input

Furthermore, the system enables users to select (88%
successfully solved), sort (88%), group (75%) and aggregate
(63%) the spreadsheet data by using natural language for end
user software engineering.
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D. Control flows

Two new modules have been developed to extend the
current system for support of control flows. The first module
is capable of handling conditional instructions and the second
is able to understand statements that contain loops.

1) Conditional Statements: Conditional instructions are
often hard to understand due to their complex grammatical
and contextual structure. Also references are complicated to
resolve in this kind of sentences. The advantage of conditions
is that they have a small set of key-words (such as if, in case of,
etc. ) that indicate that the user uses a conditional statement. In
domain of spreadsheet manipulation to be able to understand,
the condition has to result in a boolean operation. These two
facts enable us to develop a specialized service dealing with
conditional statements. We react to the keywords and try to
find a boolean value in the user input. If we can not find
any boolean operation, dialog system asks the user directly for
it. After user answers, it is just recognizing which action the
user wants to perform. Unconditional statements were already
supported in our older system, so we can rely on it to find the
proper action.

As already annotated if gets recognized as a condition
keyword. The system already knows that it is dealing with
a conditional statement. Al is greater than 3 is a boolean
operation and may be used as condition. The trivial statement
save 5 in Bl can be easily recognized as unconditional action
and handled by our system (See Figure 5).

start Al is greater than 3 save 5 in B1

Condition Keyword Boolean Statement Unconditional Action

Figure 5. Example for a conditional statement

2) Loop Statements: Dealing with statements that affect
more than one cell can be seen as a looped instruction. In that
case, the target of the instruction is the loop variable. Knowing
this, we can handle it in a similar way we used for conditional
statements. In contrast to conditions, loop do not necessarily
have to contain clear keywords. Often times these keywords
are hidden within the sentence like for all, for each, as long
as. However, there may also be explicit instruction like do
something three times.

Once any of these keywords are recognized, the system has
to find the corresponding action and execute it for the given
range of cells. In order for our active ontology to be able
for recognition the proper action, we introduced a Looptarget.
This is an operator that acts like a normal cell and is able to
be recognized by normal actions (such as save, multiply), but
at the same time indicates that it can be executed on a range of
cells. Once activated by a loop keyword, the loop service reacts
to actions containing the regarding targets. In this case, next
step is to split input into several instructions for each cell of
the given range. This may also be combined with conditional
instructions. User input add 2 to B2 for each cell of column A
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which is greater than B2 is correctly handled by our system
(See Figure 6).

start

Non-loop action Loop Keyword Range

Figure 6. Example for a loop statement

3) Sample Dialog: To demonstrate the extended features,
we present a short dialog between the NLUI and user. For
each iteration of the dialog we listed the user input (User), the
operation the system executed as consequence of this input
(NLU) and the response generated by the system (DMU):

User: Write 30 in all cells of column A
NLU: save(30, A:A)

DMU: Already done. Is there anything else i can do?

User: Subtract 10 from each cell between Al and A10
NLU: save(Al:A10 - 10, A1:A10)
DMU: Ok, I did that for you.
Can I do something else for you?
User: No
DMU: Alright
... After a break, user turns back to the NLUI
User: For each cell of column A which is greater than 25
add 2 to B2
NLU: conditionalAction(A:A>25, save(B2 + 2, B2))

User: If A3 is greater than A2 write 2 in A3 else in B3
NLU: conditional Action(A3>A2, save(2, A3), save(2, B3))
DMU: Ok, I did that for you.

User: If AS is greater than BS
NLU: NoAction
DMU: I see you used a condition.
What do you want to do if the condition is true?
User: Save 4 in B3
NLU: conditionalAction(A5 > B5, save(4, B3))
DMU: Everything done as you wished.
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III. EVALUATION

To evaluate the quality of our system we conducted an user
study. We asked 12 participants to solve given tasks by using
our system and recorded their experience with it. In detail we
asked for each task

e  whether they were able to solve the task,
e if the system was helping them to solve the task,

e if the system output was natural,

and if the system was able to understand their input.

The participants were Non-native English speakers and the
majority of them have never used our system before. Most of
them stated that they knew and already used excel before, but
not on a regular basis.

Since we already evaluated our system for standard arith-
metic tasks, response time as well as scalability in our last
paper [13], we specifically designed the tasks to test the
discussed control flow features. e.g.:

e Insert the specified value 10 into all cells of a column.

e  Multiply all cells in a range (between Al and A10)
that are greater than 2 by 3.

e  If the value in cell A3 is greater than A2, they should
add 2 to B1, else to B2.

The results show that the users where able to solve more
than 60% of the tasks at least partially and found our system
as useful in over 60% of the cases (see Figure 7). Additionally
nearly 70% of the system outputs were considered as natural
by the participants. The participants stated in over 50% of
the cases that the system didn’t understand their input. The
improvement of the systems output has to be worked on.
Overall, the system’s quality was rated at 3.33 out of 5 stars,
and except for one participant all participants said that they
would use our system.

Overall rating of the system is good _ | |

The response speed of the system is good | | ‘

1 will use this dialog system frequently - | | ‘

[} 20 40 60 80 100

M Strongly agree W Agree D@ Neither agree nor disagree ODisagree OStrongly disagree

Figure 7. Overall results in %

While this result demonstrates that our system is far from
perfect it also shows that there is added value when using the
system especially for inexperienced users. Knowing that nearly
half of the unsolved tasks stemmed from the same question and
the most common problem were synonym problems which are
easy to fix the results we achieved are auspicious. Since our
system will most likely only improve in coming versions due
to the growing number of services and the size of our word
databases we consider this a promising approach.
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IV. RELATED WORK

The idea of programming in natural language was first
proposed by Sammet in 1966 [15], but enormous difficul-
ties have resulted in disappointingly slow progress. One of
the difficulties is that natural language programming re-
quires a domain-aware counterpart that asks for clarification,
thereby overcoming the chief disadvantages of natural lan-
guage, namely ambiguity and imprecision. In recent years,
significant advances in natural language techniques have been
made, leading, for instance, to IBM’s Watson [16] computer
winning against the two Jeopardy! world champions, Apple’s
Siri routinely answering wide-ranging, spoken queries, and
automated translation services such as Google’s becoming
usable [17][7]. In 1979, Ballard et al. [8][9][10] introduced
their Natural Language Computer (NLC) that enables users to
program simple arithmetic calculations using natural language.
Although NLC resolves references as well, there is no dialog
system. Metafor introduced by Liu et al. [18] has a different
orientation. Based on user stories the system tries to derive
program structures to support software design. A different
approach regarding software design via natural language is
taken by RECAA [19]. RECAA can automatically derive UML
models from the text and also keep model and specification
consistent through an automatic feedback component. A lim-
ited domain end-to-end programming is introduced by Le.
SmartSynth [20] allows synthesizing smartphone automation
scripts from natural language description. However, there is
no dialog interaction besides the results output and error
messages.

Paterno [21] introduces the motivations behind end user
programming defined by Liberman [3] and discusses its basic
concepts, and reviews the current state of art. Various ap-
proaches are discussed and classified in terms of their main
features and the technologies and platforms for which they
have been developed. In 2006, Myers [1] provides an overview
of the research in the area of End-User Programming. As he
summarized, many different systems for End User Develop-
ment have already been realized [22][23][24]. However, there
is no system such as our prototype that can be controlled with
natural language. During a study in 2006, Ko [22] identi-
fies six learning barriers in End User Programming: design,
selection, coordination, use, understanding and information
barriers. In 2008, Dorner [25] describes and classifies End
User Development approaches taken from the literature, which
are suitable approaches for different groups of end users.
Implementing the right mixture of these approaches leads
to embedded design environments, having a gentle slope of
complexity. Such environments enable differently skilled end
users to perform system adaptations on their own. Sestoft [26]
increases expressiveness and emphasizing execution speed of
the functions thus defined by supporting recursive and higher-
order functions, and fast execution by a careful choice of
data representation and compiler technology. Cunha [27] real-
izes techniques for model-driven spreadsheet engineering that
employs bidirectional transformations to maintain spreadsheet
models and synchronized instances. Begel [28] introduces
voice recognition to the software development process. His
approach uses program analysis to dictate code in natural
language, thereby enabling the creation of a program editor
that supports voice-based programming.
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NLyze [29], an Add-In for Microsoft Excel that has been
developed by Gulwani, Microsoft Research, at the same time as
our system. It enables end users to manipulate spreadsheet data
by using natural language. It uses a separate domain-specific
language for logical interpretation of the user input. Instead of
recognizing the tables automatically, it uses canonical tables
which should be marked by the end user. Another Gulwani’s
tool QuickCode [30] deals with the production of the program
code in spreadsheets through input-output examples provided
by the end user [24]. It automates string processing in spread-
sheets using input-output examples and splits the manipula-
tions in spreadsheet by entering examples. The focus of his
work is on the synthesizing of programs that consist of text
operations. Furthermore, many dialog systems have already
been developed. Commercially successful systems, such as
Apple’s Siri, actually based on active ontology [31], and
Google’s Voice Search [32][33] cover many domains. Refer-
ence resolution makes the systems act natural. However, there
is no dialog interaction. The Mercury system [34] designed by
the MIT research group is a telephone hotline for automated
booking of airline tickets. Mercury guides the user through
a mixed initiative dialog towards the selection of a suitable
flight based on date, time and preferred airline. Furthermore,
Allen [35] describes a system called PLOW developed at
Stanford University. As a collaborative task agent PLOW can
learn to perform certain tasks, such as extracting specific
information from the internet, by demonstration, explanation,
and dialog.

V. CONCLUSION AND FUTURE WORK

In this paper, we presented the new idea to use of natural
language as the user interface. Nowadays, users can easily
describe a tasks including conditionals, loops and statements
(See Section I). To enable the system for end user development,
these parts should be recognized correctly by the system. In the
current version of our prototype, the system supports control
flows, such as conditionals and loops, but the challenge is to
understand the user input at run time and put the different
statements in the right order. There is a lot of work on our
system still needs to be done. The goal is to implement valid
scripts from natural language input that describes some sorting
algorithm. We are also exploring ways to extend the system
functionality with the help of the dialog. The system needs
to be extended for handling graphs, and charts. Furthermore,
there are some properties of tables, which are not considered
in the current system and can potentially lead to problems.
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Abstract—With the increasing presence of unmanned aerial
vehicles (UAVs) in everyday environments, the user base of these
powerful and potentially intelligent machines is expanding beyond
exclusively highly trained vehicle operators to include non-expert
system users. Scientists seeking to augment costly and often
inflexible methods of data collection historically used are turning
towards lower cost and reconfigurable UAVs. These new users
require more intuitive and natural methods for UAV mission
planning. This paper explores two natural language interfaces
— gesture and speech — for UAV flight path generation through
individual user studies. Subjects who participated in the user
studies also used a mouse-based interface for a baseline compar-
ison. Each interface allowed the user to build flight paths from a
library of twelve individual trajectory segments. Individual user
studies evaluated performance, efficacy, and ease-of-use of each
interface using background surveys, subjective questionnaires,
and observations on time and correctness. Analysis indicates
that natural language interfaces are promising alternatives to
traditional interfaces. The user study data collected on the efficacy
and potential of each interface will be used to inform future
intuitive UAV interface design for non-expert users.

Keywords—natural language; gesture; speech; flight path

I. INTRODUCTION

Many current unmanned aerial vehicle (UAV) enriched
applications such as disaster relief [1] and intelligence, surveil-
lance and reconnaissance (ISR) [2], are executed by highly
trained operators equipped with a comprehensive knowledge
of the vehicle(s) and its control behaviors [3]. Similar to ISR,
search and rescue (SAR) missions [4][5] typically employ an
intelligent search strategy based on human-defined areas of
interest (AOI), and only rely on onboard machine intelligence
to locate and identify a target(s) and track to it. This same
approach is also employed in suborbital earth and atmospheric
science missions that may be collecting data for trend analysis
over time across a set of predefined AOIs. In addition to
manned flight campaigns, air balloons and satellites are tradi-
tionally used to collect data. As new applications emerge, such
as atmospheric data collection, the user base shifts from one of
experienced operators to one of non-expert users. Therefore,
human-robot interaction methods must distance themselves
from traditional controllers [5] — whose complexity often
makes it arduous for untrained users to navigate — to a more
natural and intuitive interface. Systems that work to simulate
human-human interaction are found to be more accessible to
non-expert users [6].

If available and easily programmable, earth and atmo-
spheric scientists would utilize UAV platforms to collect their
data in-situ. UAVs provide a viable method for conducting
more comprehensive studies, which may require correlative
data to be taken using multiple, coordinated vehicles [3]. Of
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Figure 2: UAV search pattern for locating a pollutant [7].

particular interest is their ability to take in-situ sensor mea-
surements in historically hostile or congested environments.
Further, data-driven collection based on real-time sampling
to point sensors towards, for example, transitions in ozone
data or to identify the flow of biomass burning is enabled via
real-time replanning for updates of UAV missions and flight
paths. Figure 1 illustrates an exemplar science mission AOI
and initial search pattern where three UAVs search for the
source of a pollutant and then perform a sweeping pattern once
within range (Fig. 2) [7]. The UAVs share and fuse maps along
with sensor information across platforms during the mission
to increase efficiency in locating and tracking the target.
Given current interface and control methods, skilled roboti-
cists and pilots can easily define and program instructions for
UAVs. This is made possible by their background knowledge
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Figure 3: Gesture library of 12 trajectory segments developed by
Chandarana et al. [3].

in the controls architectures required to command complex
flight systems. Further, researchers in the area of autonomous
aerial missions possess knowledge and insight typical of
roboticists and pilots. An understanding of path planning
approaches and air vehicle performance is typically required.
Airborne (manned) earth science missions are supported by
large teams of scientists, engineers, and pilots. Scientists,
much like mission commanders, communicate their intent to
the engineers and pilots who create a flight profile. This
process involves trajectory/route planning of complex, flyable
patterns given vehicle and environment. The trajectory/route
is generated via negotiation between scientists and engineers
such that the desired mission is completed while maintaining
safe, executable flight paths. The complex trajectories are often
generated/modified in hostile environments (e.g., cargo area of
an airplane) where precise, point-and-click interfaces are chal-
lenged by factors, such as vibration and dexterity limits (e.g.,
gloves). The ubiquity and promise of small unmanned aerial
systems (SUAS) bring the possibility of reducing dependence
on vehicle-specific support, but the gap between science and
engineering must be bridged.

Previous researchers looked at several methods for fa-
cilitating natural human-UAV interaction. Frequently, these
interfaces adopt only a single natural language input. Ng and
Sharlin [8] developed a gesture-based library and interface
built on a falconry metaphor. Other gesture-based interfaces
explore the concept of human-robot teaming where commands
like “come here,” “stop,” or “follow me” communicate intent
to the robot or UAV [9] without explicitly defining a flight
path [10]. Alternatively, interfaces such as a speech-based
interface [11] and a 3D spatial interface [12] have been
explored to directly define the flight path of UAV. The work we
present here explores the adequacy of common human-human
interactions — gesture and speech [13][10] — in the context of
an earth science data collection application.

Typically, humans use a combination of gesture and speech
for communication. As an initial iteration we explore two
distinct natural language interfaces — gesture and speech —
for UAV flight path generation. This paper assumes the use
of a single autonomous UAV. We compare the performance,
efficacy, and ease-of-use of the three interfaces through user
studies. Participants use a library of trajectory segments to
build several flight paths. The library was developed by
gathering information from atmospheric scientists about typ-
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Figure 4: Yes/No message window for the gesture interface.

ical desired UAV flight paths to obtain measurements and
further breaking them into easily defined primitives [14][15].
Although the given flight paths seen in the remainder of this
paper are designed to reflect those of interest to an atmospheric
scientist, the same requirement for flight path generation can
be seen in variety of other applications such as search and
rescue, reconnaissance, etc. This paper evaluates the current
instantiation of both natural language interfaces as compared
to the mouse baseline. The results will aid in the future
development of a multimodal interface that makes use of the
strengths from both the gesture and speech interfaces.

The paper is organized as follows. Section 2 describes the
three interface frameworks. Section 3 gives an overview of
the experimental setup. The results and discussion are given
in Sections 4 and 5 respectively. Finally Section 6 provides
some concluding remarks and identified future work.

II. INTERFACE FRAMEWORKS

The remainder of this paper will focus on the gesture and
speech interfaces, as well as a mouse baseline. The interfaces
allow the user to build complex flight paths by defining
individual trajectory segments. The subjects are able to use the
library of 12 trajectory segments developed by Chandarana et
al. [3] to build their desired final flight path (Fig. 3). Using the
framework developed by Chandarana et al., each of the natural
language interfaces are built with a user flow as follows: (1)
define a desired trajectory segment, (2) image of the chosen
segment is displayed as confirmation, (3) message asks the
user if they would like to define another trajectory segment,
if Yes (4) repeat step 1, if No (5) the user defined flight path
is displayed. The framework then combines the segments into
one flight path by automatically defining additional parameters
[3]. The segments are then automatically combined into a
flyable path. All systems make two assumptions about the
trajectory library: (1) the Circle segment is defined as parallel
to the ground and clockwise and (2) the Spiral segment is
defined as a spiral upward in the clockwise direction.

A. Mouse Interface

The mouse interface consists of a drop-down menu, which
includes the 12 trajectory segments in the library (Fig. 3).
It assumes that the user will not choose the same trajectory
segment two times in a row. A drop-down menu was chosen
for this study because it is a selection method familiar to users
of a mouse interface and can therefore serve well as a baseline.
The user can select a desired trajectory segment by clicking
on it in the drop-down menu. As mentioned previously, once
a segment is chosen an image of the segment is displayed on
the screen to the user as visual confirmation of their choice.
For the case of the mouse interface, the user can click on the
yes/no window in order to include another segment or finish
the flight path.
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B. Gesture Interface

For these user studies the gesture interface developed by
Chandarana et al., was used [3]. In the gesture interface, a
user’s gestures are tracked using a commerical-off-the-shelf
sensor — a Leap Motion Controller (Leap) SDK v2.2.6 —
which has sub-millimeter accuracy. The three infrared cameras
provide 8 ft3 of interactive space [16]. The Leap is placed
on the table in front of the user while they sit/stand based
on their comfort. The current system assumes that the user is
performing the gestures with their right hand.

In contrast to the mouse interface, the gesture interface
users perform gesture movements to represent each trajectory
segment. The Leap sensor provides more of a natural language
interface for the user. This allows them to represent trajec-
tory segments by imitating their shape rather than systems
such as the Myo armband, which selects gestures based on
discriminability alone [17]. The gesture input is characterized
using the linear support vector machine (SVM) model trained
by Chandarana et al. For each gesture movement the Leap
tracks the palm of the user’s hand for three seconds. The
eigenvalues and movement direction throughout the gesture
are then extracted from the raw data and classified using the
trained model [3]. For the yes/no message window, the user
must swipe Right for Yes and Left for No (Fig. 4).

C. Speech Interface

The speech interface uses a commercial-off-the-shelf head-
set microphone from Audio-Technica PRO SHEmW [18] in
conjunction with the speech-to-text software CMUSphinx4-
Sprealpha (“CMU Sphinx”). The CMU Sphinx software was
used with the built-in US-English acoustic and language mod-
els. This software is a product of Carnegie Mellon University
and benefits from more than 20 years of research on speech-
recognition. It is ideally suited to this project because it allows
for easy customization. The standard version of CMU Sphinx
was modified for this application through the creation of a
dictionary of allowable words. Four of the formation segments
specified in Figure 3 are compound words, e.g., "Forward-
left,” which consists of both the word “Forward” and the
word “left.” Therefore, this dictionary contains only eight
formation words (“Forward”, “Backward”, “Right”, “Left”,
“Up”, “Down”, “Circle”, and “Spiral”) plus “yes” and “no” for
the Yes and No choices in the message window. In addition, a
rule-based grammar was created in order to allow the system
to hear the compound formation names.

Similar to the mouse interface, the speech interface presents
users with a drop-down selection of the 12 trajectory segments.
Rather than selecting the desired segment using the mouse,
however, users specify a segment by speaking its name into
the microphone. The speech input is then broken down into
phonemes, or small and distinct units of sound that usually cor-
respond to consonants and vowels, which are in turn compared
to the application-specific dictionary of phones and mapped to
one of the twelve formations. For the yes/no message window,
the system only listens for the words “yes” or “no”.

III. EXPERIMENTAL SETUP
Two single input user studies were conducted. Each sub-
ject who participated was asked to use two different natural
language interfaces: (1) either a gesture or speech natural
language interface (Sections 2B and 2C respectively) and (2)
a baseline mouse interface (Section 2A). All subjects were
allowed to sit or stand in front of the computer screen.
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Figure 5: The three flight paths subjects were asked to build in the
single input user studies.

The user studies were designed to test the ease-of-use and
efficacy of each natural language interface for the purpose of
UAV flight path generation. For each trial the subject was asked
to define three complete flight paths. Each flight path included
three segments. The flight paths ranged in difficulty level and
included one common segment — a Right — for comparison
(Fig. 5). The Right segment appeared at different positions in
the three flight paths to avoid any bias in segment order. The
order of the flight paths was randomized and counterbalanced
among the subjects. Each user study was carried out in the
following order: (1) subject reads and signs Privacy Act Notice
and Informed Consent Form, (2) researcher(s) explains purpose
of experiment, (3) subject fills out background questionnaire,
(4) researcher trains subject, (5) subject builds given flight
paths one at a time (for each interface), and (6) subject fills out
subjective questionnaire and NASA TLX (for each interface
type) [19][20]. As part of step 2 subjects were told they would
be asked to build three flight paths with three segments each.

The subjects were given a printout of the trajectory segment
library (Fig. 3) during training and were allowed to keep the
printout during testing. Before each trial, the subject was given
a printout — with labels — depicting the desired flight path to
be built (one of the three shown in Fig. 5). They were allowed
to study the flight path for only five seconds before the trail
began, but were allowed to keep the printout for reference
throughout the entire duration of the run.

In order to correctly define each flight path subjects needed
to define the first segment, select Yes to add another segment,
define the second segment, select Yes to add another segment,
define the third segment, select No to complete the flight path.
All errors seen from defining a segment can be attributed to
one of six: (1) misinterpreted by system, (2) extra segment,
(3) human error — misinterpreted flight path or ended trial
too early, (4) combination error — segment misinterpreted
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Figure 6: The normalized average time to input flight paths and
subject’s rating of temporal load and responsiveness of the interfaces.

by system + human error, (5) combination error — segment
misinterpreted by system + extra segment, and (6) combination
error — extra segment + human error.

There were 13 subjects who participated in the gesture user
study and 14 who participated in the speech user study. All
subjects were full time employees at a research center. Subjects
who participated in the gesture user study did not participate in
the speech user study and vice versa. All participants also used
the mouse interface for a baseline comparison. The order of
interface use was counterbalanced throughout the subject pool.
For both gesture and speech user studies, the same three flight
paths were used (Fig. 5). The order in which each subject was
asked to build the flight paths was counterbalanced throughout
the subject pool, but was kept the same for the mouse interface
and the natural language interface runs within the same subject.
The subject was asked to fill out a subjective questionnaire
and NASA TLX workload assessment survey after using each
interface. Researchers also collected time to complete each
given flight path and correctness of each flight path defined.
The correctness data was collected through observations made
by the researcher(s).

IV. RESULTS

The following results were derived from the background
questionnaire, NASA TLX(s), and subjective questionnaire.
The results will show the time taken to input the given flight
paths, the subject’s impression of the temporal workload and
responsiveness of all 3 interfaces. Input errors will be given
for each interface. Mouse interface results are combined as the
same interface was used for both sets of user studies. Lastly,
we will present the subjective measures of overall impression
of how likely subjects are to use the interface method again
in the future.

All data was analyzed using an analysis of variance
(ANOVA) with IBM SPSS version 24. Tests of Between-
Subject effects were run on the independent variables: (1)
subject, (2) run, (3) input method, (4) flight path, (5) input
x flight path, (6) subject x flight path, and (7) subject x
input. A Tukey HSD Post-Hoc test was then run on any non-
interaction significant independent variables. The significance
values reported assume a p < 0.05. Error bars are shown for
the standard error of the mean in each figure.

The NASA TLX asked each subject to rate their temporal
workload on a scale from 0 to 10 — 0 being low temporal load
and 10 being high. A separate NASA TLX was used for each

Copyright (c) IARIA, 2017. ISBN: 978-1-61208-538-8

Total Error

25

15

0.5
e —

Mouse Speech Gesture

Avg # of Error Segments
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interface used by the subject. In the subjective questionnaire,
each subject rated their overall impression (difficulty) of the
interface, the responsiveness (speed) of the interface and how
likely they were to use the interface again in the future. All
subjective questions used a likert scale between 1 and 5. The 1
for the impression rating represented the interface was easy to
use and 5 meant it was difficult. In responsiveness, 1 indicated
that the interface was too slow, 3 meant it responded at the
right speed, and 5 meant the system was too fast. A 1 for
likelihood represented that the subject was not likely to use
the interface again and 5 that the subject was very likely to
use the interface again.

23.08% of Mouse-Gesture user study subjects had previous
experience with flying UAVs for an average of 170.67 hours
of flight time. 76.92% of subjects said they were right-handed,
but all were comfortable using their right hand. Only 7.69%
of the subjects had previous experience with a gesture-based
interface (other than a cell phone or tablet).

Only 7.12% of Mouse-Speech subjects had previous expe-
rience with flying UAVs for an average of 30 hours of flight
time. 71.43% of the subjects had previous experience with
using a speech-based interface before. This included interfaces
such as Siri and Amazon Echo.

A. Time to Input Flight Paths

Figure 6 displays the average time to build a flight path
(blue), the average rating of temporal load (orange), and the
average rating of responsiveness (gray) for each interface. The
average time values given in blue were normalized (divided by
10) to fit on the same graph as the responsiveness and temporal
load ratings. The colored stars indicate the input methods that
were significantly different from each other.

The time it took for subjects to build a flight path and the
subject’s temporal load were statistically significant for the
input interface method (F3 58y = 43.601, p < 0.01; F(339) =
3.867, p < 0.02 respectively). Responsiveness ratings given by
each subject were not significant (F3 31) = 2.284, p = 0.098).
The time taken to implement flight paths was statistically
different as indicated with the blue stars. The mouse method
was the fastest input method, however, the responsiveness
and temporal load indicated that the different between the
mouse, speech and gesture input methods was small. The
responsiveness of the mouse interface was statistically different
from the speech, but not the gesture (gray stars). Although the
time taken to define flight paths with the speech interface was
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TABLE I: AVG. % OF FLIGHT SEGMENTS CORRECT

Flt A % Cor | FitB % Cor | Flt C % Cor
Mouse 97.62% 100% 98.81%
Speech 95.24% 69.05% 92.86%
Gesture 87.18% 71.79% 64.10%

more than the time taken with the mouse interface, subjects
rated their temporal workload lower for the speech interface.

B. Input Errors

The average percentages of correct segments for each
flight path are given in Table I. The mouse interface values
shown are the average of the values calculated in the all trials
combined. For each flight path built, the number of incorrectly
defined trajectory segments was counted. The average number
of incorrect segments per input method is given in Figure 7.
The average number of errors per flight path is statistically
significant for the input interface ({2 58) = 27.903, p < 0.01).
All input methods are statistically different from each other.

C. Subjective Preferences

The average impression of each input method given by the
subjects was statistically significant (F(332) = 25.458, p <
0.01). Similar to the results in the total error per input method,
Figure 8 shows that all input methods are statistically different
from each other. Figure 9 shows the average likelihood that
subjects would use each input method again. Although the
ratings are statistically significant (F(3 32) = 8.618, p < 0.01),
none of the interfaces are statically different from each other.

V. DISCUSSION

Initial analysis indicates that differences among the input
modalities does not seem to drive the total number of errors.
The total number of wrong segments was fairly low, with
almost no errors using the mouse input method and a low
number of errors using the speech interface. This is likely
due to familiarity with these types of interface; most subjects
use mouse-based interfaces on a daily basis, with 71.43%
reporting that they have used speech-to-text systems such as
Siri or Amazon Echo previously. The error rate for the speech
interface is just above the error rate for the mouse input, except
for Flight Path B, potentially indicating an area of focus for
improvements to the speech interface system.

Similar to results seen from Trujillo et al. [21], users
tended to perform relatively well on each individual flight path
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Likelihood per Input Method

Mouse Speech Gesture

Figure 9: The average likelihood that the subjects would use each
interface again.

segment, though observations indicated that they frequently
performed better than they thought they did. With limited con-
temporaneous feedback and no ability to compare performance
to other users or other sessions, users were frequently unaware
of their level of success. This often surfaced in their own
assessment of their performance on the NASA TLX, as well
as, in comments made during experimentation.

Unsurprisingly, the mouse input method proved the fastest
method to input flight paths. However, the difference between
the mouse, speech, and gesture modalities, as indicated by the
temporal and responsiveness responses, was small. The mouse
and speech interface temporal results are comparable, while the
gestural interface temporal results are only slightly elevated.
The responsiveness of all three interfaces is remarkably similar,
with mouse and speech both being statistically different.

Users indicated a lower overall impression of difficulty for
the mouse interface than for the natural language interfaces.
Despite this, users still expressed a likelihood for choosing
to use a speech interface again in the future. Users were
almost neutral about using the gesture interface again. For both
categories, the mouse interface received better scores, which is
unsurprising as it is the most familiar. However, the differences
were not substantial. Instead, these two subjective categories
provide valuable data on user acceptance and willingness to
use the natural language interfaces in the future.

Based on observations made throughout training and the
user studies, most subjects who participated in the gesture user
study seemed to think that using gestures to indicate the shape
of a trajectory segment was natural. Most of the errors arose
due to a simplification of the interface that required users to
perform the gestures at a specific time in relation to feedback
shown on the screen. For the most part, using speech to define
the trajectory segment shapes did not seem extensible for more
complex shapes, which could be more easily defined with
gestures. Instead, speech would be better suited to providing
information that could augment the gesture input, such as
specifying length, radius and height. Such numerical data
would otherwise be difficult to intuitively convey with gestures.

While both the speech recognition software and hardware
suggest that they work in noisy environments, this initial user
study was run with limited background noise conflicting with
the speech commands. Because real-life situations will often
include at least some degree of background noise, continued
research should endeavor to include the effect of noisy envi-
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ronments on the accuracy of the speech recognition system.
Similarly, while this study used flight paths consisting of three
segments, actual science missions may require more com-
plex or lengthy flight paths. Further research should examine
whether such changes to flight path length effect the usability
of natural language interfaces by leading to fatigue.

Overall, however, analysis of these interfaces has indi-
cated that the natural language interfaces show some promise.
Users still successfully used speech and gesture interfaces to
define flight paths in only slightly slower times. Continued
advancement of their design will enable intuitive, natural
language communication between UAVs and human operators,
as well as, offer a compelling alternative to traditional interface
designs.

Additionally, despite performing faster than other input
methods, mouse-based interfaces become a less viable or
desirable option outside of the sterile office environment. In the
field or on an emergency call, a mouse-based system becomes
ill-suited for a trajectory definition application. The results of
this study show that alternate natural language interfaces are
well-received by users. These alternative interfaces allow for
novel ways of defining missions and generating trajectories that
lend themselves better to fast-paced field work. Based on these
results we can therefore work to improve the next iteration of
natural language interfaces so that they are comparable to the
results seen by using the mouse-based interface.

VI. CONCLUSION AND FUTURE WORK

This paper presented two natural language interfaces for
UAV mission planning. User studies were conducted to test the
ease-of-use, efficacy and overall acceptance of each interface
as compared to a mouse baseline. Overall, the experimental
setup proved adequate for gathering data on the efficacy
and the potential of individual mouse, speech, and gesture
interfaces. This analysis shows that the experimental setup
allow for comparison not only of the gesture interface to
the mouse interface and the speech interface to the mouse
interface, but due to the purposefully similar setup it allows
for comparison between gesture and speech interfaces. The
analysis indicates that even if users performed better using a
mouse interface, they were still able to use the natural language
interfaces successfully and were interested in using them in
the future. This indicates that natural language interfaces offer
an appealing alternative to conventional interfaces, and may
provide a more intuitive method of communication between
humans and UAVs. Moreover, the data produced in this anal-
ysis have indicated areas of each interface that were well-
accepted by users, and areas that need to be supported. This is
critical information for the design of next generation natural
language interfaces.

The focus of this work has been on individual mouse,
gesture, and speech interfaces. The data have indicated that
while each interface was successfully used to develop UAV
flight paths, complementary aspects of each interface were
more intuitive and met with greater success. Having identified
these strengths, a multimodal interface that combines aspects
of the speech and gestural interfaces can be developed to
further increase usability and accuracy. Such a combination of
both verbal and gestural languages is critical to a truly natural
interface [10]. Humans naturally and instinctively use both
gestural and verbal modes of communication, indicating that a
truly natural language interface should also leverage both [22].
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Such a multimodal interface would work to limit any barriers
to communication, establishing trust between non-expert users
and the system and facilitating improved interaction [13]. More
importantly, it would draw on the strengths of the individual
interfaces — gesture and speech — and compensate for any
limitations in one interface through the use of the other.
Future work will examine a next generation multimodal natural
language interface used to interact with UAVs.
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Abstract — The use of archetypes in the development of health
applications standardizes the data attributes, terminologies, and
constraints of the electronic health record, as well as improves
the flexibility of health information systems. However, we have
noticed in the literature that little attention has been given to
researching tools that dynamically build mobile health
applications using archetypes, which is what we present in this
work - a cloud service for automatic generation of applications
from archetypes. The approach hereby proposed specifies a
mechanism that generates graphical user interfaces for mobile
devices and creates relational data schemes for storing data in
the cloud. In addition to that, we present a mobile application
named Mobile4EHR that dynamically synchronizes the cloud-
generated application with the mobile device, and creates the
data schema that allows for local data storage. Finally, aiming
to validate the service introduced in this paper, we selected
available archetypes in the Open Electronic Health Record
Foundation repository to build an application that registers
patients’ vital signs. The main contributions of our research are
i) making the patients’ clinical data registration more agile, and
ii) reducing the dependence on programmers when creating
mobile applications for the health sector.

Keywords-Graphical user interfaces; Interface generators;
Mobile devices and services; Medical informatics; Archetypes.

. INTRODUCTION

Health Information Systems (HIS) currently play an
important role in society. They assist organizations in
automating patient care activities, improve the productivity
of healthcare professionals, and popularize access to
Electronic Health Record (EHR) information. In recent years,
the software industry has debated how to develop flexible
HIS by harnessing the benefits of cloud computing and the
agility provided by mobile devices [1][2]. Cloud computing
provides convenient and on-demand access to process and
store applications made available in the Internet.

Similar to any other software category, HIS faces
problems caused by high maintenance costs, lack of
uniformity in EHR modeling, and difficulty in managing the
large volume of processed data in the health sector [3].

It is a natural characteristic of software to change over
time, and in addition, it must adapt to the new demands of its
context, even while it is in execution. HIS deal with a large
number of concepts that continually change or are specialized
after a short period of time. Consequently, HIS which follow
these standards are expensive to maintain. Generally,
necessary changes in an application require effort and
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provoke a high dependence on programming teams. On the
other hand, one may notice that HIS are not designed to
support dynamic changes, i.e., they are not flexible systems
adaptable to the context of the problem domain, and do not
allow end users to create new instances of an application or
develop new functionalities.

Among the Health standards that promote
interoperability,  extensibility, and minimize high
maintenance costs in the development of the HIS, the dual
modeling model proposed by the Open Electronic Health
Record (OpenEHR) Foundation stands out [6]. The openEHR
architecture separates the generic characteristics that model
the EHR structure, also known as the reference model, of the
constraints and patterns associated with clinical data, known
as the knowledge model.

The concept of dual modeling consists in the separation
between the information contained in the EHR from the
knowledge associated with the terminologies of the Health
area. The first level of dual modeling involves components
related to software development (e.g., data schemes, class
diagrams, etc.), while the second level is represented by
archetypes and templates. An archetype can be defined as a
computational expression represented by Health domain
constraints, while templates represent user interaction
interfaces created at runtime to validate and ensure that data
entered conforms to constraints defined in the archetypes [7].

Recent research studies based on openEHR specifications
include the construction of the EHR using and specializing
archetypes [8], the development of Computer-Aided
Software Engineering (CASE) tools for data schema creation
[9], and a study on development patterns for Health
computing [10]. Moreover, openEHR archetypes have been
used to create Graphical user interfaces (GUI) for web
applications [11], to store EHR data in heterogeneous
databases [12], and to model the EHR in proprietary database
systems [13]. However, one may notice that little attention
has been given to researching how to dynamically build
applications for mobile devices from archetypes.

This work presents a cloud service that dynamically
builds Health apps from archetypes. The approach hereby
proposed allows Health professionals to construct and
distribute applications according to the following pipeline: a
representational state transfer (REST) application program
interface (API) extracts the EHR specifications from the
archetypes (i.e., data attributes, terminologies, and
constraints) and dynamically generates relational data
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schemes and GUI. After that, the application generated is
synchronized with the application named Mobile4EHR, and
all the functionality generated through the service is ready to
use. It is worth mentioning that, at the moment the
synchronization between Mobile4EHR and the application
created occurs, the cloud-generated data schema is replicated
on the mobile device. Therefore, when there is no network or
Internet connection, the application will store the data locally.
When the connection is reestablished, the EHR data is
automatically synchronized with the cloud data scheme.

There are three main advantages in using the service
proposed here. Firstly, Health applications are built
dynamically following a standard, which makes EHR
requirements uniform. Secondly, through mobile devices,
Health professionals can expedite the registration of the
patient's clinical data. Finally, the service presented here
minimizes dependence on programmers in order to develop
Health applications.

The rest of this paper is organized as follows: Section Il
describes the basic concepts used in this work and provides
an analysis of the main related works. Section 111 presents and
describes the service proposed in this article, while Section
IV demonstrates the creation of a Health application for
Mobile4dEHR. Finally, Section V presents the final
considerations and suggestions for future work.

Il.  BACKGROUND AND RELATED WORK

In this section, we describe the main concepts that are
essential to understand our service proposal. In Section 11-A,
the definition of archetypes is given, while Section I1-B
outlines the main issues related to cloud computing. Finally,
Section 11-C describes the related works.

A. Archetypes

Several research projects and many applications have
been developed from the specifications of the openEHR
system architecture and the concept of archetypes [8]-[11].
The openEHR software architecture for HIS is aimed at
developing an open, interoperable and computational
platform for the Health domain [6]. This architecture
separates generic information that represents the structures of
the EHR and demographic characteristics of the patients of a
reference model, from the constraints and standards
associated with the clinical data of a given specific domain,
which composes the knowledge model. An archetype
consists of a computational expression that is based on the
reference model and is represented by domain constraints and
terminologies [3] (e.g., data attributes of a blood test), while
templates are structures used to group archetypes for
allowing their use in a particular context of application, and
are often associated with a graphical user interface.

Dual modeling is the separation between information and
knowledge of health care system architectures. In this
approach, the components responsible for modeling the
clinical and demographic data of EHR are specified through
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generic data structures, which are composed of data types,
constraints and terminologies.

In an archetype, the specification of attributes is achieved
through data entry builders named generic data structures.
Such structures allow the representation of EHR data
heterogeneity through the following types: ITEM_SINGLE,
ITEM_LIST, ITEM_TREE and ITEM_TABLE.

ITEM_SINGLE models a single data attribute such as a
patient’s weight, height and age. ITEM_LIST groups a set of
attributes in a list. A patient’s address containing number,
street and zip code for example. ITEM_TREE specifies a
hierarchical data structure that is logically represented as a
tree. It can be used, for instance, to model a patient’s physical
or neurological evaluations. Finally, ITEM_TABLE models
data elements by using columns for field definition and rows
for field value respectively. Each attribute of a data structure
is characterized by a type of data and can have a related set
of associated domain restrictions and terminologies. The
terminologies give semantic meaning to clinical data and can
be represented as a set of health terms defined by a
professional.

B. Cloud Computing

Cloud computing defines every computational
environment, which consists of numerous servers, be they
physical or virtual, which have the ability to process and store
applications, platforms and services made available in the
Internet [14]. As its main feature, it provides convenient and
on-demand access to a set of configurable computing
resources that can be acquired quickly and released with
minimal effort regarding configuration or interaction with the
service provider [15]. The term cloud is a metaphor for the
Internet or communication infrastructure among the
architectural components, emphasizing an abstraction that
conceals from the user all the complexity of the infrastructure
and technologies used to offer such services [14].

Another important feature is that the necessary
infrastructure for processing, connectivity, and data storage,
is hosted by providers (e.g., Microsoft Azure e Amazon)
specialized in this type of service. Contrariwise, in a
traditional Health domain environment, in order to build or
manage a HIS, IT professionals must consider the
development, installation, configuration, and software
update, aside from other expenses such as software licenses.

The architectural outline of cloud computing consists of
three layers: Software as a Service (SaaS), Platform as a
Service (PaaS) and Infrastructure as a Service (laaS). The
definition of each layer is given below:

e Software as a Service: In this layer, software is
offered as a service or on-demand. The software
runs on a remote server and there is no need to
install the application on the client’s computer, just
access it over the Internet.

e Plataform as a Service: A feature provided by the
cloud that enables IT professionals to port, within
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the cloud, applications built using the programming
languages and tools available in the cloud.

e Infrastructure as a Service: It consists in the
provision of infrastructure for processing, storage,
networks, among others. This service, like the
others, has its resources shared with several users
simultaneously.

The development of a service which generates data
schemes and GUI using archetypes is one of the topics
encompassed in this study on cloud computing. The service
aims at creating relational data schemes and storing EHR in
a cloud platform.

C. Related Works and Motivation

Based on the main works investigated in the state of the
art, this section presents an analysis of the main
characteristics of each study, and discusses the main
contributions of the work hereby proposed. In order to
facilitate the understanding, Table 1 presents a comparative
table with four significant criteria that guide the comparison
of existing works in the state of the art. The criteria evaluated
were: C1) generation of graphical interfaces using
archetypes; C2) generation of data schemes; C3) EHR
storage in the cloud; and C4) support for mobile applications.

TABLE 1. COMPARATIVE ANALYSIS OF RELATED WORKS

Tool C1 C2 C3 C4

Template Design

EhRScape Framework

EhRGen Framework

A SASAYAS
ANANA R,
L |X [X X
L |X | X |X

Mobile4EHR

Considering the solutions available in the market, we
identified three tools that generate GUIs for the Health sector
using archetypes. The Template Design tool, and the
EhrScape and EhRGen frameworks support the development
of Health applications based on the specifications by
openEHR. As shown in Table 1, Template Design, EhrScape,
EhRGen, and Mobile4EHR generate their GUIs from
archetypes; nevertheless, only EhRScape, EhRGen, and
Mobile4EHR generate data schemes and offer the ability to
manipulate data in the generated GUI. Lastly, features of
EHR storage in the cloud and generation of GUIs for mobile
applications is only available on Mobile4EHR. Indeed, the
creation of relational data schemes for EHR storage and GUI
generation using archetypes is one of the main contributions
of the present work. Mobile4EHR is an extension of the GUI
generation and customization approach proposed in [33], i.e.,
it extends GUI generation to mobile applications and
proposes to store EHRs in relational data schemes in the
cloud.

The main motivation of the proposed work is to develop
a cloud service that dynamically builds Health apps from
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archetypes. For this, we specify a REST API that extracts the
EHR specifications from the archetypes (i.e., data attributes,
terminologies, and constraints) and dynamically generates
relational data schemes and GUI. After that, the application
generated is synchronized with the mobile device, and all the
functionality generated through the service is ready to use.

I1l.  THE PROPOSAL

This section introduces the Health tool generation service
from archetypes and is organized as follows: subsection I11-
A describes the architecture and main features developed,
while subsection I11-B details the generation of relational data
schemes for EHR storage.

A. Architecture and Overview

The cloud service proposed in this work consists in a
computational environment focused on the dynamic
development of applications using archetypes. As mentioned
previously, we extend the approach proposed in [11] in the
following aspects: Firstly, we modify the GUI generation
algorithm to support mobile device usage. Secondly, we have
developed a cloud service (i.e., REST API) from the extended
algorithm, in order to generate the GUIs. Finally, we
developed a mechanism for generating cloud data schemes to
persist the EHR data from the generated GUIs.

As shown in Figure 1, by taking advantage of the cloud
service, Healthcare professionals can import archetypes and
build apps to be used in the Healthcare industry.

£
ab
AN
\a -
REST API "
. —3

SQL Server

Figure 1. Cloud service architecture for generating apps

To achieve this, a REST API generates relational data
schemes and GUI from the extraction of data attributes,
terminologies, and constraints from archetypes. As shown in
Figure 2, while running Mobile4EHR, the application created
is synchronized in the mobile device, and all the features
generated in the cloud are available for use. At the time of
synchronization, the relational data schema created is
replicated in the mobile device. Mobile4dEHR stores data
locally when there is no network or Internet connection. Once
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the application identifies a connection, the data is
automatically synchronized and the data is uploaded to the
cloud.

Mobile4EHR

«’ Accessing Cloud Server
+ Syncing Application
O] Generating data schema

80% Complete

Figure 2. Interface of Mobile4EHR

In addition to GUI and data schema generation features,
the service proposed here counts with the following features:
Demographic Information Management: This feature
allows for managing the actors who will be directly
connected to the use of the generated app. In this case, it is
possible to manage and link the organization providing the
Health services and the professionals (e.g., physicians, nurses
and technicians) responsible for the caring for the patient.
Domain Creation: An organization may offer various types
of health services to society. For example, a hospital can
perform laboratory tests, diagnostic imaging, emergency
care, hospitalization, among others. Having that in mind,
Mobile4EHR allows the user to create and configure domains
and subdomains that represent the services offered by each
organization. This enables to link and access generated GUIs
through domains and subdomains.

B. Relational Data Schema Generation

The relational data schema created contains 6 tables, 5
integrity constraints and a set of fields, which store the
extracted elements from archetypes. The Archetype table
stores the informed XML configuration file metadata, e.g.,
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the type of archetype, its author, the file version, among
other information. The Archetype_Details table stores the
type of the data structure and constraints found in the
archetype, while the Terminology table stores reference data
attributes alongside their respective terminologies.

An archetype data specification may be done via a single
attribute, a vertical list of attributes, a hierarchical data
structure or a table with rows and columns. Aiming to store
the data attributes into an archetype while respecting all
possible layouts, we use the ITEM_TREE and ITEM_TABLE
tables. Since the organization of a hierarchical structure
already includes the definition of one or multiple attributes,
we have mapped the attributes of the SINGLE, LIST and
TREE types to the ITEM_TREE table. As the name suggests,
the ITEM_TABLE table maps the attributes of the archetypes
that are arranged in rows and columns. Once all data
attributes are mapped to their respective tables, the user can
choose which data attributes will generate the GUI, and
therefore store the data manipulated by end-users. In this
case, the selected attributes are added at runtime as columns
in the Data_ltem table.

Each element of an archetype is referenced by an
identifier. All identifiers begin with the letters at followed by
a sequential value. For example, the at000 identifier stores
the name given to an archetype. We have applied the naming
standard defined by this identifier to name the fields in our
data schema. Whenever a new field is inserted in the
Data_ltem table, the service verifies whether it already exists,
avoiding repetitions.

Data_Item Archetype_Details Item_Tree
‘7 DatalD # ‘7 ArcheDetailsID <~ Itemld
() OrganizationID O |ArchetypelD O Archetypeld
O |ModuleDetailsID = O OrganizationId O OrganizationId =
' ArchetypelD Code CodeParent
DoctorID Field CodeChild
PatientID # Label t € Type
NursingID # Description t \
at0002 DataType t i
at0013 ArcheConstraint
5t0023 Visible sho T e
at0049 List # ‘) ArchetypeID |
atdo61 Index z Archeld
at0066 Width # Conceptld
""" PO Height Concept
| TypeField Author
[ Purpose
| StructureType 't
5 et (TYPE
Terminology p et B B ey
“/ TerminologyID = Version
O ArchetypelD (O OrganizationId =
CodeParent feniiade ——=+  DateCreated
CodeChild */ ItemId = keywords
Value O Archetypeld Patient %
Description ) OrganizationId = Doctor
' OrganizationId = Code Nursing
Description TypeForm F

Figure 3. Relational data schema created from archetypes
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Figure 3 shows a data schema instance built from Blood
Pressure and Apgar archetypes, both available at the
openEHR repository.

IV. RESULTS

In this section, we demonstrate the generation of an app
for the Healthcare industry using the service described in this
article. Our goal is to exemplify the activities carried out by
a Health professional, such as collecting and registering
patients’ vital signs. We chose three archetypes related to
such activities, all available in the openEHR repository:
Blood Pressure, Body Temperature and Respiration.

First of all, a Health unit named Hospital was registered.
Subsequently, we registered a domain called Vital Signs and
three subdomains named Blood Pressure, Body Temperature
and Respirations, which will later be linked to the GUI
generated from the archetypes. Afterwards, the archetypes
were imported, linked to their respective subdomains and the
application was released and available to be used. At that
moment, opening Mobile4EHR triggers the synchronization
and installs the cloud-generated service. Figure 4 shows the
domain (i.e., Vital Signs) and subdomains (i.e., Blood
Pressure, Body Temperature and Respirations) created to
access the GUIs created in this demonstration, while Figure
5 depicts the GUI created from the Body Temperature
archetype.

Vital Signs

BACK
EBlood Pressure
Body Temperature

Respirations

Figure 4. Menu of the app created
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Temperature

C

Body exposure

Naked Reduced

clothing/bedding

Increasad
clothing/bedding

Appropriate
clothing/bedding

Description of thermal stress

Site of measurament

Figure 5. GUI created from the archetype Body Temperature

Each generated GUI has data persistence features. (i.e.,
insert, update, delete, and select). The data manipulated from
the GUI is stored in the local relational data schema or in the
cloud.

"Temperature™: "33°CY,

"BodyExposure”: "Reduced clothing/bedding”,
"DescriptionThermalStress™: ™",
"Measurement”: "Axilla"

}.J

"Temperature™: "33°C",

"BodyExposure": "Appropriate clothing/bedding”,
"DescriptionThermalStress™: ™",

"Measurement”: "Urinary bladder”

o1
Figure 6. Data synchronization

Figure 6 portrays the records of the local data schema in
JSON format, extracted through the REST API responsible
for synchronizing data with the cloud database. In this task,
only records that are in the local database and not in the cloud
are synchronized. This validation aims to minimize
application performance problems.
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V. FINAL CONSIDERATIONS

This article presented a cloud service that enables users to
build mobile Health applications using archetypes. As the
main contributions, we highlight: i) we created a GUI
generation service for mobile devices; ii) we have specified a
mechanism for generating cloud relational data schemes for
EHR storage; iii) we developed an app called Mobile4dEHR
that synchronizes the application created in the cloud, and
generates the data schema locally on the mobile device.
Furthermore, we have demonstrated the creation of a Health
app from openEHR archetypes to register patients’ vital
signs.

Four main characteristics stand out in our work. Firstly,
Health applications are built dynamically from a standard that
makes EHR requirements uniform. Secondly, through mobile
devices, Health professionals can speed up the recording of a
patient's clinical data. Thirdly, the EHR is stored on a
platform in the cloud. Finally, the approach proposed here
minimizes the dependence on programmers in order to
develop Health applications.

The development of a mechanism for generating NoSQL
cloud data schemes and the evaluation of usability tests with
health professionals are the next aims of our future works. In
this paper, we limited the scope of research to data schemes
and GUIs generation. A forthcoming work will address
privacy and security issues by presenting an algorithm to
encrypt EHR data on a cloud service or local storage.
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Abstract—Choreography design is a vital creative art that benefits
vastly from digital applications. In this study, we investigate the
effects of different interaction techniques on user experience for
a choreography generator interface. We develop an augmented
reality choreography generator and compare it with 1) a personal
computer based choreography generator and 2) a mobile applica-
tion for choreography generation. We evaluate user performance
and user experience on the interfaces in terms of task completion
times, as well as subjective criteria, such as mental stress, physical
stress, and pleasure experienced. Our research contributes to the
study of how different interaction methods of the same application
affect user experience. The paper also contributes to human-
computer interaction in education and training. The results verify
the effectiveness of augmented reality in developing training and
design applications.

Keywords—choreography; augmented reality; user experience;
natural user interfaces.

I. INTRODUCTION

Choreography is a creative process that has evolved over
years. With the advent of technology, different ways that
embraced digital tools for choreographing emerged. Thus,
allowing choreographers to benefit a lot from this evolution. It
is imperative to develop interfaces that are robust and suite
well for hand-held devices and computers. Furthermore, to
enhance user experience in choreographing tools it is important
to design human friendly user interfaces.

One emerging field of Natural User Interfaces (NUI) shows
much promise shows much promise in the Human Computer
Interaction(HCID)field. The approach put more emphasis on
developing interfaces that allow users to perform tasks in a
natural way, including touch based techniques, gestures and
voice; it runs away from the traditional approach of using key-
board and mouse [1]. In this study we develop interfaces that
utilize the traditional interactive approach and also interfaces
that seek aspects of NUIL. NUIs have a pivotal role to play in
HCI in education and training.

Augmented Reality (AR) presents an interesting approach
to interface development. AR coupled with touch screen
presents aspects of NUI, which potentially improves user
experience. AR combines the real world and the virtual worlds,
it provides interaction with 3 dimensional objects superim-
posed onto a real world [2]. AR provides a simultaneous
way for users to interact with the virtual and real world.
With the surge in mobile devices, mobile AR is quickly
gaining momentum [3]. This growth in mobile AR applications
has been facilitated by the increasing processing power of
modern day mobile devices [4]. The ability to process intensive
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applications has seen a swift shift from the bulky hardware that
has symbolized AR since the 20th century. AR promises to be a
major player in interface design in the 21st century. Whenever
3D objects appear superimposed onto the real world, a novel
experience is created that adds pleasure and creates amazement
and curiosity to the user [5]. This has seen AR being embraced
by the mobile gaming industry. The year 2016 saw a major
shift for AR in the gaming industry with the launch of
“Pokemon Go” that has revolutionized how people viewed
AR. New York Times suggests that Pokemon go represents the
moment AR breaks through the current position to something
bigger [6]. As the trend continues, it is imperative to embrace
AR in interface development. Technological advances have
allowed cheaper ways to develop AR applications.

Over the years different digital platforms have been devel-
oped for choreography generation. 3D animation is a preferred
choice for dance learning [5]. Furthermore, choreographers
have been fascinated by the use of digital tools when per-
foming their tasks. The use of these digital tools encourages
choreographers to observe the creative compositional process
as new through confines alongside new possibilities [7]. In
this study, we complement existing choreographing tools by
adding AR. Several researchers have suggested that AR can
aid reinforce motivation of students and trainees through
improving their educational realism [8]. AR applications in
mobile platforms provide a lot of promise with respect to
training and planning [9].

In this study, we design, implement and compare the
mobile AR interface with 1) the Personal Computer (PC)
based choreography generator and 2) the mobile application for
choreography generation. Our aim is to investigate the effects
of different interactive techniques of the same application on
user experience. We also investigate how AR affects user
experience on training tools. The results of the experiments are
important in understanding the impacts of different interaction
techniques on user experience, as well as understanding the
effects of AR on training applications. In this study, we
provide an important contribution presenting a choreography
application bridging the gap in the creative technological field.
This study also contributes in evaluating aspects of NUI with
respect to user experience.

The rest of the paper is structured in this way; Section
2 discusses related work. Section 3, 4 and 5 discuss the PC
based, the mobile application and the AR based interfaces
respectively. In Section 6, we discuss the experiments that we
carried out and share the results obtained. Finally, in Section
7 we discuss the results, challenges and future work.
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II. RELATED WORK

As the digitization of choreographing continues, different
approaches have been explored to fully embrace technology for
this creative process. However, the lack of standards with re-
gards to development of choreograph applications slows down
the advances of the development process of these applications.
Therefore, as attempts to digitize choreography appear many
open questions in relation to the support tools and consensus
on the standards exist [7]. Standardizing choreography appli-
cations remains a major challenge. This has seen different
choreographing tools being developed. Lack of standards al-
lows creativity thereby encouraging more developers to come
up with different idea. However, at the same time this leads to
development of applications that lack a proper structure.

As early as the 1960s digital tools were introduced for
choreography generation. The first choreographing computer
system was developed in 1967. It was influenced by the need
to create dance annotations without the need of a physical
space or the physical dancers [10]. The system developed made
use of a two dimensional interface, which utilized stick figure
representation of dancers displayed on the computer screen.
The choreographers crafted dance annotations using different
buttons and controls to control the stick figure representations.
The system played an important role in crafting a way for
choreographing in the digital space. It was initially developed
for ballet dancing, although with time it included other chore-
ographs. However, the major weakness of such a system is
dependence on 2D which hinders the natural feel of the inter-
face. Furthermore, early systems suffered from limited input
techniques and low processing power of computers. However,
the modern century has seen an increase in processing power
and the availability of different input techniques.

As digital tools evolved augmented reality has been in-
coperated in different applications. AR has gained a lot of
use in teaching, training and visualization for many different
institutions over the last decade [9]. Choreography has also
embraced AR and virtual reality in recent years. An interactive
mixed reality system for stage management and choreography
is mentioned in [11]. The system developed is a hybrid chore-
ography system that uses both virtual reality and augmented
reality to achieve the desired goals. The system facilitates plan-
ning for stage shows and events. It makes use of head mounted
devices to allow the choreographer to design choreographs for
3D generated characters. Furthermore, 3D pops can be used
in stage set up to visualize how the real stage will look like.
These 3D props include different stage set up items like drums
and guitars. Choreographers can define different choreographs
and play them on the miniature stage. Interior designers can
also use this mixed reality stage. However, the major downside
of this approach is the dependence on bulky and expensive
hardware. Furthermore, it requires a lot of space for setting
up the miniature stage, making it difficult for mobile users.
However, this cumbersome approach to AR has been improved
by recent advances in mobile hand-held devices like smart
phones [12].

Another digital approach to dance learning that is based
on a Web3D environment is described in [13]. This interactive
system realizes dance animations for training and education.
Using the application a choreographer can compose various
dance annotations. The Web3D environment is effective for in-
teractive dance steps observation, slow movement of fast steps
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and different angles of view. The choreographer is presented
with a rich interface that enables the creation of choreographs
with a good zooming level. The system enables the dancer
to learn the annotations defined by the choreographer from
different angles and speed. This 3D animation environment
provides an easy way for dancers and choreographers to
perform their work without the need of a physical platform.
However, the interface is effective on desktop browsers. In this
approach portability is a challenge.

Much work has been conducted to compare different
interactive techniques. A study mentioned in [1] investigates
the usability of the mouse-based and touch based interactive
approaches in manipulating objects in a 3D virtual environ-
ment. In the study, they measure subjective aspects such as
fatigue, workload, and preference. The researchers used dock-
ing tasks on participants to accomplish the investigation. The
experiments were conducted in a well controlled environment,
which allowed the users to continuously give feedback. The
results were important in showing that the two approaches
provide relatively similar levels of precision, however time of
interaction differs. The subjective results also showed which of
the interactive techniques users preferred. The study conducted
contributed to the study of interactive techniques and usability
of applications. However, as per our knowledge there is no
work comparing the different interactive techniques on user
experience for choreographing applications which also takes
AR into consideration. Therefore, our study focuses mainly
on user experience on a choreographing tool. Furthermore, we
focus on AR for training and education. We seek to develop
a clear understanding on the effects of mobile AR on user
experience.

III. PC BASED INTERFACE

We first developed a desktop application for choreography
generation. We engaged various stakeholders in the arts field
to obtain the necessary functionality of a choreography appli-
cation. This interactive process played a big role in crafting
the control for the characters in the choreographing scene. In
the application, we limit choreography animation to movement
only, for the sake of simplicity.

The interface is a 3D choreographing environment that a
choreographer uses to define different annotations. The pre-
sented stage is rich in props and presents a well modeled stage
that resembles real stages for theaters. The choreographer is
presented with controls to add dancers and props into the stage.
The props that can be added include trees and boxes. Figure 1
shows the PC based interface with dancers and props added.
The choreography generator interface can be customized to
suit well for different set ups ,this enables flexibility to
choreographers. In this way users can define their stages in
different ways depending on the type of choreographing they
are working on. Furthermore, individual character profile for
the dancer can be created when adding a character, the profile
contains attributes such as name, age, gender and height. This
functionality allows the choreographer to define 3D virtual
characters with attributes that makes it easier for the real
performing artists to follow in order to understand their roles
in the choreography.

The stage can be viewed from different angles, allowing the
choreographer and the dancer to view the defined annotations
from various views. The user can zoom into and out of the
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Figure 1. A screen shot from the PC based interface
showing props added.

scene using a mouse, and also rotate the scene to view it from
different angles. The interface provides high levels of zooming
that permits both the choreographer and the dancers to view
the defined annotations clearly.

Figure 2. PC based interface: draw path.

To add a dancer into the scene the user utilizes the “add
dancer” button, then selects the character from the presented
grid. Once the dancer is added into the scene the choreographer
can then define the path that the dancer must follow. The “draw
path” button is used to set the scene into a mode for defining
the path. The user uses the mouse to drag the character along
the path to follow. A line trail is used to show the user the
path they are defining as shown in Figure 2. After defining
the choreography the “play” button is used to play the defined
choreography. While the scene is playing the choreographer
can use a slider to control the speed of the characters.

Figure 3. PC based interface: text bubble.

Other animations include a bubble to keep track of any text
that a performing artist utters in the scene, and also the ability
to raise hands as a sign for different signals. The choreographer
can set different signals that dancers use in the scene, including
voice signals which come in the form of note bubbles on the
interface. The bubble carries a message that a character must
utter as shown in Figure 3. This is analogous to a lead dancer
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hailing out instructions during the dance or an actor telling his
lines.

IV. MOBILE APPLICATION INTERFACE

The PC based choreography generator functions as the
foundation for the mobile application for choreography gen-
eration and the AR application. Mobile touch screens such as
those of phones and tablets remove reliance on the keyboard
and mouse for interaction, and present the touch based in-
teraction technique. The touch based approach present a new
dimension of controlling the characters and interacting with the
interface. This interface is designed to function on hand-held
devices of different screen sizes.

Figure 4. Mobile application interface: draw path.

The application retains the same functionality and graphics
as the PC based application, but relies on the finger to define
different controls. The user can select the actors to add into
the scene by touching a specific button from the character grid
presented in the interface. Once the character has been added
the finger is used to draw the path the character follows. The
user uses his/her finger to drag the character towards a path to
follow. A line trailer utility is developed to set the trail behind
the path to show the user the path being defined as shown in
Figure 4. Drawing the path using the finger allows a natural
way of performing this task. This enables an easy way for
the user to achieve the required result, in addition it facilitates
defining paths that are difficult to achieve using the mouse.

To play the scene the “play” button is used. Whilst playing
the choreography the choreographer can view the scene from
different angles and zooming levels, by utilizing the touch
screen. To zoom in or out the interface allows the simultaneous
use of two fingers to open up or close down the interface.
Rotating the scene is achieved by dragging the view towards
the required viewing angle using just one finger. The mobile
application also allows the user to add different props to
decorate the scene. The underlying visual graphics for the
PC based interface and the mobile application interface are
generally the same with a little difference owing to the nature
of mobile devices’ screens.

V. AR BASED INTERFACE

Mobile AR presents an interesting approach to interface
development. AR changes the users’ real view by super-
imposing computer generated graphics using a smart-phone
screen or a headset. AR is important in choreographing as
it takes away the need for physical resources to set up a
choreographing environment. Using AR a virtual stage can be
created anywhere and virtual 3D characters can be added.

The AR based interface presents the same functionality as
the two previous interfaces. However, the graphical interface of
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the AR based application differs significantly due to the nature
of AR. The AR application is a mobile based AR tool that
utilizes marker based detection. The application uses marker-
based augmented reality approach. The marker is used as the
stage set up required to initiate the interface. Marker based AR
uses a camera and a visual marker to determine the center,
orientation and range of its spherical coordinate system [3].
The marker used for this application is shown in Figure 5.

chordoAR

Figure 5. Template designed for the AR marker.

Using AR, different real world tangible objects can be
added on top of the marker apart from the computer generated
imagery. This aspect gives the choreographer ability to use
different real world tangible objects. Therefore, using AR
the stage is not a fixed environment but rather it allows
the choreographer to creatively define different environments
for choreographing. AR’s inherent nature provides a unique
opportunity to create authentic extraordinary environments that
make use of both digital and physical material [14]. In Figure 6
two physical objects are utilized as props and an image as a
background scenery. In mobile or PC based interfaces only
computer generated imagery can be used in the background
for stage setup.

Figure 6. A screen shot from the AR interface, which
shows interactive buttons, physical objects as props
and an image as background scenery.

The user utilizes his/her mobile device’s camera to view
the marker and initiate the interface. To interact with the
interface the user also utilizes the touch screen of the mobile
device. Once the marker is detected the user is presented with
the application’s interface on the mobile device’s screen. The
interface presented has controls for adding a dancer, drawing
the path, adding props to decorate scene, controlling speed of
the characters and resetting the scene. To add the characters
into the scene the “add button” is utilized. The user can then
position the dancers anywhere on top of the marker. To define
the choreography the user drags the 3D character along the
path to follow; this is achieved using the finger. The line trailer
utility of unity is also utilized to draw a trailer behind the path
being defined, so that the choreographer has a visual aspect of
the path being defined. Figure 7 shows a simple path defined
for a single character.
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Figure 7. AR based interface: draw path.

Figure 8. A screen shot from the AR interface, which
shows characters and a prop added.

A play button to play the defined choreography is presented
to the user as shown in Figure 7. Whilst playing the defined
choreography, the user can control the speed of the characters,
view the choreography from different angles and zoom in
or out. To achieve different zooming levels the user moves
the mobile device closer or further from the marker, whilst
keeping the marker at a fixed position in the screen. This
same functionality can also be achieved by moving the marker
closer to the device’s camera, whilst keeping mobile device
on a fixed position. In order to view the scene from different
angles the user can move the camera around the marker. The
scene can also be reset to correct any errors that arise. This
functionality enables the choreographer to explore the interface
further without fear of making errors. Figure 8 shows the
implementation of the AR interface with a tree and four dancer
characters added into the scene.

VI. EXPERIMENTS

Experiments were conducted to evaluate the performance
of users on the three developed interfaces, the PC based
version, the mobile application for choreography generation
and the AR based version. We investigated four of Nielsen’s
factors of usability: satisfaction, effectiveness, ease of learning
and efficiency [15]. We obtained satisfaction levels from the
post user questionnaire form. The effectiveness is shown by
how the test subjects completed the given tasks. The user’s
feedback on how easy it is to learn the system gives an
indication of the time needed to learn the different interfaces.
The time scores determines the efficiency of the interface.

A. Software and Hardware

To develop the three interfaces we used Unity3D software,
a cross-platform game engine used to develop video games
for computers, consoles, mobile devices and websites [16].
Unity is a powerful platform for developing 3D based graphical
applications with rich interfaces. The PC based interface is
available as a standalone desktop application or as a web based
application, but works only on browsers that support Unity3D
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plugin. The user interacts with the interface using a keyboard
and a mouse.

The mobile application for choreography generation is
designed for hand-held devices. For the experiments we pub-
lished the application for Android devices. The users use the
touch screen to interact with the interface. The AR application
makes use of an additional plugin for Unity3D named Vuforia.
Vuforia facilitates for the creation of robust AR applications
on the Unity3D platform. It uses computer vision technology
to recognize and track planar images and simple 3D objects
in real-time [17]. Vuforia and Unity3D have a seamless com-
bination that enables the development of rich interfaces.

To test the PC application the participants accessed it as
a web application from the Mozilla Firefox web browser, and
also as a standalone desktop application. To test the mobile
AR application and the mobile application we used an LG G4
stylus and a Samsung S5. These devices have good cameras
that are very effective for AR applications.

B. Farticipants

We used a total of 15 unpaid test subjects for the ex-
periments. From the 15, 9 were males and 6 were females.
Their ages ranged between 19 and 28, with a mean age of
24. We selected the participants based on their ability to use
computers. The experiments were carried out primarily to
evaluate the usability of the applications therefore the use of
non-professional test subjects, this is a preliminary study. With
respect to expertise in AR, four participants had experience
with AR applications whilst the others stated that they had no
significant previous experience.

C. Tasks

For this comparative study, we chose these simple tasks
that are easier to handle for users since all of them are first
time users of a choreographing application. The participants
were expected to complete these tasks on the three interfaces.
The participants had to add a dancer to the left and to the
right of scene. After adding the dancer, the user then adds
a prop into the scene, the prop being the tree or the box for
decoration. After adding the prop the user then draws a simple
path for the dancer to follow. Finally, the user is expected to
play the defined choreography. In addition to this task, users
were required to zoom in and out, and also increase speed of
characters in the scene. This was to allow users to explore the
interfaces further.

The four tasks that the users were expected to perform:
e  Task 1) Add dancer to the left and right of the

scene

e Task 2) Add prop to the left and right of the
scene

e Task 3) Draw a simple path from the back to
the front

e  Task 4) Play the choreography (free play time)

D. Procedure

The participants performed the four tasks in sequence on
each of the three interfaces. The participants were each given
a brief description of the task to be performed. During the
experiments, our participants used the interfaces in a random
order to avoid task adaptation and to obtain fair scores for the
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three interfaces. We encouraged the users to think aloud during
the process and we recorded their feedback at each stage.

We recorded the time the users took to complete each
tasks to obtain the objective test results. We only recorded
completion time for the first three tasks, whilst the last task of
playing the scene had a free time so as to allow the users to
explore the system more.

At the end of the experiment the users were presented with
post test questionnaire that assisted in obtaining subjective
analysis of the experiments. The users gave feedback on
satisfaction, the pleasure they experienced, time to learn the
interface, their frustration levels and they also gave feedback
on their preferred interface. Difficult measures of using the
interfaces in the type of mental stress and physical stress scores
were also attained. Furthermore, we required our participants
to express their preferred interface from the three given inter-
faces. These results gave us a fair comparison of the interfaces
to have a conclusive analysis.

The user experience test conducted on the interfaces inves-
tigated the following issues:

e  Users’ awareness and experience with AR technology

e Users’ preference on touch based or pointer based
interactive technique

e  Users’ reaction to the different zooming approaches
e  How the users interact with the two interfaces.
e Time taken to complete tasks

To measure the different aspects of user experience we
used a scale 1 to 10. Satisfaction, pleasure, physical stress
and mental stress level were attained from this scale. We
also expected users to give a feedback on the effects of the
different interactive approaches on viewing the choreography
from different angles, and also the effects of the different
zooming interactive techniques.

E. Results

The results of the experiments are shown the Tables 1-6.
Table 1 gives mean time scores, Table 2 gives mean mental
stress scores, Table 3 gives mean physical stress scores, Table
4 gives mean satisfactions scores, Table 5 gives mean pleasure
scores and Table 6 gives mean frustration scores. Best scores
are highlighted in bold.

TABLE 1. TIME RESULTS[IN SECONDS]

PC based Mobile AR interface
application
Task 1 9.3+1.2 8.31+1.0 7.5+1.2
Task 2 8.9+1.2 9.0+2.5 9.1+1.3
Task 3 12.44+2.10 7.24+1.2 6.51+0.8
Task 4 free time free time free time
Average 7.7+1.1 6.1+1.2 5.440.8

The results in Table 1 indicate that completing the tasks
was generally faster on the touch based interactive approaches
of the AR and the mobile application interface as compared
to the mouse approach of the PC based interface. The total
average time for completing the first three tasks in sequence
is 30.6 seconds for the PC based interface, 24.5 seconds for
the mobile application interface and 23.1 seconds for the
AR based interface. The total average scores show that AR
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TABLE II. MENTAL STRESS RESULTS [IN LIKERT SCALE 1-10]

PC based Mobile AR interface
application
Task 1 3.1+£0.9 3.0+0.7 2.9+0.9
Task 2 1.5+0.8 1.4+1.0 1.7+1.1
Task 3 6.7+1.00 29+1.2 1.3+0.7
Task 4 1.5+1.1 2.0+1.0 1.3+1.2
Average 3.2+0.9 2.3+£1.0 1.8+0.9

TABLE III. PHYSICAL STRESS RESULTS [IN LIKERT SCALE]

PC based Mobile AR interface
application
Task 1 1.5+1.3 2.0+£0.7 43+1.0
Task 2 1.6+1.2 2.8+0.4 42+1.3
Task 3 2.940.9 1.7£3.6 1.354+0.7
Task 4 1.6+1.6 4.8+0.7 6.6+1.7
Average 1.9+1.2 2.8+1.4 4.1+£1.1

TABLE IV. SATISFACTION RESULTS [IN LIKERT SCALE 1-10]

PC based Mobile AR interface
application
Task 1 7.0+1.1 6.5+1.2 6.8+0.8
Task 2 7.94+0.9 7.3+1.3 8.0+0.5
Task 3 6.7+£2.1 7.64+0.2 8.2+0.8
Task 4 7.240.5 7.0£0.9 8.6+1.0
Average 72412 7.14+0.8 7.8+0.8

TABLE V. PLEASURE RESULTS [IN LIKERT SCALE 1-10]

PC based Mobile AR interface
application
Task 1 7.0£1.1 6.7£1.6 7.4+1.0
Task 2 7.6+1.0 7.6+1.2 8.0+1.1
Task 3 6.7+1.2 8.2+1.3 8.61+0.9
Task 4 6.61+0.7 7.0+1.1 8.910.6
Average 6.94+0.9 74+1.5 8.240.9

TABLE VI. FRUSTRATION RESULTS [IN LIKERT SCALE]

PC based Mobile AR interface
application
Task 1 1.90+0.8 1.44+0.9 2.3+0.9
Task 2 1.4+1.30 1.8+1.1 1.8+0.9
Task 3 3.14+0.8 2.84+0.9 1.0+0.8
Task 4 3.04+0.9 4.10+0.8 1.8+0.9
Average 2.4+0.9 2.5+0.8 1.7+0.9

produces faster task completion rates compared to PC based
interface and the mobile application interface. Especially Task
3 drawing path shows significant difference on the mean time
values. Drawing path on the mobile based application and
the AR interface is performed drastically faster than on the
PC based. The AR has 6.5 seconds , 7.2 seconds for the
mobile application and 12.4 seconds for the PC based interface.
Furthermore, we note from the standard deviation scores that
the divergence of AR results is rather small, showing that
the task was performed almost similar by all users. Drawing
the path on the touch based interfaces using the finger was
simpler and faster as compared to using the mouse to define
the path. The time scores generally show that the touch based
approach is more efficient than the mouse based approach
as they produce faster task completion rates. Furthermore,
although time was not measured for Task 4 it was observed
that zooming in and out or changing the viewing angles was
faster in the AR based interface. This further highlighted the
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efficiency of AR as it gives users a quicker way of achieving
different viewing positions.

The levels of mental stress on all the three interfaces
are generally low owed to the simplicity of the tasks and
the interfaces, as shown in Table 2. However, we note a
significant difference on the result for the PC based interface
when drawing the path. This was a result of the approach
that required more time to grasp. The mental stress scores for
the PC based is 6.7, whilst it is 2.9 for the mobile application
interface and 1.3 for the AR interface. This shows that the users
experienced a lot of stress mentally in this task. Furthermore,
the standard deviation score of 1.0 shows that almost all
the users agree on the high mental effort needed to perform
Task 3 on the PC based interface. On the AR interface users
experienced the least mental stress on three of the four tasks.

Physical stress is significantly high on the AR interface.
The AR interface has an average physical stress of 5.6 as
compared to 3.1 and 1.8 of the mobile application and PC
based interface respectively. Task 4 “playing the scene” shows
the highest level of physical stress experienced by the users
on the AR interface. Having a physical stress score of 6.60
as compared to 1.60 and 2.75 of the PC based interface
and mobile application interface respectively. This highlights
one big disadvantage of mobile AR on user experience as it
requires more physical effort over time. However, for Task 3
we observe that AR has the lowest physical stress. This result
highlights that users needed less physical effort when drawing
the path using the finger as compared to using the mouse. The
high levels of physical stress on the AR interface are due to
the movement of hands, as the user moves the device closer
and further from the marker to achieve different angles and
zooming levels. This effect is also the cause for the physical
stress scores on the mobile application as the fingers need to
constantly interact with the interface for any activity. Thus, the
touch based interfaces require users to use more physical effort
to perform the tasks. From Table 3, best scores are achieved
most on the PC based interface highlighting that the mouse as
an interaction device requires low physical effort. The main
source of physical stress on the PC based interface is the
movement of the mouse through small movements of the hand
while the arm lies in rest-up position. This explains the low
levels obtained in this regard.

Users expressed high levels of satisfaction from completing
their tasks on all the interfaces. These results are attributed
to the simplicity of the interfaces themselves. The standard
deviation scores that are generally less than 1.0 also indicate
that users experienced almost similar effects. As shown in
Table 4 users expressed more satisfaction on the AR interface
as compared to the two other interfaces. For Task 4 the
satisfaction scores are 7.2 for the PC based interface, 7.0 for
the mobile application interface and 8.6 for the AR based
interface. These high scores are attributed to the fact that users
managed to complete all their tasks to a satisfactory level.
Users expressed satisfaction in the quicker and easier way they
managed to move around the scene using the AR interface.

Table 5 shows the scores recorded for the pleasure ex-
perienced by users when performing the tasks. The results
show significant excitement when using the AR interface. The
main excitement is brought by the curiosity that the interface
introduces as stated by [8]. On all the tasks the highest pleasure
is recorded on the AR interfaces with scores of 7.4, 8.0, 8.6 and
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8.9, for Task 1 up to Task 4 respectively. Of particular interest
are the results for Task 4 where the users were allowed a free
time to explore the interfaces. The pleasure results for the PC
based interface, the mobile application interface and the AR
interface are 6.6, 7.0 and 8.9 respectively. These results show
a significant difference; on the AR interface users experienced
the greatest pleasure. The ability to zoom in and out of the
scene by only moving the mobile device closer or further
from the marker, brought about such a compelling effect to the
users when using the AR interface. This approach of changing
viewing position gave users an easier way to move around the
scene. This ability also reduces the time to achieve the required
zooming position or angle as compared to using the touch
screen to zoom in or using the mouse to zoom into the scene.
Therefore on the overall the AR interface is more effective
than the other two interfaces. The results also indicate that
users experienced more excitement on the mobile application
than on the PC based interface.

The mobile based interface produced high level of errors
when the user was zooming in and out of the scene, thus
more frustration as shown in Table 6. This was largely due
to the user rotating the scene instead of zooming. A number
of errors were also experienced on the PC based interface, but
this was less than the ones on the mobile based. This result is
attributed to the level of control a pointer device has on the
scene largely due to the small point of contact with interface
as compared to the finger’s surface. However, we note that
with the AR based interface this error does not exist as the
AR interface allows a more natural way of zooming which
is analogous to moving closer to an object to view it clearly.
The frustration scores for Task 4 demonstrate the effects of
the errors on the interface as the users were frustrated on
interfaces with many errors. The score for Task 4 for the PC
based interface, the mobile application and the AR interface
is 3.00, 4.10 and 1.81 respectively. This shows that users were
less frustrated on the AR interface whilst playing the scene.
This is largely due to the easiness of changing viewing angles
and zooming levels. However, we note that when adding the
characters the AR presents the highest frustration scores (2.3
compared to 2.1 and 1.43 of the PC based interface and mobile
application interface respectively). This result is caused by the
tilting effect of the mobile device whilst the user is positioning
the characters. Therefore, this makes it difficult for the user to
correctly position the characters in the scene in the way they
wanted. On the contrary, in the PC based interface and the
mobile application this difficulty does not exist. Table 6 also
highlights that frustration levels differed on the tasks the users
were performing on the different interfaces. The AR interface
gave the least frustration levels on the last two tasks whilst the
PC based interface gave the least on Task 2 and for Task I the
mobile application interface gave best result. The main source
of frustration for the AR interface is the tilting of the device
whilst performing tasks that are more effectively done with a
static device, such as adding the character on the scene.

The simplicity of the interfaces is further shown by the
“easy to learn” results we obtained from the users, which
have scores of 8.4 for the AR based application, 8.01 for
the mobile application interface and 8.10 for the PC based
interface. The AR interface has fewer visual buttons than the
other two interfaces this makes it easier to learn as shown by
the results. Generally, the interfaces provided the same basic
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functions and controls that explains why the scores for the
easiness to learn are very close to each other. It is of high
importance to develop interfaces that are easy to grasp for the
users, especially for applications that are used in training and
education. This was also demonstrated by the willingness of
the participants to explore the interfaces further. This also helps
the users retain over time.

After completing the experiments, we also asked which
interface for choreography generation the users prefer best
after having performed tasks on all the three interfaces. Seven
preferred the AR interface, four preferred mobile application
and four preferred the PC based interface. These results show
that the AR based interface was the preferred option by the
users. From the users that already had prior experience with
AR only one of the users did not choose the AR based appli-
cation as a preferred interface for choreography generation.

VII. DISCUSSION

The experiments were carried out to complete the same
task on three different interfaces using different interactive
techniques: 1) the PC based application that uses pointer based
interaction approach utilizing a mouse and keyboard, 2) the
mobile application interface and 3) the AR application that
used touch based interaction approach. The results obtained
from the experiments contributes to the study of how different
interaction techniques affect user experience and also the
effects of augmented reality on user experience.

The touch based approaches produced faster task com-
pletion times compared to the mouse based approach. The
touch based interactive approach of the AR interface and the
mobile application showed faster times using the finger to
draw path demonstrating the power of interfaces that provide
a natural way of interaction to the users [1]. Using the finger
to define choreographs presented a natural approach to define
movement as compared to using the mouse, this explains
the significant time differences. The AR interface gives the
best overall task completion rate compared to that of the PC
based and mobile application interfaces. However, the mobile
application and the AR interface show a small difference of 1.4
seconds since both approaches use the touch based interactive
approach. Furthermore, the ability to zoom in and out of
the scene by only moving the hand-held device closer to the
scene gave users a quicker way to complete the task. This
further demonstrates the effectiveness of having interfaces that
facilitates a natural way to complete the tasks. Thus, interfaces
which facilitate a natural way to complete tasks possess a great
advantage in as far as user experience is concerned.

The results showed that when adding the dancer and the
props into the scene the rate of errors was high in the AR
interface as compared to the other two interfaces. This result
is influenced by the changing position of the interface as
the phone tilts or is held in an unstable manner and also
the underlying design of the interfaces. Maintaining a mobile
device in a stable position during interaction is a big challenge
for all mobile AR applications. This is attributed to the natural
hand tremor [18]. This effectively undermines AR’s effective-
ness for mobile devices in applications that require accurate
positioning. Nonetheless, depending on the application these
errors can be tolerated. However, AR interface had no errors
associated with zooming or rotating the scene since this was
achieved by only moving closer or around the scene. The
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mobile application had more errors in this regard compared to
the PC based application owing to the larger surface area of the
finger as compared to the mouse pointer. The mouse facilitates
an easier zooming approach compared to using the finger. The
mouse utilizes the scroll wheel to change the levels by scrolling
it towards the required direction. In addition, changing the
viewing angles by dragging the scene using the mouse pointer
produces faster and more accurate results, compared to using
the finger on the touch screen of the mobile device. This effect
is influenced by the small contact area of the mouse pointer
which gives the user more control to perform the required
task. The touch based approach is efficient, however care
has to be given when dealing with interfaces that have many
controls in the same line. This gave many errors on the mobile
based application where a user was zooming but instead found
himself/herself rotating the scene. This is a drawback for the
touch approach. However, rarely experienced on the PC based
approach due to the small area of contact on the mouse pointer
as compared to the larger surface area of the finger.

It very important to develop interfaces that are easy to
learn. The simplicity of the graphical user interface goes a long
way in achieving faster “time to learn” scores as demonstrated
by the results from the experiments. Time to learn eventually
affects the usability of the interface, especially with regards
to training tools. Interfaces that are simple to understand also
help boost the users’ retention rate. In our experiments, the
interfaces were easy to learn, this made users more interested
in exploring different functionality of the interfaces. We also
noted that AR interface produced the best “time to learn” score.
This also led to the interface being the preferred choice of the
users, as they felt more relaxed while using the interface.

The results of the experiments also show that AR has
an important part to play in crafting training tools as stated
in [9]. It gives a compelling effect to the users and excitement
through the curiosity it creates. Furthermore, AR allows the
addition of physical objects into the scene in addition to the
computer generated objects. For training applications this helps
explore many objects to illustrate concepts without the need
of completely changing the graphical interface. Therefore, AR
allows flexibility in interface design. The user preference re-
sults demonstrate that AR has a great promise, this reenforces
the findings in [14]. This demonstrates that AR is effective in
teaching and training.

The AR interface affords users the ability to interact with
the characters by only moving the phone around the marker.
The ability to move closer to the dancers on the scene and
easily shift the viewing angle provided pleasure and excitement
to the users. This is similar to moving closer to an object
or further from the object, which is a natural approach to
changing positions. This approach gave users an easier and
quicker way to move around the scene. However, mobile AR
for hand-held devices presents high levels of physical stress
on the hands of the user and also a high error rate when
interacting with the touch screen as the mobile device tilts and
shifts positions on the hand of the user. The interface requires
a lot of physical effort from the user’s hand to achieve the
desired results, this in turn leads to the high levels of physical
stress. Another contributing factor to physical stress in mobile
AR is the screen size of the device as limited screen size tend
to restrict the covered field of view as stated in [19], thereby
forcing the user to continuous adjust viewing positions.
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Therefore, wearable glasses or goggles can prove more
effective for AR in training applications. For example, using
wearable glasses like Google’s cardboard the user does not
need to continuously use the hand to position the mobile device
correctly, but rather by positioning the eyes in the required
position. This is an approach we leave as future work, it
will give an understanding on the effects of wearable devices
on AR and training tools. Furthermore, we intend to extend
the interactive approach for the AR interface by allowing
the choreographer to use virtual buttons on the marker and
draw on the marker. In this approach the mobile phone screen
becomes a merely viewing screen but no longer the means of
interaction. To achieve more of the natural interface approach
voice commands will be important in the future work. For
the time being, voice is used as a means to enter text into
speech bubbles using the Google speech API. Therefore, future
work will complement the current interfaces by having voice
commands to add and control characters especially on the AR
interface. This future work study focuses more on the natural
user interface aspect by having an application that combines
virtual buttons and voice commands to control characters in
a real environment superimposed with 3D graphics. It is also
imperative to extend the interfaces to include a virtual reality
interface and compare user experience too.

VIII. CONCLUSION AND FUTURE WORK

In the study, we designed and implemented three interfaces
for choreography generation a PC based interface, a mobile
application interface and an AR based interface from which we
compared the performance of users in terms of user experience.
The interfaces allow a choreographer to define choreographs
and makes the choreographer in charge of the actors just like
in the real world. The results indicated that using touch based
approaches the users obtained faster task completion rates
as compared to using a mouse on the PC based interface.
Users were more comfortable completing tasks using natural
approaches, for example defining choreographs using their
finger on the touch based interface. The result demonstrates
the need to develop natural user interfaces to improve user
experience. Excitement and pleasure obtained was highest on
the AR interface, followed by the mobile application interface
and lowest on the PC based interface.

The results of the experiment showed that AR has a big
role to play in the development of training and educational
applications. Researchers can build upon this to further inves-
tigate AR coupled with natural user interface aspects like voice
and gestures. Another aspect to be implemented in the future
includes virtual buttons and virtual drawing of paths where the
user only interacts with the marker and not the mobile device
screen. In this approach the mobile device screen becomes
just a screen to view the real world but the user only interacts
with the marker. We plan to add more forms of movement
and special animation for choreography generation and test
the interfaces on experts working in the arts domain.
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Abstract—The concept of Smart City refers to a developed city,
which incorporates the required infrastructures and available
technology to increase its economic and environmental
sustainability, as well as the quality of life for its inhabitants. It
involves a city equipped with the latest communication
technologies in order to “function” by providing “intelligent”
solutions to multiple issues. This control of technology in the
management of resources, services and information in the city
can increase the risk of threatening the interaction between
people and the environment. In order to get feedback about
people’s concerns and priorities as future users of this Smart
City, a preliminary research has been developed. This paper
presents the study carried out at the School of Design
Engineering, whose objective is to look for design concepts for
the city, which increase the relationship of citizens with
products and services intended for public use, and the
“potential benefits" of the “smart city”. The first results reveal
that it is a priority to work on the urban elements which show
citizens the contributions of technology to the care and welfare
of the environment in which they operate.

Keywords-Smart City; Shared Artefacts; Product Design;
Smart products; Technology Design

. INTRODUCTION

The Smart City is an emerging concept with a broad and
diffuse scope, whose limits have yet to be defined, and where
many initiatives are in the project phase. We highlight, as an
essential feature, the implementation of Information and
Communications Technologies (ICTs) in multiple existing
products and services, and the connectivity of objects [1].
This development will make it possible to manage and
control energy resources with greater efficiency, and provide
a faster response to the constant maintenance requirements.
It is understood that a digital platform will be constructed,
which will make it possible to improve the society,
environment and welfare of cities in a sustainable manner,
and in accordance with the degree of “CONTROL” which
technology allows. Everything offers controllable
information in real time and, which will foreseeably result in
a better response to citizens' needs. Public spaces have been
transformed into more interesting and entertaining sites
where many topics are shared and where everything is
recorded [2].
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The public space, which historically has been a meeting
place open to all citizens, is now undergoing smart, as result
of the implementation of the new communication
technologies and their application in personal use devices.
These devices have transferred part of the interaction that
took place in the physical space, to a new public domain,
which is partly physical and virtual, and is modifying many
social habits and individual behaviours.

According to the European Smart Cities initiative, the six

main elements, which constitute a Smart city [3] are: Smart
Mobility, which gives priority to public transportation and
“soft” transportation services. Smart people, which includes
services that have an impact on comfort, health and safety,
permanent learning and training, care for senior citizens,
meeting points and leisure, etc. Smart economy, which relies
on decentralized work areas, mobile offices and teleworking,
entrepreneurship, development of co-working, etc.
Smart living, which focuses on the use of intelligent sensors
that control confort and safety in buildings, sustainability,
pollution and their remote management. Smart Environment,
which focuses on optimising the smart grids through
sustainable electricity production and management systems,
controlling public and household lighting, integrating home
automation systems, and through the coexistence of clean
energy cogeneration processes. Finally Smart Governance,
which involves communication and participation in the city's
management, managing its employment, relations with the
public administration, etc.

Furthermore, the European Commission has set a
challenge and priority for these smart cities, to make it viable
to reduce pollution by 40% in the short term, and thus
improve the economy and the quality of citizens' lives. This
approach prioritises investing in buildings, energy and
transportation [4]. The role of ICTs is also essential for the
development of these concepts, since they require the
implementation  of  powerful infrastructures  and
communication systems, which permit data exchange and
storage, as well as its analysis, in order to improve the
processes, which have a repercussion on the citizens. Major
investments are required to carry out this technological
upgrade of our cities that, in 2020, will have billions of
devices connected to Internet [5].
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Faced with this highly technified, automated and virtual
environment, we must address the need for tangible
interaction with these concepts proposed and developed in
the Smart City. We strongly believe in the pertinence of
designing products for the environment, which have a
physical presence, and with which, citizens directly become
users.

This paper presents in Section Il the Smart City as
context for product design, and the need for interaction with
users. In Section I, we point out the relevance of the
augmented city concept and some projects that influence
people’s demands and expectations. The Research Methods
and materials used in this local research are presented in
Section 1V, followed, in Section V, by some of the results
from the research made. These results have allowed us to
define in Section VI the scope of a design project, and to
draw some specific proposals for the Smart City.Finally,
some general conclusions are given.

Il.  PRoODUCT DESIGNS FOR THE “USE” OF THE SMART
CiIty

As claimed in the report Smart City Trends [6], there is
no doubt that Smart Cities are a fertile sector for innovation,
an open space where proposals and categories of services
and products arise. This field opens up opportunities and
new market challenges for industrial design and for
companies, and it constitutes an enormous space for
innovation. Based on the elements of the Smart City listed
above, this prospective study features some areas of urban
innovation. We are interested on some of them, such as
products on a human scale, bicycles first, predictive systems,
flexible furniture, outdoor offices, sustainable lighting and
access to energy.

Coming from the Design Engineering sector, and having
had experience in the development of projects for the public
space [7] since 2001, the concept of Smart City has made it
necessary, to devote a specific line of work to enhance the
role of design in the development of elements for the users of
this technological and sustainable city. The exhibition Smart
City, Design, Technologies and Services for the Citizens, was
the first outcome regarding the state of art of this sort of
product design. Pioneer applications at present time, which
merit attention to interrelate connectivity, energy efficiency
with products for public use, power charge and generation
systems for the citizens and pollution reduction by means of
innovative devices [8].

In the framework of Smart Cities multiple developments
can be integrated responding the new needs and the
integration of communication technologies, which provide
new services and knowledge for citizens. In particular, from
the design sector dedicated to urban elements, five action
areas were outline, at the Smart City Expo World Congress.
These action areas are related to each other, and priority has
been given to those, which have the greatest potential as
innovative objects for the public space [9].

These five areas are planned to be thoroughly permeable
with each other, and they focus on:
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e Data processing systems for society, communication
and information services and participation.
Education, welfare, commitments, ideas,
entrepreneurship, etc.

e Launching technologies and access to platforms and
urban media.

e Sustainability and clean energies, fair water
consumption, increase of green areas, etc.
Products for welfare and leisure.
Clean mobility, bicycles, car sharing and

participation in energy generation.

The goal of our research is planning a practical design
project for the city of Valencia. Since previous works have
been realized analysing the urban elements and services,
technologies to be implemented, materials, and systems of
energy, we have made a prospective research of the potential
target of users, attempting to know their needs and
expectations. The outcome of this ethnographic research is to
find out new possibilities and values for designing and
innovation at the contemporary city.

Ill.  THE AUGMENTED CITY

Closely linked to communication technologies in the
urban scope and, consequently, to the Smart City, we
highlight the "augmented city”, which involves the new
physical space, expanded by the supply of graphic formats
and information generally derived from Internet.

Augmented Reality (AR) applications in the public space
are creating a new dimension within the city, an overlapping
layer consisting of information, which augments the
experiences in real time of the individuals who interact
simultaneously in their urban environment [10]. To cite
several examples of these technologies in dynamic situations,
we highlight the application for cell phones GeoTravel, the
project proposed by architect Keiichi Matsuda, in which the
virtual and the real form a continuum offering amazing
possibilities, while also controlling the way we understand
the world (Figure 3). In the same way the famous Google
Glass proposes a dynamic and constant individual visual
connection with the on-line information and the environment
It will be the glue between every interaction and experience
everywhere [11] -[13].

Figure 1. Some technologies provide individual experiences of
Augmented Reality outdoors. Google Glass and Domesti/City The
Dislocated Home in Augmented Space.

In augmented city, the physical space and the virtual
space are not separate, but two spaces, which constitute a
whole. Real is combined with the digital environment, so
that concepts such as public space, identity, knowledge,
citizenship, and public participation are inevitably affected
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by technology, by mobile communication, which modifies
the enjoyment of the public space and the way in which the
users relate to the environment and with the activities that
take place in these environments. With the implementation
of this technology, surprising and immediate results have
been obtained within the scope of wayfinding. Orientation
and location of spaces and places make the urban
environment more attractive for users because it allows them
to expand and express their own identity and experiences
[14].

IV. RESEARCH METHODS

With the aim of getting information of products and
citizen’s expectations, this research focused four areas:

A. Urban scenario and field research

Ethnographic methods were used; walking and visiting
the city to get information about what already exists, the
potential lack of aspects or things which could be improved,
and observe where most people spend their time outside.
This part leads us to a favourite place in the city of Valencia:
the Turia Park, a riverbed transformed into an urban park in
the nineties.

Nowadays, as it passes through the city of Valencia, the
old Turia riverbed is a big urban park that allows for
different leisure activities, consistent with the contemporary
concept of sustainable city that is active, healthy and
participative. In this longitudinal space that runs through the
city, natural elements play a key role in connecting leisure,
mobility (walking or cycling) and a variety of uses
(recreational, sportive, cultural, touristic).

B. Desk research

This involved information about Valencia’s plan to
become a Smart City. We made an inventory of street
furniture elements and classified it in categories pertaining to
their contribution to this aim.

C. Interviews

The survey had the aim of verifying which existing
facilities were highly valued, and what the interviewees
found to be lacking in an urban environment very frequented
by multiple users. These interviews performed 3 times per
week at different times of the day, in September 2015 and,
again in May 2016. We choose people randomly, trying to
cover different user profiles.

We interviewed a range of 25-30 people from each of the
four different groups, who are relevant users of this site:
citizens, young athletes, elderly people and tourists/visitors.

D. On-line Survey

Simultaneously, a short public-opinion poll was
conducted online to complement the previous one, about
preferences regarding services and design. This online
survey targeted to people who live in Valencia or have been
living in the city, such as exchange students or foreign
workers (short-term residents).
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V. RESULTS OF THE LOCAL RESEARCH

The city of Valencia has an action plan to become a
Smart City and it has a major potential as an urban
environment, due to its socio-demographic and
environmental features. However, the first field research
realized shows only ten public facilities, currently identified
as Smart products in the city:

1) Information panels, with real-time traffic information
throughout the city.

2) App-Valencia, car park information, also in real time

3) QR codes for disabled people, so they can reach
things, such as a parking meter

4) E-card, an electronic public transport card (4,000
passengers per day)

5) Municipal bicycle rental service (Valenbisi): 2,750
bikes, 5,500 access points, 75,114 daily bike journeys.

6) Monitoring Valencia through cameras

7) Intelligent lights throughout the city

8) EMT bus service, 100% ecological

9) Online City Council administration services (100%
paperless)
10)  VLCi Platform for urban information

This list summarizes the answers to the open question:
“Give an example of the Smart City concept in Valencia” in
On-line interviews conducted and the inventory made on the
desk research.

What we observe overall in terms of participation is that
both, the interviews and the surveys show, from a sample of
100 individuals distributed equally as users, that young
people have been more interested in this research.

The two graphs (the Figure 2) illustrate the age of the
participants in the study, and the main areas of changes that
they perceive as part of the Smart City. The first graph shows
clearly the prevalence of young people (18-29) over the
different groups of the answers, while the second one
describes the value given to the changes perceived at the city
as context of public life. So the graphs clearly illustrate the
relation between people age and the tendencies on what they
expect from the city places nowadays.

In terms of participation, both the interviews and the
surveys show, from a sample of 100 individuals distributed
equally as users, that young people have been more
interested in the research presented. This result is not
surprising, as, compared to other groups, young people tend
to go out more often and furthermore, they find easier to
participate in on-line applications such as this interview and
what is more, they prefer this way. Young people like to
share places outside even when they are using their own
personal devices. They usually mentioned the quality of the
environment as place to rest and stay. They ask for urban
elements and services, which involve spending time (charge
a mobile phone, to use a computer, information in real time,
social areas...).

It’s worth observing that de second group of participants
more relevant (45-64), represents people situated as
professionals, workers who have more time in front of the
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computer and who practice sports and healthy habits. On the
contrary, the group (30-44) years corresponds to a group
affected by the economic crisis that shows a more sceptical
and slightly participative attitude.

Menos de 18
anos

Entre 18-2%afios
Entre 30-44afios
Entre 45-64aiios

Entre 65-75afios

Mas de 75aios

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Las
actividades ...

Como son los
£3pacios..

La informacién
disponible

Los servicios
disponibles

0%  10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Figure 2. Participation by ages. Activities and changes in the city

What is perhaps more significant for design is that on the
second graph, how are the places and the facilities provided,
got more percentage than the access to information and other
activities that people do outdoors. It is relevant to point out
that image appreciation raise almost a 50% getting the
double than the others.

Research also suggests that people much concentrate
attention on the place they are. Through the outdoor
interviews, we found what was missing, and what people
would like to improve in Valencia, both from the local and
from the tourist perspective. One complaint was about dim
lighting at night when using urban elements (which makes
people feel unsafe and scared).

Tourists pointed out that there are not enough signs, they
are often poorly located and only in Spanish. They also ask
for more areas in the shade with rest elements. Young people
would like to have Wi-Fi zones in order to recharge or use
devices comfortably. Elderly citizens would like screens to
display events or beautiful sites to visit in the city.

The analysis of these ethnographic data shaped ideas and
requirements for some new smart products. These elements
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have to include in their features those needs: simplicity,
interaction, light, be sustainable, provide energy, easy
information displayed, etc. Design has to provide the city
with elements with a clean image adapted to the current
needs.

Following these considerations, we define the scope of
this project as the conceptual design of an urban services
booth, which combines sustainability and communication.
This urban element has to integrate the principles of the
Smart City, linking technology with a pleasant interface,
inviting the citizens to use it and participate in social public
life.

The service booths are more or less enclosed structures,
located in the public space, whose aim is to permit the use of
different types of installations; electricity, voice and data are
the most common. These cabins have a direct antecedent in
phone booths and share with them some characteristics.
These sort of elements need to have sufficient space for an
individual to carry out the required actions; lighting that
facilitates both, their location and use at night; an enclosure
system, or a partial or total roof to protect the technological
elements; and specific insulation to create the suitable
conditions for its possible function as an oral/audio
communication terminal.

VI. DESIGN PROPOSALS FOR THE SMART CITY AND
FURTHER WORK

The methodology followed corresponds to the general
design process, which starts with the definition and
conceptual design phases. Using creativity, design and the
principles of the green engineering in an innovative way can
be a force for positive change, in the cities of the future.
From the social view of the product, that involves with the
community and the public space, sustainable design gains
added interest: The street furniture can be an active support
in public and political life of the community enabling new
forms of participation and civic engagement.

The objectives of this proposal are two:

- Suggest an ecological solution for an innovative public
use product, owing to the offered services, which will be
determining the optimum implementation of materials and
sustainable processes.

- Design a product of public use evidencing this
ecological efforts contributing to ecological social
awareness.

Assuming the range of available technologies allow to
create truly “ecofriendly” products that actively contribute in
a responsible and respectful use of the community
environment. This raises interest in technology, renewable
energy and design, as key aspects for generating futuristic,
attractive and fully viable street furniture.

In this direction this proposal also focus on looking for
new solutions to be incorporated in elements of collective
use, making use of current and low cost communication
technologies, which are materialized in a self-sufficient
infrastructure that also clearly demonstrate this vocation.
Following these ideas, ten projects were developed in detail
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in the workshop Designing Products for Collective Use at the
Technical School of Design Engineering UPV.

They propose different ways of using the contemporary
public space in a sustainable, aware, useful and attractive
way. It is important to note that, the element/topic proposed,
involves complex urban elements, which have a direct
contact with the user and require a specific interactivity to be
efficient.  Consequently, they  require  immediate
comprehension by the user, and the dimensions of their
components must ensure the accessibility.

The two projects presented in this paper, show different
design solutions based in the 10 principles of Green
Engineering [14]. In the case of Algui focuses on the
awareness and communication of its energy system: the
biomass, and its visual-natural qualities. While in Eco cabin,
the main values reference to the experience of nature and
domestic comfort.

Algy (Figure 3) is an urban booth for services and
information with a lively and fresh appearance. A self-
sufficient design that employs the developed technology for
the BIQ house, located in Hamburg. The project inquires into
the combination of new technologies, like augmented reality
(AR) and biomass energy, in a product for public use
designed as an ecological, attractive and functional element.
This piece of street furniture reduces environmental impact
and has as further goal: the communication of these values.
With this aim, the central element in the design is the bio-
reactor itself. In this way the booth is a vertical element of
simple geometric shapes that works independently or
accompanied by other strategically located, generating a
comfortable  micro-climate  that  provides  certain
soundproofing and insulation, suitable for some of its
functions. As a street furniture, at dimensional level this
universal and ergonomic design incorporates a floating
screen that adjusts to the height of each individual by means
of a sensor, without the need for direct tactile contact. Also,
one can interact with the booth by voice. All of this with all
the necessary accessories to fulfil the offered services
satisfactorily, highlighting among them AR applications, and
supported by intuitive and very accessible interface

Figure 3. Algy is a service booth inspired in the management of energy
with biomass processes. Projected by Marta Jiménez.
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Figure 4. Eco Cabin Project allows users to work outdoor in a pleasant
environment. Provides energy and plants are watered. Projected by Greta
Gulienetti

EcoCabin (Figure 4), provide the city with a
comprehensive urban design element that offers a pleasant
place for busy people to stop for a while.

Two walls and a cover form a stay zone. One of the two
walls is a vertical garden that takes the water needed for drip
irrigation from a small container lodged at the top, which
stores water from the rain. This allows the irrigation of the
plants in perfect autonomy. As far as lighting is concerned,
the use of LEDs and its photovoltaic cells installed on the
cover, reduce by 50% the power consumption. Plants, water
and sun energy also reduce pollution all around this urban
element.

In the interior, this cabin has different facilities, such as a
table with electrical outlets fed by a few photovoltaic panels
installed in the cover. The height of both the work surface
and the seats, are adjustable to adapt to different users, in
particular to people using wheelchairs. There is a tactile LCD
screen on the opposite wall, which presents information of
interest (itineraries, transport, etc.), surveillance camera and
SOS button.

VII. CONCLUSIONS

It is unquestionable that the development of the Smart
City will result in the improvement of the quality of city life.
However, it is a true challenge to make people aware of the
real changes and participate in their benefits. In this sense,
the contribution of this particular research paper is bridging
the gap between new concepts and design methods, ideas
and smart products.

Coinciding with other authors, the study carried out in
the city of Valencia also states clearly that the “Smart”
concept seems rhetorical and overvalued, especially when
specific products already implemented are observed in
operation [15]. It can be state, that it is a priority to gather
more information about the needs and expectations of
citizens and how they enjoy collective facilities. The parking
meters, public transportation, ticket machines or the bicycle
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rental system, are examples of this product concept,
regardless of how intelligent they are.

A strong point of public use elements is their availability
and acceptance by the users. This is a great advantage for
social communication of new habits at the public space.
These products are suitable for communicating contents,
which can reinforce information and training strategies
linked to the opportunities and improvements of the Smart
concept itself. The new materials and lighting applications
based on the design make it possible to offer low
consumption solutions and greater energy efficiency to face
the new urban requirements and the growing environmental
sensitivity. Several urban applications such as digital lighting
and signage, adds multiple attributes and utilities to the urban
experience by combining technologies, architectural
integration and design of more interactive contents.” [16]

The design projects described show the suitability of the
service booths as first-class elements of interactive urban
furniture for the Smart City, since they allow integrating
conventional analogical uses (rest, protection, safety, etc.)
and connectivity and augmented reality systems.
Furthermore, these products promote user interest and
participation. In addition to communicating the technologies
applied to the city, they encourage their use by all types of
audiences who are already familiar with these types of
interfaces, thanks to the multiple applications in other mobile
devices. Thanks to the great versatility of technology and its
progress, creativity and multidisciplinarity, viable projects
can be developed.

These projects allow monitoring how well paired is the
implementation of new technologies and sustainability,
which may lead to very interesting products with
applications that today are still unimaginable. Society is
becoming increasingly receptive to ecological policies;
therefore, it is of great interest to take the utmost advantage
of the opportunities that technology can bring to really
competitive design.

Future work may include usability analysis and the
evaluation of these design projects, when used by different
people and circumstances.
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Abstract—This paper investigates an online meeting under the
rule of casual talking and casual listening (CTCL). Four different
meeting styles with respect to spatial and temporal viewpoints
were compared by recruiting a total of 60 university students
using questionnaires. The results revealed the followings: (1) the
degree of participant’ self-disclosure in the online meetings was
not significantly different from the baseline; (2) it was preferred
to use a more familiar interface like a timeline; (3) an online
meeting under the CTCL rule was more effective for people
with a lower disclosure than the case with a higher disclosure;
(4) it is important to provide an appropriate discussion subject
to improve the self-disclosure of participants; and (5) a Delay
function was suitable to talk with participants who had various
degrees of social anxiety.

Keywords—Tojisha-kenkyu; Social networking system; Text chat
system; Casual talking casual listening; Communication Interface;
Self-disclosure; Social anxierty.

I. INTRODUCTION
A. Background

The Japanese word, fojisha-kenyu means a research by
interested persons for themselves. It is a practical activity in
which people with a difficulty or a mental disorder engage
in to recover from their problems. The activity consists of
sharing ways to deal with various difficulties and finding words
to explain what is happening to yourself [1][2]. The most
basic activity is to gather and share information with persons
who have the same difficulties. There is a fundamental rule of
casual talking and casual listening (CTCL) that is a facilitating
technique used by self-help groups, such as Alcoholics Anony-
mous. These activities are expected to uncover new finding.

However, it is not easy to increase the number of partici-
pants in fojisha-kenkyu because of the following reasons: (1)
when the number of participants increases, the recording effort
also increases; (2) it is often difficult for many people to gather
at one site because of the constraints of location, time, and the
physical problems of participants; and (3) there is a limit to the
number of participants in a meeting because time and space are
limited. A web-based system for conducting a meeting online
will solve these problems. However, to the authors’ knowledge,
there is no research on online meetings with the CTCL rule.
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B. Objective

The aim of this study is to investigate an online meeting
under the CTCL rule. From the study, we also expect to draw
out implications about designing a suitable online meeting
interface for each user.

C. Method

In this study, we conducted an experiment in which univer-
sity students participated in online meetings with the CTCL
rule using a web-based interface. Since it is important for
participants to be able to speak and hear more easily and this is
strongly affected by the interface, examining the effectiveness
of the interface was important. Then, we constructed four
interfaces that were different from each other on two aspects:
spatial and temporal. The spatial difference in the interfaces
was whether spoken texts were displayed on one line, which
is called a timeline, or at random positions. The temporal
difference was whether there was a delay in displaying a
text inputted by a user. The intention was to weaken the
relationship between multiple text messages. It was expected
that if the context became weaker, the conversation would
become difficult to maintain. In addition, participants’ name
and ID were not visible to others (the meetings were held
anonymously). In the experiments, we first evaluate whether
an online meeting using the standard interface led to a good
outcome for participants by measuring self-disclosure. Second,
to investigate the effect of different interfaces, we measured
the relationship between an index called self-disclosure and
social anxiety and the number of words inputted from the
participants.

D. Structure of this paper

This paper is organized as follws: In Section II, we intro-
duce to practice tojisha-kenkyu and CTCL rule. In Section III,
we show the experiment which is conducted in this paper, and
we also show the results of the experiment in Section IV. After
that, Section V discusses about the results. And, in Section
VI and VII, we mention about an implication and limitation,
respectively. In Section VIII, we conclude this paper.
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II. HOW TO PRACTICE TOJISHA-KENKYU

In tojisha-kenkyu, the most basic activity is to gather and
share information with persons with similar difficulties. This
section shows an example of a fojisha-kenkyu meeting with
the CTCL rule.

A. Proceess

An organizer announces information, date, place, meeting
theme, and basic precautions through a mailing list several
weeks in advance. If a receiver is interested in attending the
meeting, he or she can apply for participation. Cancelling the
participation is also allowed.

On the meeting day, participants gather at the venue and
conduct a face-to-face meeting with the CTCL rule. Partici-
pants seat in a circle along with the facilitator, who takes the
initiative. First, the participants are informed about the meeting
and the rules. Next, starting from the facilitator, the participants
speak one by one in turn to warm up. After that, they speak
about some topics in the same way. For convergence of the
meeting, a time limit (from 1 to 3 minutes) is imposed on
each speaker.

B. Keep talking and keep listening (CTCL) rule

It is recommended that the participants follow the CTCL
rule. The rule has two components: speaking and hearing.
According to the speaking component, the participants need to
speak based on their experiences and feelings. The participants
are recommended to try to speak even if it is difficult for
them to express themselves. But the participants should not
be forced to speak. Participants are also allowed to pass their
turn. According to the hearing component, a participant needs
to hear the others’ stories without talking, nodding, or eye
contact.

C. Self-disclosure and CTCL rule

In a CTCL meeting, participants need to speak only about
the meeting theme. It is important that the speaking is based
on self-experiences and feelings. Such a speaking from a
subjective viewpoint, which is not based on an objective
opinion or knowledge, is closely related to a self-disclosure [3].
The word self-disclosure is defined as “act of revealing per-
sonal information to others in phycology.” Autobiographies
that include an element of self-disclosure contribute to the
development of tojisha-kenkyu. However, it is not easy for
everyone to publish an autobiography. There is a function in
tojisha-kenkyu that gets the story out of many persons.

D. Social anxiety and CTCL rule

Audiences and being judged by them create anxiety in
people, called social anxiety [4]. The word social anxiety is
defined as “anxiety resulting from the prospect or presence of
personal evaluation in real or imagined social situations.” In a
CTCL meeting, to reduce such a psychological anxiety, talking,
nodding, and eye contact is not allowed. An online meeting
system can also help reduce the anxiety. In particular, almost
all persons with developmental disabilities have such anxiety
because they have little experience sharing their difficulties.
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III. EXPERIMENT

This section describes the experiment to evaluate the ef-
fectiveness of a CTCL meeting using an online system and to
examine the effects of interfaces implementing our spatial and
temporal concepts.

A. Method

1) Analyzing data: We analyzed the questionnaire re-
sponses and contents spoken by participants in meetings. The
meeting participants used one of four interfaces. The analysis
employed a between-subjects comparison. The participants
answered questions about self-disclosure and social anxiety in
their regular life in prior questionnaires. After the meeting, the
participants answered another questions about self-disclosure
for the online system using in the experiment.

2) Measuring self-disclosure: In order to measure the self-
disclosure of participants, we employed the questionnaire
ESDQ-45, which was developed by Enomoto [5] and translated
and inspired from JSDQ-60 [6]. It is a questionnaire in
Japanese on a 5-point Likert scale and consists of 45 items
belonging to 15 categories (c01, c02, ..., c15). Points 1 to 5
mean respectively “do not disclose at all the contents,” “not
disclose much,” “neutral,” “disclose,” and “disclose enough
about the contents.” For example, one of the content is “own
current goal,” and it is categorized as c03 (“intentional aspect
of spiritual self’). In the experiments, to measure the degree
of disclosure in the usual living environment, we asked the
participants whether they have someone to talk about each
item. The revised meanings of points 1 to 5 are respectively
“have no one to talk about the contents,” “have few person to
talk” “neutral,” “have someone to talk,” and “have someone to
talk enough about the contents.” The aim was to evaluate how
much the online system can support a participant compared
to the existing environment. Therefore, in the questionnaire
after the meeting, we measured the degree of disclosure of
participants using the online system. Then, points 1 to 5 in this
case mean respectively “do not disclose at all the contents,”
“do not disclose much,” “neutral,” “disclose,” and “disclose
enough about the contents.” In both the cases, the value of
self-disclosure is expressed as the total score of the answers
to 45 questions. Thus, the value ranges from 45 to 225.

3) Measuring social anxiety: In order to measure the social
anxiety of participants, we used a questionnaire of Interaction-
Audience Anxiety (I-AA) scale translated and modified by
Okabayashi et al. [7] from Leary’s social anxiety scale [8].
It is questionnaire in Japanese on a 5-point Likert scale and
consists of 14 items about two aspects, audience anxiety and
interaction anxiety. Points 1 to 5 mean respectively “strongly
disagree,” “disagree,” “neutral” “agree,” and “strongly agree.”
The value of social anxiety is expressed as an average of the
answer to the 14 questions. For exsample, one of the questions
in audience anxierty aspect is “I usually get nervous when I
speak in front of a group.”

B. Using interfaces

In this study, we employed a text-chat system as a way
to conduct an online meeting. Text-based systems have higher
anonymity compared with sound- or video-based systems. If an
unspecified number of people participate through the system, it
is better to have high anonymity from the viewpoint of privacy.
We also employed a real-time chat system. It is close to the

69



ACHI 2017 : The Tenth International Conference on Advances in Computer-Human Interactions

concept of fojisha-kenkyu that participants share the same place
and time while discussing.

In a text-based communication system, the contexts of
conversations are constructed and arranged by time, space,
and user IDs such that texts are spatially arranged with time
stamps or user information. Computer-mediated communica-
tion (CMC) contributes to increasing the anonymity of people;
however, it also brings a behavior based on a lack of social
morality [9]. To suppress the problem and to let the participants
focus on the meeting obeying the CTCL rule, we think that it
is effective to blur the relationship between each text spoken
by participants. Such blurring can be implemented using two
kinds of ways that are spatial and temporal rearrangement.

Spatial rearrangement is to display texts spoken by partici-
pants without spatially organizing. A CTCL meeting is similar
to the brainstorming process because the participants do not
need to consider evaluation by others and they can speak freely
about the current topic [10]. In this method, it is important that
everyone just expresses their ideas without organizing them.
For this reason, displaying text without spatially arranging
may also promote speaking in a CTCL meeting. In order
to implement the concepts into a real-time chat system, we
propose the method of spatial rearrangement.

Temporal rearrangement is to intentionally delay for dis-
playing text spoken by participants. Conversation is con-
structed by turn-taking [11]. Such conversation causes unnec-
essary evaluation and advice from others. For this reason, to
complicate to do turn-taking between participants may promote
concentration on thinking and speaking of each person. In
order to implement the concepts into a real-time chat system,
we propose the method of temporal rearrangement.

These spatial and temporal concepts make it difficult for
users to recognize contexts, and establish conversations. For
this reason, participants will not try to talk each other. There is
an etiquette of not replying to a malicious person in an online
system with higher anonymity. Our proposal is expected to
contribute to compliance with such etiquettes.

In our spatial rearrangement, the interface displays texts
at random positions as staggered rows without aligning in a
line, which is called “timeline” (Figure 1). In our temporal
rearrangement, the interface delays displaying of texts sent
from participants. Our proposal is to weaken relationship
between spoken texts. Then, we implemented four interfaces
that differ from two viewpoints, spatial and temporal, as shown
in Table I. In the case of Timeline (TL), new text is displayed
at the top of other texts. In the case of Random (RND), new
text is displayed randomly in blank spaces, which are tiled
constantly. In the case of No delay (Nodelay), new text is
displayed as soon as it is sent. In the case of Delay, new text
is displayed after a delay of few seconds after it is sent. In all
cases, the oldest text is archived when the display area becomes
full. Thus, there are four different combinations possible: TL-
Nodelay, TL-Delay, RND-Nodelay, and RND-Delay. These
can also be treated as experimental conditions.

C. Experimental settings and conditions

The participants (33 males and 27 females, having the
age between 19 and 24) were undergraduate and graduate
students in the university of the first author. They were enrolled
in this experiment as part-time employees. The theme of
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Figure 1. Using interfaces: (a) shows an exsample of the timeline interface,
and (b) shows an exsample of the random interface.

TABLE 1. IINTERFACES COMBINING SPATIAL AND TEMPORAL
REARRANGEMENT. THE INTERFACES ARE ALSO EXPERIMENTAL

CONDITIONS.
Spatial
Interfaces (Conditions) Timeline Random
(TL) (RND)
Temporal | No delay [ TL-Nodelay | RND-Nodelay
| Delay TL-Delay RND-Delay

the meetings was “worries about interpersonal relationships,”
which has high commonality between the subjects. The setting
was close to the premise of fojisha-kenkyu that all participants
have the same worries or difficulties. Each interface was
an experimental condition, and each participant took part in
experiments in only one condition. Concretely, three meetings
with five participants each were hold for each condition, and
thus, the total number of participants was 60 (4 conditions X
3 meetings x 5 participants/meeting). Each mechanism of the
interface was explained to the participants on ahead. In the case
of Delay, the delay time was set from 15 to 60 seconds during
the experiments. Each meeting was held about 36 minutes (the
first half of 18 minutes and the second half of 18 minutes). A
topic of the first half was about above theme, and a topic of the
second half was “what are you dealing with about worry about
interpersonal relationships and what do you want to do?”

IV. RESULTS
A. Major relations

In order to outline the major relations between variables,
we show Pearson’s correlation coefficient between each data
point (N = 60) in Table II. “JAA” indicates the degree of social
anxiety, “ESDQpre” indicates the degree of self-disclosure
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TABLE II. PEARSON’S CORRELATION COEFFICIENT BETWEEN EACH
DATA POINT (N = 60).

TAA ESDQpre  ESDQsys  dESDQsys  #words
T1AA 1.00
ESDQpre —.28%* 1.00
ESDQsys —.02 11 1.00
dESDQsys .22 —.T4FEE Rl 1.00
#words —.19 .24 .18 —.07 1.00

TABLE IV. PEASON’S CORRELATION COEFFICIENT BETWEEN IAA AND
OTHER DATA FOR EACH CONDITION (N = 15).

TAA
TL-Nodelay = TL-Delay = RND-Nodelay =~ RND-Delay
dESDQsys .61 —.08 .16 —.03
#words —.31 —.14 —.36 —.03

in the usual living environment, “ESDQsys” indicates the
degree of self-disclosure of participants in the online system,
“dESDQsys” indicates the difference between ESDQpre and
ESDQsys, and “#words” indicates the number of words in
texts posted by a participant. Note that the same base word
was counted only once and symbols were not counted, and
the morphological analysis was conducted using MeCab [12].
The test statistic of IAA and ESDQpre was p = .033; thus,
it met the significance level of 5%. There is a weak negative
correlation between the two parameters. No correlation was
observed between IAA and ESDQsys, IAA and #words, ES-
DQpre and ESDQsys, and ESDQsys and #words. However,
there is a strong negative correlation between ESDQpre and
dESDQsys.

B. Interface effects

In order to investigate the interface effects, we show the
values of mean and standard deviation of each data for each
condition (N = 15) in Table III. The IAA of the persons in
TL-Nodelay and RND-Nodelay was high, but that of persons
in TL-Delay and RND-Delay was not high. The ESDQpre was
also different accordingly. This result confirms that there is a
correlation between IAA and ESDQpre. Despite this result,
dESDQsys was positive in TL-Delay and negative in RND-
Nodelay. By the two-way factorial ANOVA for spatial and
temporal factors, it was found that there was no effect of
interaction between the factors and there was a significant
difference between the spatial factors whether timeline or
random (p = .049 < .05).

C. Relevance between personality and interface

In order to investigate the relevance of the effects between
participants’ personality and interfaces, we show Pearson’s
correlation coefficient between IAA or ESDQpre and other
data for each condition (N = 15) in Table IV and Table V. A
correlation was observed between IAA and dESDQsys in TL-
Nodelay. In TL-Nodelay and RND-Delay, there was a weak
negative correlation between IAA and #words. On the other
hand, there was no correlation between IAA and #words in
TL-Delay and RND-Delay. In TL-Nodelay and RND-Nodelay,
there was a very strong negative correlation between ESDQpre
and dESDQsys. The correlations in TL-Delay and RND-Delay
were lower than those in the other conditions. In TL-Delay,
there was a positive correlation between ESDQpre and #words.
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TABLE V. PEARSON’S CORRELATION COEFFICIENT BETWEEN ESDQPRE
AND OTHER DATA FOR EACH CONDITION (N = 15).

ESDQpre
TL-Nodelay = TL-Delay = RND-Nodelay =~ RND-Delay
dESDQsys —.88 —.68 —.91 —.67
#words —.04 .64 .16 .14

V. DISCUSSION

The interface of TL-Nodelay is baseline of online meeting
with CTCL rule, because it was made based on a conventional
interface. The results revealed that the degree of self-disclosure
for unfamiliar (anonymous) people on the system is almost
the same from the disclosure for the usual living environment.
The degree of self-disclosure was not only maintained but also
increased by using a system. We think there are two reasons
that are application of the CTCL rule and using the CMC
system. But, it is not only necessary to use an online system
but also preferred to use a more familiar interface like timeline.
On the other hand, the degree of self-disclosure in the usual
living environment is the major factor contributing to changing
of the disclosure in an online system. The online system and
the CTCL rule are more effective for a person with a lower
disclosure than a person with higher disclosure. It can be said
that the online system and the CTCL rule are useful for the
person who has many worries relatively.

Table VI shows the results about the fifteen categories of
the self-disclosure assessment. The value of p indicates the test
statistic with student’s t-test of ESDQpre and ESDQsys. The
scores of categories c03 and c07 were especially increased
by using the conventional interface system. The student’s t-
test statistics of ESDQpre and ESDQsys are p = 0.059 and
0.063; thus, they met the significance level of 10% (p < 0.1).
The categories c03 and c07 are “intentional aspect of spiritual
self’ and an “informal interpersonal aspect of social self (same
sex),” respectively. We think that the results occurred because
several categories have high relevance to the meeting theme.
For this reason, to improve the self-disclosure of participants,
it is important to provide an appropriate theme. In contrast,
the category cl5, which is about “rumors,” was not easy
to be disclosed in the online system. That is a reasonable
result because in the meeting, the participants spoke based
on their own experiences and feelings. Further investigation
is necessary to discuss the effect of self-disclosure for each
category.

The result that there was no correlation between [AA
and #words suggests that the participants with higher social
anxiety did not speak much in the meeting despite having
difficulties related to the meeting theme. However, there was a
weak negative correlation in TL-Nodelay and RND-Nodelay,
and there was no correlation in TL-Delay and RND-Delay
(Table IV). From the results, when the participants with higher
social anxiety use the Nodelay interfaces, they find it difficult
to speak. In contrast, since the Delay interfaces have no such
effect, they are suitable for all participants who have various
degrees of social anxiety.

VI. IMPLICATION

The contents of the [-AA questionnaire administered before
the experiment were included the meeting theme, which was
about worries of interpersonal anxiety. As a result, it may have
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TABLE III. MEAN AND STANDARD DEVIATION OF EACH DATA POINT FOR EACH CONDITION (N = 15).

TL-Nodelay TL-Delay RND-Nodelay RND-Delay
M SD M SD M SD M SD
TAA 2.97 0.96 3.21 0.74 2.99 1.00 3.32 0.79
ESDQpre 176.80  30.15 | 170.60  34.98 186.67  29.06 | 162.80  29.81
ESDQsys 189.13  21.93 | 183.53  30.39 173.73 25.01 | 158.20  22.63
dESDQsys 12.33 43.03 12.93 39.94 | —12.93 48.39 —4.60  23.97
#words 97.73 35.63 | 123.47 59.34 121.80 44.00 | 103.80 41.65

TABLE VI. MEAN AND STANDARD DEVIATION OF THE FIFTEEN
CATEGORIES OF THE SELF-DISCLOSURE IN TL-NODELAY (N = 15).

TL-Nodelay
ESDQpre ESDQsys p
M SD M SD

c01 12.93 1.87
c02 11.20 3.26

13.40 1.88 .509
12.47 2.83 .360

c03 11.73 2.69 13.33 2.23 .059+
c04 11.13 3.18 12.33 2.41 .294
c05 12.53 2.23 13.07 2.22 .502
c06 8.07 3.49 7.53 3.23 .636
c07 11.80 2.68 13.53 1.81 .063+

c08 10.53 4.02
c09 12.73 2.60
cl10 12.93 2.22
cll 11.87 2.50
cl2 11.47 3.09
cl3 13.67 1.72
cl4 12.60 2.41
cl5 11.60 2.23
total 176.80  30.15

11.80 2.51 .350
13.27 2.02 .508
13.67 1.29 .326
12.40 2.82 .569
13.20 2.04 .159
14.53 0.92 .155
13.60 1.68 221
11.00 2.45 .591
189.13  21.93 .302

promoted speaking or improved self-disclosure of participants.
It may have also biased the contents of speaking. However,
conducting a questionnaire before a meeting for the partici-
pants to have a deeper consciousness about meeting themes
may be useful. In the field of tojisha-kenkyu, there is room for
consideration also in preparation for a meeting stage.

From the result, there is not necessarily a relationship
between the degree of self-disclosure and the number of
spoken words (Table II). The fact suggests that there is a
gap between feeling and actually action. From the subjective
viewpoint of a participant, it is a better environment where
self-disclosure tends to be higher. On the other hand, from the
objective viewpoint, it is better to have an active environment
where many things are spoken by others. Both factors are
important for constructing a better meeting environment for
tojisha-kenkyu.

The result that the TL interfaces improve self-disclosure
may be interpreted as RND deteriorates self-disclosure. In
RND, there is a risk of participants lacking concentration in
the meeting because the display position of the spoken text
is not fixed. In contrast, it can be inferred that application of
the CTCL rule or the CMC environment greatly contributed to
improve self-disclosure. It is important to verify which factor
is more important in some way, e.g., by conducting a meeting
without the CTCL rule.

By comparing #words in TL-Nodelay, TL-Delay, and
RND-Nodelay, both spatial and temporal rearrangements seem
to have promoted speaking (Table IITI). However, #words are
the same in RND-Delay and TL-Nodelay. Since there is no
statistical difference anyway, the contribution of the interface
to promote speaking in a meeting may be small.

If we want to just increase the number of spoken text in
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a meeting environment, introducing a bot agent using logs of
another meeting may be a solution. We are conducting research
on the construction of such agents [13].

According to previous research, gender affects self-
disclosure [14][15]. Specifically, females have higher self-
disclosure than males. In fact, the degree of self-disclosure
in the preliminary questionnaire tended to be higher in exper-
imental groups with more women. Considering the result that
the degree of self-disclosure in the usual living environment
is the major factor contributing to the disclosure change in an
online system, the system may be more effective for males.

VIL

This experiment was conducted as a part-time job for
university students. It may be implicitly bringing confidence
that the other participants are also in the same part-time job.
The implicit assumption that the participants belong to a close
community can also create security. It is undeniable that the
sense of security and responsibility as an employee may have
established the meetings online. It is necessary to investigate
the influence of these two factors by application to the groups
of tojisha-kenkyu or general population who are not part-time
employees.

LIMITATION

For the same reason, few spoken texts ignoring the meeting
rule were observed. Therefore, similar verification is required
for the relationship between interface and rule compliance.

Although we did not control the sex, such a control is
necessary for more precise evaluation.

In order to make university students a tojisha, we adopted
very general worries as a meeting theme. Since the difficulties
of tojisha-kenkyu are not general, their meetings are more
serious and useful.

The evaluation is based on the experimental result of only
one meeting by the participants who used the rule and the
system for the first time. As tojisha-kenkyu is continual in
practice, the evaluation of the system by observations of a
number of meetings is necessary.

This paper does not discuss the content of the meeting. It
is interesting to study whether using the system essentially has
an influence on tojisha-kenkyu.

We assumed that participants access the web-system from
thier desktop or laptop PC in this experiment. It is desirable
that the system can also be used in other devices such as
smartphones so that a large number of people can participate.
However, it is difficult to operate the RND interface when
using it on a device with a small screen.

VIIL.

Tojisha-kenkyu is used to share difficulties that many par-
ticipants cannot express well. In this research, to construct a

CONCLUSION AND FUTURE WORK
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system to conduct CTCL meetings online, we investigated the
effect of an online meeting with the CTCL rule. Concretely,
we constructed four interfaces that are different from two
viewpoints, spatial and temporal, and we examined the effect
on the conventional interface and the relationship between
the effects of the proposed interfaces. From the experimental
results on undergraduate and graduate students, following
findings were obtained:

e  The degree of self-disclosure for unfamiliar people on
the system is almost the same from the disclosure for
the usual living environment. However, it is not only
necessary to use an online system but also preferred
to use a more familiar interface like TL.

e  The degree of self-disclosure in the usual living envi-
ronment is the major factor contributing to change the
disclosure in the online system. The online system and
the CTCL rule are more effective for a person with a
lower disclosure than one with a higher disclosure.

e It is important to provide the appropriate theme to
improve the self-disclosure of participants.

e The Delay interfaces are suitable for all participants
who have various degrees of social anxiety.

As future work, it is necessary to investigate the influence
of the sense of security and responsibility by application to
the groups of tojisha-kenkyu or general population who are
not part-time employees.
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Abstract— Textile industry includes a large number of
practices and complex technical issues that operate in a
competitive global industry. Recently, researchers have shown
an increased interest in textile design software solution for all
designing and coloring needs. However, for massive production
textile designers are facing several problems related to Color
Matching, Design Export, and Customize pantone coloring.
Thus, textile designers need to take into account not only the
design but also manufacture and technological development
and the application of the final product. In order to enhance
textile designers’ with an optimization tools, this paper
presents the design, implementation, and evaluation details of
WeaveStudio Toolkit for textile pattern coloring and
visualization. A combination of quantitative and qualitative
approaches was used in the data analysis. Therefore, this study
makes a major contribution to research on textile pattern
coloring and visualization by demonstrating a valuable toolkit
on the textile design suiTable for design professionals in the
textile and fashion industries, as well as in academia.

Keywords- Textile; usability; Customize pantone coloring;
Sfashion; textile manufacture.

I.  TEXTILE DESIGN

Textile designing is a creative field that is important for a
wide range of scientific and industrial processes. Textile
designing is a major area of interest within the field of
fashion design, carpet manufacturing and any other cloth-
related field [1]. This industry includes a variety of purposes,
e.g., clothing, carpets, drapes, towels, and rugs are all a
products of textile design [2]. It is now well established from
a variety of studies, that, textile industry is now one of the
most influential sectors, in the global economy, garment
industrialization has become the world’s third biggest
industrial industry [3][4].

Textile designers should have the ability to inspire
collections, trends, and styles of fashion [5]. In this regard,
different textile design software’s have been developed in
order to making the garment industrialization more
productive. Most of these textile applications share some
combinations of functions such as, setup any number of style
templates. The design output can be linked to specific style
components, such as fabrics or size specs as well as
designers specified number of solutions to be saved [6].

Despite its long experiments success, the textile software
has a number of problems in use. Customize pantone
coloring is one of the most frequently stated problems with
the current versions of textile applications, that limits the
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amount of designs and hinders designers creativity growth.
Moreover, there is increasing concern that some textiles
applications are being disadvantaged with color matching.
Therefore, these major issues have been shown to be related
to adverse effects the massive design export [7]. In addition,
that lack of textile software usability has been highlighted in
several studies [8].

There is an urgent need to address these issues in order to
make the garment industrialization more productive. This
paper addresses these issues and presents design,
implementation, and evaluation details of WeaveStudio
toolkit for textile pattern coloring and visualization. The
specific objective of WeaveStudio is to shift away from
traditional textiles software where designers are limited to
customize pantone coloring towards a more dynamic and
productive one. In fact, WeaveStudio is built on a vision to
rethink of textile production and make it more accessible and
enabled designers to create their own unique brand line.

The remainder of the paper is organized as follows. In
Section 2 begins by laying out the theoretical dimensions of
the research, and looks at how field of textiles computer-
aided design software is still relatively new and extending
due to technology miniaturization. The third Section is
concerned with the methodology used for this study
including the WeaveStudio design and requirements. Section
4 analyses the results of interviews and focus group
discussions undertaken during the implementations of
WeaveStudio toolkit. Finally, we summarize our findings
and outline perspectives for future work.

II. RELATED WORK

The textile design process often begins with different art
mediums to match concepts for the finished product design.
Nowadays, most professional textile designers are using
some kinds of design software created expressly for this
purpose [9]. The field of textiles computer-aided design
software is still relatively new and extending due to
technology miniaturization [10]. We selected the following
ten textile design application for our analysis due to their
particular focus on the textile pattern design and color
matching.

=  Pointcarre Textile Software [11].

=  Vetigraph [12]

=  Apparel Innovator [13]

= Color Matters International Software [14]

=  Coyote [15]
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= Design Suite by Bontex [16]

=  DesignSew Diva [17]

=  Evolution Textile Design by DigiFab Systems [18]
=  Modaris 3D [19]

=  SmartDesigner [20]

we analyze each system for low-level features (e.g., CAD
Tools, Color Matching, Design Export , Fabric Matching ,

Fashion Illustrations , Pattern Grading, Pattern Layout/
Print/ Cut, Pattern, Color & Art Storage, Presentation Tools,
Textile Pattern Design and) as well as high-level features
(e.g., Customize pantone coloring, flexible and user
friendly). A summary of the analysis results and a
comparison with the WeaveStudio software are presented in
Table 1.

TABLE L SUMMARY OF THE TEXTILE SYSTEMS ANALYSIS
§ w g :i‘: B
o & g = 1 a 2 =
E|E| (2| e ||| 23
System 5:-‘» & E = % %' o £ £ é ‘{:_,
Functionality s 3 g g o /A S g £ 5 g
&~ > 3 S 7 = s g
& | O - S g | =
< =
CAD Tools S ) T ) T ) H A ) W O G T A GY) N B A Y
Color Matching Vo) v v v ol ol v v v
Design Export \ V \ \ S \ v v - N N
3
3 Fabric Matching v N v v - \/ N N N N N
K
) Fashion Illustrations J Xl J - J - S S S N Y
.
ES Pattern Grading v N - - - N N B} N _ N
a
Pattern Layout / Print / Cut J V V - - S v v N - N
Pattern, Color & Art Storage J V V - J J J \ - \ y
Presentation Tools v N v v v v v \/ N N N
Textile Pattern Design J \/ Vo S S v N N N N
o) . .
5 8 Customize pantone coloring - - - - - - - - - - ~
-2
5 S
g I Flexible and user friendly " | () - - - - () - - v
legend v Completely supported (¥) Partly - Not supported

It can be seen from the data in Table 1 that, these
textile applications are support the basic features of
textile design, namely CAD Tools , Color Matching ,
Presentation Tools, Textile Pattern Design. However,
only Pointcarre, Vetigraph, DesignSew Diva, and
Evolution Textile Design by DigiFab Systems are
providing more advanced features, such as user friendly
and usable interface. This analysis has been
demonstrated that the lack of Customize pantone
coloring is a major cahalenge of texttile applications
that, makes their usage unpractical and out of context.
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III. WEAVESTUDIO DESIGN

Driven by the wish to enhance textile software with a
complete package solution for all designing and coloring
needs, we follow spiral model as a combination of both,
iterative model, which mixed some key aspect of the
waterfall model and rapid prototyping models, in an attempt
to combine wide range advantages of top-down and bottom-
up concepts. [23]. We analyzed the existing textile software
to identifying which functionalities they have in common,
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which functionalities were most frequently used, and what
are the additional functionalities that are still required as
presented in the related work Section 2.

A Cumulative cost
1.Determine Progress 2. |dentify and
obj ectives —T ™ resolve risks
Review {T‘ - “\h\\w
&":.‘::’ n‘.."..‘.'..“..':', Detailed
design
Dawvelop rent.
— pan l'\hlﬂum
H'\--_ Trtpn l'\hlﬂum
Implementation
4. Planthe Release €—
nextiteration 3. Development
and Test
Figure 1. Spiral model [23]

A.  Survey Results

Based on the literature review and the analysis of the
existing systems, we collected design requirements regarding
the main textile grading and electronic prototyping to the
product design, ensuring better finish, fit and accuracy. Then,
we designed a survey to collect feedback from different
textile stakeholders concerning the importance of the
collected requirements. The demographic profile of this
survey was distinguished into academic professors and
textile industrial designers as follows:

e Academic Professors: 23 professors who had
experiences in the field of textile completed this
survey. 37% from Europe, 42% from the US and
21% from Asia.

o Textile Industrial Designers: 42 textile industrial
designers who had worked in the field of textile
completed this survey. 55% from Europe, 34% from
the US and 11% from Asia.

A summary of the survey analysis results are presented in
Table 2. It strengthens the collected requirement to support
WeaveStudio Design in order to enhance designers with an
object-oriented toolkit that enable them to spend as little time
as possible for entering data. From styles and trims to design
sizing, sewing operations and style prototype, moreover,
designers can create templates or groups of objects that can
be instantly retrieved and editable if appropriate.
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TABLE II. WEAVESTUDIO DESIGN REQUIREMENTS
Design Requirements M SD
1 Provide CAD tools where appropriate. 3.7 0.88
2 Support color matching. 4.66 | 0.68
3 Provide a design export box for 4.23 | 0.56
prototypes design.
4 Enable easier fabric matching. 4.33 | 0.69
5 Provide a fashion Illustrations solution. 4.68 | 0.89
6 Provide opportunities for pattern 478 | 0.45
grading.
7 Use editing features e.g. pattern Layout/ | 4.10 | 0.97
Print / Cut.
3 Framing: arrange objects Pattern, Color | 4.12 | 0.89
& Art Storage.
9 Offer a usable presentation tool. 4.41 | 0.82
10 | Offer a textile pattern design. 4.90 | 0.45
11 | Provide a customize pantone coloring 491 | 0.34

1. Strongly disagree ... 5. Strongly agree

B.  WeaveStudio Implementation

WeaveStudio implementation that includes dynamic
interface of linked design data, supported by an integrated
object-oriented technology. In the next Sections, we will
discuss the main components of the WeaveStudio user
interface in some detail.

IV.  WEAVESTUDIO COMPONENTS

There are several different types of layouts for repeated
patterns. WeaveStudio provides a flexible workflow of
product specifications modeled after the actual design.

A.  WeaveStudio Workflow

WeaveStudio uses a common color palette to relate
every aspect of style specification including graphics and
textual information as shown in Figure 2. Some of the most
common repeats are straight and half drop. Often, the same
design is produced in many different colored versions, which
are called live models as illustrated in Figure 3.

Figure 2. WeaveStudio Workflow.
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Figure 3. WeaveStudio live models.

B. Customize pantone coloring

Customize pantone coloring is the other method to make
your textile unique. In WeaveStudio Customize pantone
coloring as an expression of textile design power provide
designers with a usable tool of color in constructing identity,
the creation of color via contemporary technical advances,

From the icons in Figure 4, designers can create new
textile designs in a matter of hours rather than days or weeks.

WEAVE STUDIO. Thi

Textile Pantone
Coloring

|:|-

Random Coloring

alongside the classification and codification of color as
presented in Figure 4.

Therefore, customize pantone coloring a powerful design
studio at fingertips that allows textile designers to:

Moditying designs with advanced color management
Using a variety of color modes.
Including knits and weaves, as you create a choice of
textiles and colorways.
Printing digital textile design.
Creating multiple colorways and palettes.

e Designing, creating and manipulating the textile
prototypes.
Repeats, drops, engraving sizes
Work with different file formats.
Allows the view of one repeat, many repeats, and
real image size.

e Efficiently and quickly design custom fabrics and
results appear immediately.
Export multiple designs at once.
Its user friendly workflow enables to make the
textile design faster and error free.

copyright. Any reproduction in whole or in partis s

Il
o
| |

ctly prohibited

| |

>\ P>«
[ ]

Customiz Pantone Swap Colors
Coloring

Figure 4. WeaveStudio customize pantone coloring.

V. WEAVESTUDIO EVALUATION

In this Section, we are going to present the empirical
evaluation of usability and effectiveness of WeaveStudio.
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Each evaluation method is described with its methodology
and the used metrics. After that, we continue with detailed
discussion of the findings.
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A. Usability Evaluation (ISONORM 9241/110-S)

The ISONORM 9241/110-S questionnaire was
designed based upon the International Standard ISO 9241,
Part 110 [21]. Recently, researchers have shown an
increased interest in using this questioner for testing the
user-friendly and usability [22]. Thus, we used this
questionnaire as a general usability evaluation for the
WeaveStudio toolkit. ISONORM questionnaire consists
of 21 questions distributed into seven main Sections.
Participants were asked to respond to each question
scaling from (7) a positive exclamation and its mirroring
negative counterpart (1) and it’s used. The questionnaire
comes with an evaluation framework that computes
several aspects of usability to a single score between 21
and 147. A total of 34 questionnaires were completed.
Table 3 illustrates the summary of the ISONORM
9241/110-S usability evaluation.

The majority of respondents were in the 23-42 age
range. Male respondents formed the majority (90%).
Participants have a high level of educational attainment:
66% of participants are studying bachelor's degree in
Textile Technology and Design and 34% are worked in
textile production.

TABLE III. ISONORM 9241/110-S EVALUATION MATRIX (N= 34)
Factor Aspect M Sum
Suitability for design tasks Integrity 4.6

Streamlining 49 152
Fitting 5.7
WeaveStudio Self- Information content 4.9
descriptiveness Potential support 52 154
Automatic support 53
Conformity with user Layout conformity 4.9
expectations Transparency 5.8 16.6
Operation conformity 5.9
Suitability for learning Learnability 5.8
Visibility 49 155
Deducibility 4.8
Controllability Flexibility 54
Changeability 49 15
Continuity 4.7
WeaveStudio Error Comprehensibility 3.9
tolerance Correct ability 32 10.6
Correction support 3.5
Suitability for Extensibility 4.8
individualization Personalization 4.7 147
Flexibility 52
ISONORM score 103

The collect feedback from ISONORM 9241/110-S
questioner reflect higher level of satisfaction; the total
score was 103, which translates to “Everything is all right.
Currently, there is no reason to make changes to the
software in regards to usability”[ 21]. In particular, the
handling of the WeaveStudio interface was considered by
most of the designers to be easy and the majority reported
that they did not have difficulties when going through the
required textile design tasks (i.e. design coloring). The
general design of the interface was perceived to be
pleasant and interactive (i.e. every thing in one screen).
Most designers also agreed that the used terminology and
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icons (e.g., Customize pantone coloring; create color way)
were clear and self-describing. In general, the ISONORM
9241/110-S evaluation results reflect a user satisfaction
with the usability of the WeaveStudio toolkit.

B. Effectivness Evaluation

In this Section, we will focus on the perceived quality
and usefulness on the best practices of WeaveStudio. We
will analyze the results per question basis for all textile
design tasks. A summary of the average scores per
question are given in Figures 5-10. Likert items are used to
measure respondents' attitudes to a particular question.

The first question investigates if the proposed objective
of WeaveStudio to make any suggestions for the client
designs ideas. As shown in Figure 5, 64% of responders
are strongly agree with that WeaveStudio helps them
accurately interpreting and representing clients' designs
ideas.

W WeaveStudio toolkit is accurately interpreting and help me in representing
prospect' ideas

22

7
- O e

Undecided

Strongly Agree Agree Disagree Strongly Disagree

Figure 5. Representing clients' designs ideas

Further, we have observed that, applying color
management on textile printing substrates. As can be seen
from Figure 6, the overall response to the evaluation item
is over 70% strongly agree with that WeaveStudio helps
designers in understanding of color matching and color
management issues for digital textile printing. This
indicates that WeaveStudio toolkit is a powerful method
for color management software in the field of digital
printing onto a textile substrate.

B WeaveStudio helps me in applying color management on textile
printing substrates.

24

e 2 e 2
|| — || I
Strongly Agree Agree Undecided Disagree Strongly
Disagree

Figure 6. Applying color mangment in WeaveStudio
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Moreover, participants in this survey are noted that,
aggregate all the design elements in one screen (See Figure
4) is the best feature in WeaveStudio. Furthermore,
following, we elaborate the ability of the WeaveStudio to
produce novel and attractive in designing the structure and
properties of nonwoven fabrics for different purposes.

It can be seen from the data in Figure 7, the majority
are agreed that WeaveStudio enable them to create
beautiful repeating patterns using different color patterns
and make it possible to create a novel fextile design for
different perspectives.

B WeaveStudio supports designing the structure and properties of
nonwoven fabrics for different purposes.

17
] |
l 4 4
. . 3

Undecided

Strongly Agree Agree Disagree Strongly

Disagree

Figure 7. Novel and ttractive textile design

WeaveStudio further fosters customize panton coloring in
order to improving the design of men's, women's and
children's clothing for different purposes.

M Customize panton coloring improving the parameters necessary for
the design of men's, women's and children's clothing for different
purposes.

27

Strongly Agree Agree Undecided Disagree Strongly

Disagree

Figure 8. Customize panton coloring

In WeaveStudio designers can with the color picker in
place, you can now integrate it with their design (Re-
Coloring), the most used icons are presented in Figure 9.

Textile Pantone Customiz Pantone

Coloring

Pant Colori
‘antone loring Colodng

Random Coloring

Figure 9. Most used icons in WeaveStudio
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W Designand construction of fabrics based on the analysis of
structural elements and application of CAD / CAM systems.

12
10
7
3
. 2

Undecided

Strongly Agree Agree Disagree Strongly

Disagree

Figure 10. Supporting CAD / CAM systems

Computer-aided design (CAD) has brought a new
revolution in the textile industry. In our context
WeaveStudio helps textile designers to visualize and see
their imaginative design in final layout without producing
any cloths sample. The themes identified in these
responses are summarized in Figure 10.

Finally, we asked designers whether WeaveStudio
helps them to export and share design production-ready
assets with textile developers. In Figure 11 there is a clear
trend of agreeing that, WeaveStudio supports textile
design artboards and helps them to export them
individually to files.

B WeaveStudio helps me in making up sets of sample designs and
developing new design concepts

19
8
Bl == ==

Strongly Agree

Agree Undecided Disagree Strongly

Disagree

Figure 11. Export final textile designs

VI. CONCLUSION

Textile designing is a creative field that is important
for a wide range of scientific and industrial processes. This
study was undertaken to design, implement and evaluate
the WeaveStudio toolkit as a textile designing solution for
pattern coloring and visualization. WeaveStudio includes a
dynamic interface of linked design data, supported by an
integrated object-oriented technology. A combination of
quantitative and qualitative approaches was used in the
data analysis. The preliminary evaluation results revealed
a user acceptance of WeaveStudio toolkit as a helpful,
easy to use, and useful textile design tool that has the
potential to foster customize panton coloring in order to
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improving the design of men's, women's and children's
clothing for different purposes.
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Visualizing Workload and Emotion Data in Air Traffic Control -

An Approach Informed by the Supervisors Decision Making Process
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Abstract—The work of a supervisor, working in an area control
center in air traffic control, seems to be rarely addressed by
research. Within this paper, we present a preliminary study
that deals with the supervisors decision making process, current
practices and interfaces. Based on this study, we derived design
guidelines to the development of a visualization, displaying the air
traffic controllers’ workload and emotional state, thus supporting
the supervisors decision making.

Keywords—air traffic control supervisor; visualization, workload
data, emotional data, decision making

I. INTRODUCTION

Usually known for having one of the most stressful jobs
or causing huge delays when being on a strike, air traffic
controllers provide a safe, orderly and fluent handling of the air
traffic. Not only do tower controllers coordinate departing and
landing aircraft on airports, but also while being airborne, air
traffic is constantly monitored, managed, and sustained by area
center controllers. In order to overview the whole air space,
it is divided into sectors, where each one is overseen by two
controllers. In fact this job can be very demanding, so someone
is needed to keep an overview of what is going on across
sectors and prevent them and the assigned controllers from
getting overwhelmed.

This task goes to the air traffic controllers’ supervisors, who
administer air traffic on a bigger scale, mostly by supporting
and directing controllers. Especially since the controller’s job
is taxing and emotions can have a big impact on ones condi-
tion, it might help supervisors to know about their controllers’
mental states, in order to balance out their workload and to
offer better support to them.

Within this paper, we present preliminary studies, that
analyze the supervisor’s work and point out the usefulness
of an emotion data display. We end up with the design
requirements for such a visualization.

We start in Section II by introducing the StayCentered
project that frames this piece of work. In Section III, a brief
description of air traffic control supervisors’ work is presented,
followed by some related work in Section IV. The methodol-
ogy and the results are presented in Sections V and VI. Finally,
we give our interpretation regarding the emotion display in
Section VII and finish with the conclusion and aims for future
work in Section VIIIL

II. THE STAYCENTERED PROJECT
The main goal in air traffic control is to assure safe, orderly
and fluent handling of the air traffic. This is a highly demand-
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ing task. Thus, the project ”‘StayCentered - Methodenbasis
eines Assistenzsystems fiir Fluglotsen (MACeLot)” at the
university of technology Chemnitz aims for giving support
to air traffic controllers in stressful situations. The resulting
system should be capable of identifying the emotional and
cognitive state of the air traffic controllers and simulating
their state with regard to upcoming air traffic some hours in
advance. Galvanic skin response, facial action coding, body
posture, vocal properties, eye movements and pupil dilation
are recorded and used to infer an emotion valence, arousal
level, and cognitive load. The assistance of the air traffic
controllers will be realized by self-adapting interfaces [1] and
by providing this information to their supervisors. Such a
visualization of the controller’s emotional and cognitive state
may support the supervisors decision upon the opening of a
sector, in order to reduce the controller’s workload. This paper
presents preliminary studies of the supervisors work and the
resulting design requirements.

ITII. THE AIR TRAFFIC CONTROL SUPERVISOR

Before going into detail of our studies, we want to give a
short description of what an air traffic control supervisor does
and what tools and general environment he is provided with.

As a superior and shift leader of air traffic controllers, the
main work of a supervisor is to manage assignments and shift-
structures of controllers, while regulating their workload by
handling air traffic flow across sectors.

The regulation of traffic flow is done by splitting or
merging sectors, permitting or forbidding special maneuvers
(like, e.g., skydiving or air force trainings) and in extreme
cases even regulating sectors by setting a maximum number
of allowed planes and rejecting any exceeding traffic, which
usually leads to delay. However, the amount of traffic that can
be handled is limited by the number of present controllers
and the Supervisor’s job is to assign them in such a way that
simultaneously no employee is overexerted and air traffic can
flow undisturbed.

We experienced that supervisors do not work alone but
divide their work by region, where each one can operate
independently but still help each other if necessary.

The actual work place is located within the area air traffic
control center, often in the middle of the operations room or a
little elevated, providing a good overview. Other non-controller
positions can be found alongside. These include technical
surveillance, data assistants, flight data agents/operators, flow
management position, and the technical supervisor.
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Each supervisor’s workplace comes with a computer,
equipped with two monitors, serving as their main working
tool. Among other work specific software, the most important
one is a shift management program, where active sectors
are scheduled, air traffic controller’s shifts are organized and
controllers can be notified by publishing the current plan on a
separate screen.

In addition supervisors have several information systems,
specific to each center, as well as communication devices, such
as an email program, a land-line telephone and a direct-dial
telephone.

IV. RELATED WORK
This section presents literature related to various aspects
of the topics tackled in this paper.

A. Supervisors

In order to assess the supervisor’s work, research in this
field should be taken into consideration. Broach et al. [2]
showed the importance of the supervisor’s position. They
found a correlation between the supervisor-controller-ratio and
the number of errors made by air traffic controllers. Unfor-
tunately we did not find any further literature on air traffic
control supervisors, suggesting we might be first to focus on
this group.

However, research shows that the general supervisor-
employee relationship has a direct impact on the employees
work motivation, organizational identification, and perceived
career relevance [3]. Furthermore, emotional intelligence on
both, a personal and a group level, has been proven to improve
collaboration and communication, while emotional contagion
can increase efficiency and decrease conflict potential [4][5].

B. Decision Support System Design

As the emotion visualization should support the supervisors
decision making, some general work about decision support
systems and design implications is introduced here.

The design process of decision support systems should
always go from the “inside” to the “outside”, meaning desired
functions should get identified first and then restrictions of the
outside world should be taken into account. Ariav et al. [6]
propose to start with analyzing task characteristics and making
a decision on the intended level of support.

Different implications for a visualization can be derived
from the task. Well-structured problems, are best supported
by showing possible outcomes and eventually the underlying
model. Whereas a lot of visualization techniques can help
to explore and evaluate available data, when a person is
required to base a decision on this data. Sometimes conclusions
are based on previous experience, domain knowledge, and
situation awareness, where the last two could get enhanced
visually [7].

Researchers keep stressing the importance of adequately
including users during the whole process. As Miah et al. [8]
report many projects fail because of different goals of users and
designers as well as insufficient involvement of stakeholders.
And when the systems do not get used in the intended way,
the reason often is a mismatch of requirements between users
and designers or unfamiliarity with the provided functions [9].

Benbasat also recommends to consider cognitive styles of
users. As for example analytic decision makers might trust
mathematically or quantitatively supported reports easily, while
heuristic decision makers usually like to explore and analyze,
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Figure 1. A visualization of the value and amount of emotional connections
to a movie as a heat map on a valence-arousal-coordinate system [10].

suggesting the implementation of the possibility to switch
between different levels of detail.

C. Emotion Visualizations

A lot of work has already be done in the field of visualizing
emotions, especially in the context of social media.

For example Ha et al. [10] visualize sentiments connected
to movies with their focus on easy recognition of clusters
and intricate network structure. The visualization in Figure 1
is a detail view for one node within that structure, showing
emotions connected to a single movie as a heat map on the
valence-arousal-coordinate system. Additionally some points
in the coordinate system are labeled with the common name
of that emotion.

Steed et al. [11] constructed a similar view, shown in Figure
2a, within their visual application to dynamically analyze
twitter sentiment. Their coordinate system uses arousal and
dominance as axes while showing valence in color (orange for
negative and blue for positive). However, this again is just an
additional display, next to a geographical depiction of tweets,
while the main view is a visualization of the amount of tweets
(divided in binary valence) over time, shown in Figure 2b. This
view is designed interactive to select time intervals for further
inspection in the other images.

Working on the same problem, of analyzing twitter senti-
ments over time, Wang et al. [12] came up with a solution inte-
grating valence, arousal and time into a single visualization, as
shown in Figure 3. Each ring in the circle represents a different
step in time (designed to resemble the view in a tunnel) while
the amplitude within the ring is defined by the valence-arousal-
coordinate-system. Since the curve is additionally color coded
by valence and arousal, the rings could also be displayed as
straight lines, which might be a little less disorienting for some
users. Thus, the amount of tweets, currently shown by the bar
on the left, could also be aligned.

A completely different application is that of Cernea et
al [13], who designed an emotion visualization on touch
displays, giving users direct feedback in the color and shape
of the selection highlighting. However, they also created a
separate view, showing the different emotions of the touch
events over time, in order to let users reflect and compare
themselves with other users (Figure 4). They displayed time
on the horizontal axis while valence is shown in direction and
size of the bars and arousal is color coded (blue is little and
red is much).

The program in Figure 5 [14] was developed to directly
track user emotions while they are watching or listening to
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(b)

Figure 2. A sentiment visualization concerning a specific topic on twitter

[11]. (a) The emotion is shown as arousal and dominance on the axes, the

valence is color coded and its amount is shown as the size of each dot. (b)
The number of positive and negative posts is shown over time.
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Figure 3. Another twitter-sentiment visualization [12]. Each ring is a step in
time, while the curve depicts the valence and arousal.
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Users )

User 2

Figure 4. An emotion visualization over time for individual users by Cernea
et al. [13].

Figure 5. An emotion input interface concerning a video [14]. The bottom
bar shows collected emotions on a time line, while the color shows the value
of each step.

some kind of media playing. Thus the media player box
on the left. On the triangle to the right the recipient is
supposed to report current emotions by accordingly placing his
mouse within that triangle. Thus, valence and uncertainty are
measured. The input gets tracked and displayed in the bottom
bar as visual feedback of the opinion development. Time is the
horizontal axis in the bar while the color gets computed as the
distance to each corner of the triangle mapped on the opacity
of one of the base colors in RGB. It is also possible to render
the results of multiple users on top of each other, showing the
mean opinion of all of them.

Yet another approach is to use some kind of emoticon, like
the manikins in Figure 6, designed for visual feedback, e.g.,
in questionnaires. Sonderegger et al. [15] even found in a user
study, comparing different pictographs, that the ones shown
in Figure 6 could be further enhanced by using an animated
heart as arousal indicator instead of the rather abstract shape
depicted here. This might be the most intuitive way for emotion
visualization. However, research shows that the bigger the set
size and complexity of the icons, the harder they are to identify,
even more so when they are rather similar [16][17].

Finally, there is also the work of McDulff et al. [18], who
created a very detailed visualization of emotions connected to
work. Their goal was to use the device for personal reflection
over longer periods of time. The result is shown in Figure 7.
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Figure 6. An emotion visualization in manikins [15]. The facial expression
shows valence while the shape on his chest depicts arousal.

EVENTS EMAIL

PEOPLE

_;.,Ql X

Figure 7. A visualization of emotion during a work day for personal
reflection [18].

They encoded emotions in the bubbles with color showing
valence (pink is positive, purple neutral and blue negative),
shape showing arousal (calm is round and aroused is pointy)
and opacity showing engagement. Work related information is
given by the height and size of the bubbles (desktop activity),
by little icons at the top and bottom of each bar (meetings)
and text (further work related information).

The summary in Table I gives an overview of the just
described visualizations and how different variables are pre-
sented.

V. METHODOLOGY
Main goal of the preliminary studies was the identification
of design requirements such that the intended visualization
serves the supervisors needs best. This implies first establishing
an understanding about the supervisors tasks and their way of
decision making. Furthermore, we wanted to find about the

TABLE 1. OVERVIEW OF ENCODINGS OF DIFFERENT VARIABLES
IN THE GIVEN EMOTION VISUALIZATIONS.

Vis. Valence Arousal Time No of
Persons
1 horizontal vertical axis multiple
axis
2a color vertical axis - multiple
2b direction + - horizontal multiple
color axis
3 horizontal vertical rings (tunnel multiple
amplitude + amplitude + view)
color color
4 size + color horizontal single
direction axis
5 Triangle horizontal - single
axis
5 Bar color - h. axis single
6 facial shape single
expression
7 color shape horizontal single
axis
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qualities of stress and emotion data needed by the supervisors
and we wanted to learn from the use of the current interfaces
and from its positive and problematic impact on the supervisors
work.

We did two full-day observations at the end of Septem-
ber 2016 of the supervisors working place in the Munich
area control center. The researchers had the chance to ask
clarifying questions during the observation and collected the
data by handwritten notes. Furthermore, we interviewed seven
supervisors, each interview lasting 18 - 51 minutes on their
decision-making process, their information needs, as well as on
the role of the air traffic controller’s workload and emotional
situation in their decision-making process and the data’s level
of detail favored by the supervisors. During the interview, we
invited the supervisors, to sketch their decision process and
the considered information, this was done to make them reflect
their decisions structured and not forgetting anything. The data
was audio recorded during the interviews and transliterated.
For analysis, the data was coded and categorized. We did not
use a standardized coding scheme, because of the exploratory
nature of the research questions.

VI. RESULTS AND DISCUSSION

Our first step in preparation of designing a well suited stress
and emotion visualization, was to understand the supervisors
tasks. The supervisors task area includes tasks concerning
ongoing operations and tasks beyond. Beyond ongoing opera-
tions, the supervisors have to fulfill tasks in human resources
management. Each supervisor is responsible for 15 to 20 air
traffic controllers. Additionally they may have optional special
tasks like the participation in research projects or committees.
As our visualization is most beneficial in ongoing operations
we concentrated on this part of the supervisors work.

The principal task of a supervisor is to keep ongoing
operations fluently going. This means, doing everything, so
that the circumstances allow the air traffic controllers safe,
orderly and fluent handling of the air traffic. The supervisors
called themselves well-paid secretaries, in order to express
that they are responsible for every concern in the operation
room. The principal task can be divided into sub tasks. At
the one hand there are somehow formalized tasks and at the
other hand more informal tasks. Even the formalized tasks are
rarely provided with clear instructions, allowing for a multitude
of alternatives. The only task with clear instructions is the
documentation of events, that happened during the supervisors
shift. This task is not very favored by the supervisors, accord-
ing to them they are spending too much time documenting
insignificant events. This may be a task that is very suitable
for automation. Each day, there are two briefings scheduled,
wherein the supervisor updates the controllers. Most of their
time the supervisors spend on planning the day’s shift schedule
and solving occurring bottlenecks and problems. We observed
two ways of planning: some supervisors prefer planning of
the whole shift and changing the schedule if necessary. Others
avoid this strategy, because of the numerous changes and prefer
a piecewise planning. On the other hand, there is the solving
of bottlenecks and problems, that may put the safety of aircraft
in risk. This is a very creative task, because of the numerous
possible solutions. Sometimes supervisors even consult their
colleagues and the air traffic controllers on this behalf.

The informal tasks are rather some kind of good practice
and skills. Their implementation depends on the individual
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supervisor. Over the entire shift, even if the supervisor seems
to relax a while, he is observing the current situation at the
operation control room and looking for abnormal situations.
Each abnormality may induce safety problems. A controller
speaking to the technician holding his interaction device in his
hand, may be an indicator for a malfunction of equipment.
Especially if a controller switches his status on the status
display to a warning level, the supervisor will go to the
controllers working position to asses the situation. In order
to assure the controller’s ability to work under pressure, the
supervisor is trying to determine their daily emotional state and
basic stress level, thus he can consider this in the shift schedule
or, in extreme cases, advising a controller to rest. Generally,
the supervisor tries to prevent controllers from stress by using
formal means, like splitting up a sector or by regulating the
number of aircraft that are allowed to enter the sector, or
by using more informal means like warning the controllers
of a short high traffic peak. Usually the supervisor complies
with flat hierarchies. This has practical effects, like asking the
controllers for their opinion about suggested solutions or by
considering the controllers wishes in the shift schedule. They
are also trying to support the air traffic controllers on their
issues, even if they are not in their field of responsibility,
e.g., they check for the location of a meeting. Altogether, a
supervisor needs interpersonal skills, he should be sensible to
individual communication patterns. It is a well known issue
in leadership studies, that the political skills of a supervisor,
including social asturence, may have a positive impact on
the team performance [19][20]. The ability to identify the
others needs by observation and to attune to divers social
situations allows for better communication and improvements
in supporting the controllers.

However, the supervisor is not just concerned about the
controllers issues, but he also tries to support his colleague. He
stands in for his colleague during breaks and he reminds him
of important tasks. This is appreciated by the other supervisor.

There are some typical decisions a supervisor has to face
in his daily work. Besides the decision of the briefing topics,
the most critical decisions are made in the tasks of planning
the day’s shift schedule and preventing and solving bottlenecks
and problems. The planning task includes the decision which
controller has to work at which position. This decision is
guided by several constraints. The solution should be safe
as well as cost effective. That means that safety rules need
to be met, e.g., considering breaks, two controllers should
be responsible for one sector, assuring that no controller is
overstrained. Simultaneously every controller should be busy,
taking special tasks, trainings and so on into consideration.
Potential bottlenecks and problems may be caused by external
demands or extraordinary circumstances. The supervisor has
to decide whether to allow for external demands, like photo
flights, gliding flight areas, or planned detonations. Other
external demands are obligatory (e.g., activation of special air
spaces or military trainings) and the supervisor has to decide
on a suitable reaction to this. The decision on the reaction
to extraordinary circumstances includes malfunction of the
technical equipment, potential overloads in traffic quantity,
which may result in splitting up a sector or a regulation of the
number of aircraft. In addition there may occur staff concerns,
like illness or spontaneous meetings, that force the supervisor
to alternative solutions or looking for someone replacing the
missing controller, and there other troubles may occur, e.g., fire
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alarms. None of these decisions can be seen separated. each
decision on one variable of the system has impact on another
and may result in new decisions to be made. For instance, the
decision on splitting up a sector entails a change in the shift
schedule or regulating the number of aircraft in one sector
increases the number of aircraft in other sectors.

Based on their experience, the supervisors identified vari-
ables, that are affecting the capacity of a sector or constraining
their scope of action. Information upon these variables should
be available to the supervisors. They should know about the
standard sector plan, that tells which sectors should be open.
It is based on statistics of the past years and is the basis for
the shift schedule. The available staff is a framing variable
for the scope of action, this includes the air traffic controllers
on duty as well as controllers, who are around but fulfilling
other tasks (paperwork, trainings, meetings, and so on). The
latter may be consulted in the case of staffing shortage, but
usual the information is hardly available. Also, the staffs
condition is a factor to the capacity of a sector: their daily
performance, fatigue, their satisfaction. To keep satisfaction
high the supervisors, try to assure that the controllers are
facing variable demands, that they are sharing a position with
someone with whom they accord, and that some of their
preferences will be met. The information about alternative
tasks a controller has to do is necessary in order to assure
cost efficiency, but it is often incomplete. The main factors
on a sectors capacity are the expected traffic load and the
weather conditions. The weather forecast is needed 2 hours
in advance, but up to this day, weather predictions are not
always reliable. The quantity of the expected traffic is also
automatically predicted, by considering the aircraft’s flight
plans. A 2 hours forecast is highly unreliable, but with each
minute this estimation is getting more precise. In contrast, to
the quantity predicting the traffic quality is even challenging
for an expert. 15 aircraft flying straight in a line may be
less demanding than 7 aircraft climbing and descending with
a different headings. Extraordinary circumstances as safety
issues in the area control center (e.g., fire alarms) and technical
concerns (malfunction of equipment or the use of backup
systems) may reduce the capacity of a sector extremely. Also,
visual clutter on the radar screen, coming from a lot of aircraft
below or above the sector, is limiting the sectors capacity.
A variable that is consulted rather unconscious, is the own
constitution, it has some effect on the consideration of external
demands or controllers wishes. When a supervisor has not
the full overview on the current situation he is not willing to
generate any additional workload to his controllers or himself.
This listing of variables is an attempt to get a structured view
on the variables needed by the supervisors and is not complete,
as every situation is unique and may require other information.

Altogether the supervisors are facing complex problems
[21][22]. They have to address many variables that are in-
terrelated, the time for decision making is limited, and some
events occur unexpected (illness, external demands, emergen-
cies, etc.). They have to outweigh different goals (safety, cost
efficiency, controllers satisfaction) and the information needed
is incomplete and sometimes not reliable. They make decisions
for the future based on current data, personal heuristics and
unreliable predictions. The heuristics they use for problem
solving are based on their experience. They are able to
anticipate the effect of the variables on the sectors capacity
and they know how to weigh the influence of a variable to a
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specific type of problems.

As we are interested in designing a stress and emotion
visualization, we wanted to have a further look on the role
of stress, workload and emotion data. As stated above, the
supervisors already take the controllers basic stress level and
severe emotional states into consideration. By now they have
to look for this information during conversations with the
controllers. The information on the controllers workload, stress
and boredom is considered as useful in two terms: A prediction
of the workload in a specific sector, is seen as alternative
approach to current traffic quantity predictions and may thus
help with the planning of the shift schedule. Moreover, an
information upon the controllers former and current stress level
may help in assigning suitable tasks to the controller. The
relevance of detecting stress seems to be much more important
than boredom. During periods of boredom, controllers lean
back and start chatting. Thus, the supervisors stated, that they
can easily observe boredom. In contrast, stress is sometimes
not even recognized by the controllers themselves. The use of
emotion data is seen much more diverging than the workload
data. On the one hand the emotion data may be useful
when the controllers emotional state in extremely emotional
situations hinders him from doing his job. On the other hand
they refuse using this data. This arises from the expected
professionalism, from the fear of treating other controllers
unfair, when someone is pretending to be in a bad mood, and
from concerns about privacy. Both, showing the data linked
to an individual controller and showing it linked to a sector,
may be useful. Sector related data is similar to current traffic
quantity predictions, whereas individual data may help by
assigning each controller a suitable task. There are ethical
concerns about showing the data person related.

As already mentioned in Section III, the supervisors work-
ing place offers a multitude of tools and information systems
to support their decision making. The three main tools are the
shift management program, an overview of the planned con-
trollers and a notepad. This physical notepad, is an important
tool since it allows for quick note taking and thus remembering
important tasks and lines of thought. This is necessary because
the supervisors thoughts are often interrupted by incoming
demands and information. These main tools are complemented
by a multitude of information and communication systems,
where information can be retrieved and is pushed through.
Conspicuous about the interfaces was the importance of clear
arrangement. Consistency of representations and data between
systems and tools are as important as unambiguous interac-
tion strategies [23][24][25]. Using different time zones and
coding same meanings differently led to misunderstandings
and cognitive resources were occupied. The supervisors had
to transfer data from one tool to another manually, this took
time and cognitive resources. Further more several similar
interaction devices, each of them belonging to another system,
were confounded, thus slowing the progress down.

VII. IMPLICATIONS TO A WORKLOAD AND EMOTION
VISUALIZATION

As workload and emotion data turned out to be relevant
to the supervisors task, an automation of the detection of
the controllers workload and emotional state seems to be
promising. However, this data is useless without an effective
visualization of the data.

Based on the findings of this preliminary study and com-
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pleted by general visualization guidelines, we developed a set
of design requirements to a workload and emotion visualiza-
tion for supervisors working at an area control center:

R1 In order to consider the controllers state during
scheduling, the workload data needs to be accessible
in an overview over a period of time ranging from 2
hours in the past to 2 hours in the future.

R2 Emotion data will be restricted to extreme situations,
in order to address ethical issues.

R3  Extreme situations should be visible at a glance.
Extreme stress, extreme boredom, as well as extreme
negative emotions may hinder the air traffic con-
trollers work, so that intervention of the supervisor
may be appropriate.

R4  The visualization should support the supervisors no-
tional categories. Thus, the data should be available
related to the individual controller as well as to the
working positions.

R5  The visualization must concentrate on a minimal set
of primitives to produce an expressive and effective
visualization [26] with minimal disturbance of the
work flow. All important features should be easily
identifiable and all visual elements should have an
important meaning. Color should only be used when
really needed to highlight very important features and
taking into account human visual perception [27].

VIII. CONCLUSION AND FUTURE WORK

We presented a preliminary study on the work process of
air traffic control supervisors. We investigated the supervisors
tasks and decision making process as well as their current
interfaces and ended up with design requirements for the
development of a workload and emotion visualization.

Next steps in our project will be the design of the intended
visualization within a human centered iterative process. It will
be integrated into the StayCentered system and evaluated.
Beyond that, further investigation of the application area and
the design of a complete decision support system seem to
be promising, as the application area is rarely addressed by
research so far.
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Changes in Small Eye Movements in Response to
Impressions of Emotion-Evoking Pictures

Tetsuya Furuta
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Abstract—The possibility of evaluating the emotional impressions
of pictures was examined using the cross power spectrum density
(CPSD) of small eye movements. Pictures were employed as
a set of normative emotional stimuli and were presented to 7
male subjects in order to evoke emotional impressions. The eye
movements resulting from each stimulus were measured using a
video based eye tracker while the viewer’s subjective impression
for each picture was rated. The stimuli were then grouped as
“Pleasant” or ‘“Unpleasant”. In comparing the CPSDs of eye
movements between two groups, the powers of the CPSDs for
the “Unpleasant” group were significantly higher, at 3.75-7.5Hz
during the 400-1033.3ms after stimulus onset. This result confirms
that eye movements reflect viewer’s emotional impression.

Keywords—eye movements; emotional assessment; subjective as-
sessment; cross power spectrum

I. INTRODUCTION

Emotional impressions require the highest level of infor-
mation processing, and emotions are an essential facet of
human behavior. Therefore, this activity has been studied
psychologically and clinically, and has often been referred
to in the study of applied sciences, such as marketing. The
emotional state which is created in some patients is often
measured using eye oscillations such as small eye movements
[1]-[3]. As the eye oscillations also reflect the mental workload
in a specific task [4], a more detailed analysis is required.

However, as the definition of an emotional state remains
ambiguous, facial expressions were used to evoke viewer’s re-
sponses. During the experiment, the frequency power of small
eye movements can indicate the degree of “Unpleasant” im-
pressions of facial expressions [5]. Whether the phenomenon is
maintained when various images are used should be confirmed.
In addition to this, the observation procedure has not yet been
established.

This paper confirmed the possibility of using a set of
normative emotional stimuli of photos and a typical video
based eye tracker to detect viewer’s emotional responses using
the responses of their eye movements. Also, a procedure
for evaluating eye movement was established. This paper is
organized as follows. Section II gives a brief description of
previous works, and Section III presents the experimental
method. In Section IV, the results of the experiment are shown,
and the discussion is summarized in Section V. Section VI
concludes the overall results.

Copyright (c) IARIA, 2017. ISBN: 978-1-61208-538-8

Minoru Nakayama
Information and Communications Engineering
Tokyo Institute of Technology
Ookayama, Meguro-ku, Tokyo, Japan
email: nakayama@ict.e.titech.ac.jp

II. PREVIOUS WORK

The relationships between facial expressions and the ob-
server’s eye movements has been studied previously [6].
An observer’s emotional impressions are stimulated by the
viewing of facial expressions, due to a kind of emotional
synchronization [7]. The responses of both eye movements
and event related potentials (ERPs), such as the observation of
brain activity, were analyzed after pictures of facial emotions
that had been prepared as the Japanese and Caucasian Facial
Expression of Emotion (JACFEE) collection [8] were shown
to participants. The individual impressions of the facial expres-
sions in the pictures were evaluated using a scale called the
“Affect Grid” [9]. The results of viewer’s rating patterns were
extracted using cluster analysis, and assigned to two clusters
labeled “Pleasant” and “Unpleasant” [10]. Also, there were
some significant differences in the waveforms of ERPs be-
tween the two clusters [10]. All of the differences suggest that
the degree of two dimensional eye oscillation for “Unpleasant”
facial images is significantly higher than for “Pleasant” images.

To extract perceptual differences between the two groups
of emotional face images, ERP potentials were compared at
three typical positions on the scalp, such as the Frontal (Fz),
Central (Cz) and Occipital areas, according to the international
10-20 system. Significant differences in frontal electrode Fz
from 142.5ms to 192.5 ms and central electrode Cz from
132.5ms to 195.0 ms were observed [10]. The difference was
not detected in waveforms at the Oz (Occipital) electrode.
Emotional recognition is a thought process at the highest level,
and the differences appear on potentials at an early stage, from
between 130 to 195 milliseconds after the introduction of the
stimulus at the mid and frontal areas [10].

In regard to these results, as ERP responses to facial
expressions occur earlier than the reactions to eye movements
[11] [12], some specific area of brain activation may trigger
these eye movements. As there are some latencies in eye
movement after stimulus onset [13], eye movement may follow
a rapid physiological response such as an ERP. In order to
examine the phenomenon, the relationships between the two
indices were analyzed for every 160msec. time interval. The
results provide evidence that the activity of an electrode at the
central area of the scalp affects eye movement between 220
and 540ms when “Unpleasant” images of facial expressions
are displayed. This phenomenon is more highly emphasized
during the viewing of “Unpleasant” facial expression images
than it is during the viewing of ‘“Pleasant” images [5].
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During the experiment, eye movement was measured using
electro-oculograms (EOGs) at a sampling rate of 400Hz. Eye
oscillation activity was calculated as a cross power spectrum
density (CPSD) using the two dimensional positions of eye
movement. The EOG observation requires four electrodes
which are placed directly around the eyes of the subjects, so
that viewing activities are restricted. In addition to this, the
measuring technique did not focus on the frequency powers of
lower frequency ranges where eye oscillations during fixation
increase the power of CPSDs. While most eye trackers are
designed for use during unrestricted viewing, observations
were measured at a sampling rate of 60Hz. Therefore, the
sampling rate and the period of observation used to detect
eye oscillation should be considered carefully.

In order to determine the feasibility of observing eye
oscillations at a lower sampling rate, the EOG data was re-
sampled at 60Hz and analyzed using CPSD measurements
and an observation interval set at 640 ms (256 data points).
Frequency power can be calculated every 1.5625Hz. The
frequency powers of the CPSDs of the two groups of emotions
were compared across several periods of time. As a result,
significant difference (p < 0.05) in two of the groups was
detected at a frequency range between 3.125 and 6.25Hz in
650-1440ms. The result is a reasonable range of frequency
and duration for eye oscillation.

The possibility of evaluating eye oscillations at lower
frequency which would be comparable to the 60Hz rate was
examined, and a procedure was developed [14].

III. EXPERIMENTAL METHOD

The stimulus and experimental design are organized as
follows.

A. Stimulus

To evoke viewer’s emotions, a set of pictures from the
International Affective Picture System (IAPS) was employed
[15]. According to the license, the images are not allowed to be
presented in any format. This data set consists of scene images
which produce specific impressions and is well known as a
set of normative emotional stimuli for use in the experimental
investigation of emotions. The contents of the photographs are
completely different from the photographs of facial emotions
mentioned above in Section II. Sixty seven pictures were
selected that would produce the anticipated responses within
a range of emotional impressions. Since the photos consisted
of natural expressions, the level of brightness varied widely.
The color range also varied widely. This is known as saliency,
when the features of images presented affect a viewer’s eye
movement [16]. To reduce the effects of color, all pictures
were converted into grayscale images. However, the brightness
levels were not adjusted for presentation in this experiment.

B. Experimental design

The photos were displayed on a 19 inch LCD which was
60cm away from subjects. The eye tracker unit (nac:EMR-
ACTUS) was set under the LCD monitor, and the observer
did not wear any equipment. A presentation diagram is shown
in Figure 1. Each photo was displayed for 3 seconds, followed
by a blank image used to produce eye fixation. The stimulus
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Figure 1. Diagram of stimuli shown.
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Figure 2. Results of viewer’s ratings of photos using an “Unpleasant” —
“Pleasant” scale.

presentation was controlled using the software of the eye
tracker. Subjects were not asked to produce any responses
before an image had been viewed. The eye movements of both
eyes in response to every photo were recorded at 60Hz, and
the data of the left eye was used in the analysis which follows.

Three trials were conducted during which the same set of
images was shown to each subject, followed by a short break.
All photos were evaluated by each participant following each
of the sessions, using a 9 point scale which ranged between
“Pleasant” and “Unpleasant”. The numerical rating was used
as one of the two dimensions of an Affect grid [9].

The subjects, who possessed sufficient visual acuity, were
7 male university students aged between 21 and 24 years old.
The contents of the experiment were explained to all partici-
pants in advance, and informed consent was then obtained.

IV. RESULTS

The rating responses for stimuli and the analyses of eye
movements are summarized as follows.

A. Subjective evaluation

All photographs were rated by each subject using a 9-point
scale. The overall frequencies of the scale are summarized
in Figure 2. The frequency is the cumulative value of the
responses of all participants to each photograph, since indi-
vidual ratings are different and independent. The responses
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Figure 3. Comparison of cross power spectrum densities for every 533.3ms between 0 and 1533.3ms.

were widely distributed as was intended by the experimental
design. The result suggests that some pictures are rated as
the most “Pleasant” ones while others were rated as the most
“Unpleasant”. The most common responses to pictures were in
the neutral category “5”. Therefore, the photographs have been
divided into two groups using the rating scale. The responses
between two groups were compared, in order to rate them
according to the factor of their emotional impressions. In
the following analysis, ratings less than 5 are classified as
“Unpleasant” (/V,, = 187) and the remainder of the ratings are
classified as “Pleasant” (IV,, =282). As the responses consist
of individual impressions of each photo, the grouping patterns
between individuals are different.

B. Cross power spectra of eye movements

To detect evoked eye movements during picture obser-
vation, frequency analysis was conducted using the two di-
mensions of eye movement. Cross power spectrum densities
(CPSDs) were calculated for every 533.3ms (32 data points
at a 60Hz sampling rate). As the frequency power of the
CPSD is generated every 1.875Hz, it is comparable to the
calculations used for the condition mentioned above in Section
II. When eye blinks occurred during observations, the trials
were omitted. Since the eye tracker measures pupil diameters
simultaneously, eye blinks can be used to detect the sudden
drop in the diameter of the eye.
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To examine the emotional difference factor of the pic-
tures, frequency powers of CPSDs of eye movements were
calculated for 7 periods: 0-533.3ms, 166.6-700ms, 333.3-
866.6ms, 500-1033.3ms, 666.6-1200ms, 833.3-1366.6ms, and
1000-1533.3ms. The duration was shifted every 166.6ms. The
power spectra of CPSDs of eye movements are summarized
in Figure 3. In the figures, the blue line indicates the powers
of the “Pleasant” group, and the red line indicates the powers
of the “Unpleasant” group. The powers are at almost the same
levels at 0-533.3ms and 166.6-700ms. For the periods 333.3-
866.6ms, 500-1033.3ms and 666.6-1200ms, the powers of the
“Unpleasant” group gradually become greater than the ones for
the “Pleasant” group, and the frequency range of the difference
becomes lower.

In examining the significant differences in frequency pow-
ers between the two emotional groups, some significant dif-
ferences exist. The results are summarized as a 3D graph in
Figure 4. The horizontal axes represents the frequencies and
duration analyzed, and the vertical axis represents the levels
of significance. A cuboid indicates that there is a significant
difference between the two groups. As the figure shows,
significant differences appear, depending on frequency and
duration. At an early stage, a significant difference between
333.3 and 866.6ms at 5.625Hz was observed. Some additional
differences which were significant followed at an early stage.
In addition, the possibility of detecting the differences occurred
between 400 and 1033.3ms at 3.75-7.5Hz. The duration of
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Figure 4. Results of t-tests which confirm significant differences in cross
power spectrum densities of eye movements between two emotional groups.
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Figure 5. Relationship between viewer’s rates and the brightness of
photographs presented (Error bars indicate STD Errors)

observation time is shown as red cuboids in Figure 4. When
this condition was analyzed, it was confirmed that the differ-
ence in the frequency power of eye movement CPSDs for the
“Unpleasant” group is significantly higher than the CPSDs for
the “Pleasant” group across all periods of time.

V. DISCUSSION

The activation of eye oscillation in response to “Unpleas-
ant” images was confirmed when photographs of emotional
expressions were introduced in addition to the facial images
which were presented. The frequency ranges and duration were
also confirmed during this experiment.

The brightness level of the pictures was not considered
during the design of this experiment, though several features
and especially brightness affect the saliency of the visual
attention of the viewers. In a previous study, the influence of
the level of brightness was ignored, as all visual stimuli were
similar photos of facial expressions. To confirm the factor of
brightness in the experiment, the relationships between picture
brightness and viewer’s subjective evaluations are summarized
in Figure 5. The horizontal axis indicates the rating values,
and the vertical axis indicates the values for DC components
of photographic data, using DCT analysis. The error bars show
the standard errors of DC components as a level of brightness.
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In regards to the relationships between picture brightness
and viewer’s subjective evaluations, a small correlation was
observed. The effectiveness of viewer’s ratings of the deviation
of DC components is not significant however, according to the
results of one-way ANOVA (F(8,460) = 1.69,p = 0.10).
Therefore, the degree of contribution of picture brightness
should be considered carefully in the feature studies.

Another question is the mechanism which causes eye
oscillation when “Unpleasant” images are displayed. The phe-
nomenon was observed when both facial images and normal
pictures were viewed. The latencies in appearance of the dif-
ferences in CPSD powers and chronological analysis suggest
that the oscillations may be caused by image recognition and
the activation of some area of the brain. The details of the
information processing process are unclear. In regards to our
daily experience, as we may be reluctant to view unpleasant
images, the detailed of this phenomenon should be examined
in greater detail.

As the phenomenon may be a stable one, responses can be
used to evaluate the viewer’s emotional impressions of images
such as those used in HCI design or psychological analysis.
To examine the validity of using this technique, the influence
of various factors such as brightness or the color of stimuli
should be confirmed. The study of these factors will be the
subject of our further study.

VI. CONCLUSION

The possibility to evaluating viewer’s emotional condition
when evoked by their viewing photographs was examined
using frequency analysis of eye movements. As the previous
studies suggested, at lower frequencies some cross power
spectrum densities of eye movements were generated by the
invoked emotional conditions created using the facial images
which were shown to subjects. To create the stimulus using
images, a set of normative emotional stimuli photographs
was introduced, and a typical video based eye tracker was
employed to measure eye movement.

In regard to the chronological analysis of the cross power
spectrum densities (CPSDs) of eye movement, a significant
difference was confirmed at 400-1033.3ms after stimulus onset
in the frequency range of 3.75-7.5Hz. From the differences that
were extracted from the durations and frequency ranges, the
powers of CPSDs for “Unpleasant” images were significantly
higher than were the ones for “Pleasant” images. Also, as the
differences began between 333.3 and 866.6ms, it suggests that
an early response has occurred.
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Abstract—Visualizing hierarchical structures is of great impor-
tance in many economic and scientific applications. Many dif-
ferent approaches have been developed and enhanced in the last
decades. Each of them claims specific advantages over competing
methods, usually referring to visual or structural properties.
Although several user studies investigated the usefulness of
specific approaches, for practitioners it often remains unclear
what the practical advantages of the approaches are and in which
contexts they are useful. In our user study, we systematically
investigated the value of three frequently used visualization types
for the intuitive understanding of hierarchical data: treemap,
icicle plot, and nodelink. We measured user performance in terms
of correctness and time and tracked eye movements for each
participant. The results regarding the user performance revealed
that nodelink and icicle plot yield expected and comparable
results, whereas treemap is only exceeding chance level for one
easy task. Still, the analysis of eye-tracking measures suggests
that treemaps draw visual attention better to relevant elements.
Finally, implications for facilitating human intuition and problem
solving strategies are discussed.

Keywords-User Study; Hierarchy Visualization; Perception;
Eye-tracking.

I. INTRODUCTION

Visualizing hierarchical data has a long tradition going
back to the drawings of medieval family trees. A wide research
field with very different visualization approaches developed
over the last three decades, investigating a multitude of differ-
ent visualization properties and aiming at all kinds of different
applications. However, despite this long tradition there are still
new developments in the field through new applications and
demands [1].

A comprehensive overview over most of the proposed hier-
archy visualization techniques is maintained by treevis.net [2].
Every approach was published with several advantages in mind
and was at the time of publication an advancement to the
state of the art. However, for most practitioners the value
of new (and sometimes even older) visualization techniques
for their data remains unclear with the result that they are
unsure, which visualization would fit their needs best. This
issue becomes even more eminent considering the importance
of hierarchical data structures in science [3] and especially
economy [4], where visualizations can significantly influence
large-scale decisions [5].

In this paper, we make a step towards studying which
visualizations are intuitively understandable by non-expert
users. Additionally, we investigate why different visualization
techniques impact the users’ understanding of the data differ-
ently. Since we are treating the visualizations as objectively
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as possible, our goal is not to show which visualization is
superior, but to try to understand what problems and pitfalls
arise when typical users try to use different visualizations to
solve typical tasks. Preliminary results of the reported study
were presented at EuroRV? [6]. In this paper, we report an
extended analysis.

In this first step, we restricted our study to static and
non-interactive visualizations, which are, apart from being
much easier to interpret especially when analyzing problem
solving patterns, still highly practice relevant, since many
practitioners mainly rely on static visualizations on paper or
digital presentations. Since Burch et al. [7] showed that radial
techniques for the visualization of hierarchies are understood
less intuitively, we further restricted our study to linear visual-
ization techniques. After a thorough analysis of several well-
established reporting and analysis software packages, we de-
cided to compare nodelinks, treemaps, and icicle plots, because
they represent the most common visualization techniques.

In addition, we restrict our considerations to the area of
visualizing hierarchical data with additional scalar dimension,
which are highly relevant especially in the business envi-
ronment. More precisely, the data consists of a rooted tree
T = (V,E,t00t), Where V is the set of n data elements
(nodes), E' is a subset of V' x V representing the hierarchy
relations (edges), and vo0t € V is the root node of the
hierarchy. Additionally, a function f : V — RT is given,
which assigns each node a specific positive value and respects
the hierarchy, i.e., the sum of values of all children of a node
is always smaller or equal than the value of the node. One
example for such data is a company structure with annual
expenses.

In Sections III and IV, we present background about the
tackled visualizations and the relations to cognitive science.
We give a precise description of our study setup in Section V.
In Section VI, we present a detailed analysis of the results of
the user study with respect to participants’ performance and
eye-gaze data.

II. RELATED WORK

General design rules for good visualizations have been
discussed in the last decades intensively and are often based on
the investigation of visual attention [8] and the understanding
of the human cognitive system. In this regard, the effects
of colors in visualizations received much research attention,
because they represent a particular powerful visual cue [9],
[10]. A comprehensive overview about those design rules and
general strategies was presented by Ware [11].
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One of the most-used practical examples when visualizing
hierarchies with an additional scalar component is the file
system of computers. Stasko et al. [12] evaluated the two
visualization techniques treemap [13] and sunburst [14] with
respect to their capabilities for standard file-management tasks,
like locating files or comparing file sizes. They measured user
performance by logging their number of correct answers and
their reaction times. They found that sunburst significantly
outperforms the treemap representation, presumably because
of the more explicit representation of hierarchy relations in
sunburst.

In a very similar study, Bladh et al. [15] evaluated the
usefulness of encoding the depth of nodes in a treemap
using the third dimension in comparison to a traditional
treemap visualization. Again, users had to complete typical
file-management tasks. It turned out that both visualizations
were not significantly different in most tasks, i.e., the third
dimension did not result in a performance loss due to the
additional navigational and cognitive efforts. However, users’
performance was significantly better with the 3D visualization
when having to identify the node with the highest depth in the
hierarchy.

Wang et al. [16] had a very similar experimental setting
by comparing a standard file browser to rings [17] and
treemap [13]. They evaluated the effectiveness of the methods
based on complex questions, such as finding two similar
directories or the most homogeneous directory. The users’
performance was measured by assessing their answering time.
Additionally, they were asked to rate the difficulty of each
question with the respective visualization. In summary, the
file explorer performed significantly worse than both other
methods with no significant difference between rings and
treemap.

In a quite different user study, Ziemkiewicz and Kosa-
ra [18] showed that the methaphoric presentation of tasks
influences users’ performance during the work with hierarchy
visualizations. In our study, we follow the findings and only
formulate the tasks abstractly with respect to the hierarchy.

Borkin et al. [19] presented a new method for visualizing
filesystem provenance data, which relies on a combination of a
radial-based tree layout and a time-based node grouping. The
system was evaluated with domain experts and compared to a
state-of-the-art nodelink tool [20] by measuring accuracy and
efficiency. Results show that the new tool outperforms the state
of the art. A very interesting additional finding was, that there
was a significant gender effect in the state-of-the-art method,
which was not the case for the proposed method.

Teets et al. [21] stressed the need for evaluation of the
effectiveness of visualizations especially in the business envi-
ronment. They analyzed a very specific application in the field
of process monitoring, which was based on production data of
a can factory. Their evaluation relied on cognitive fit theory,
i.e., they investigated how good the visualizations and induced
mental models fit to the problem solving strategies. They found
no information loss when not displaying accurate values in a
tabular fashion as well as a significantly faster solution time
when using visual representations.

While most studies rely on user performance data in terms
of the number of correct answers and reaction times, eye-
tracking studies have been the exception. However, Burch et
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al. [7] investigated the impact of different layouts of nodelinks
using eye-tracking. They used one question type and an
explanatory task. The users were confronted with two different
linear layouts with four different placements of the root node
and a radial layout of the nodelink. Burch et al. assessed
both eye-movements and performance data, allowing to sys-
tematically compare the results from different measurement
approaches. The users performed much better with the axis-
aligned layouts than with the circular one, which might be a
result of the typically linear fashion of information display,
the users are familiar with. In line with this argument, the
traditional layout with the root node at the top performed best,
which further emphasizes the role of individual experience
with visualizations in understanding them intuitively and using
them for problem solving.

A recent variation of the treemap design is the angular
treemap [22] with the goal to enhance comprehension of
hierarchy levels by rotating parts of the treemap. Liang et
al. [23] conducted an experiment comparing traditional and
angular treemaps. The study mainly investigated search tasks
and measured completion time. While it turned out that the
new design was significantly better, the flexible method needs
several well-tuned parameters and, thus, should be set up by
visualization experts to achieve comparable results.

The need for visualization expertise is true for many
new and sophisticated visualization techniques. However, there
is an ever growing demand for easily usable and reliable
visualization techniques for hierarchical data in practice that
can be used without much prior knowledge. Therefore, we
investigated the properties of three of the most-used and
practice-relevant visualization techniques with respect to fast
and accurate data comprehension for users with low visualiza-
tion knowledge and only a short time of familiarization with
the type of visualization.

III. VISUALIZATIONS FOR HIERARCHICAL DATA

For our user study, we wanted to choose the most-used and
most practice-relevant visualization techniques for hierarchies
with additional scalar dimension. After elaborate inspection
of the treevis repository and several software packages for
productive use, we decided to compare nodelinks, treemaps,
and icicle plots.

The use of nodelinks for drawing trees is very intuitive
since it replicates the structure of botanical trees. Conse-
quently, nodelinks have already been used for ages to represent
hierarchies and the research on optimal drawing of nodelinks
has a long tradition [24]. The strengths of the nodelink
representation is typically its intuitiveness and clear represen-
tation [25]. However, many competing techniques produce less
empty space and allow a more integrated visualization of the
additional scalar dimension.

The concept of treemaps has been introduced by Johnson
and Shneiderman [13]. Since then a lot of different modifica-
tions, additions, and enhancements were proposed [26], [27],
still respecting the initial idea of maximizing screen space
usage and implicit encoding of the hierarchy. These aspects
are often referred to as the main advantages of the concept.
Problematic properties, which are nowadays still constant
topic of further research [28], are the inherent overplotting,
problems with hierarchy perception, and complications with
node distribution.
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The icicle plot is a concept with a long tradition and
was originally proposed by Kruskal and Landwehr [29] for
the display of cluster hierarchies and based on the trees and
castles of Kleiner and Hartigan [30]. Although it has been
shown that users perform worse, when using radial layouts
[7], icicle plots are used less often in practical applications [31]
than their radial counterpart, the sunburst diagram [14], [32],
[33]. The icicle plot combines two strengths of nodelink and
treemap, namely the intuitive top-down design and the implicit
hierarchy encoding. In addition, it inherently features a one-
dimensional encoding of the additional scalar dimension. On
the other hand, the screen-space usage is less efficient than the
one of treemaps.

IV. COGNITIVE PROCESSING OF VISUALIZATIONS

When we want to assess the effectiveness of visualizations,
we first need to distinguish between the visual search phase
and the stage of central information processing. In the visual
search phase, the user has to identify relevant elements of a
visualization. During this process the user constantly reallo-
cates the attention to different elements of a visualization.
Following Schneider and Shiffrin [34], this process can be
characterized as an interplay of bottom-up (automatic) and top-
down (controlled) attention allocation.

Our visual field can be considered as an assembly of
elements competing for our attention [35]. Bottom-up pro-
cesses are triggered by elements, which stand out from their
environment. A node of a visualization could for example be
colored differently or have a different shape compared to other
elements. Top-down attention, on the other hand, is moderated
by the user’s intention and previous knowledge. For example,
when the user’s goal is to compare two elements of a visualiza-
tion, the user employs a strategy of visual search, during which
the positions of all relevant entities are identified. The search
process itself can be carried out both by chaotically searching
for relevant elements (bottom-up) or deducting the relative
position of an element from other elements through previous
knowledge about the type of visualization (top-down) [36].

The first strategy is suited for users without any previous
knowledge and its efficiency depends on the visualization’s
complexity. The latter strategy, however, can be employed by
users, who understood the basic principles of a visualization,
and should result in a more efficient use. Regardless of the
user’s prior experience, both modes are constantly directing
our attention to elements that are relevant to the organism with
one or the other mode being predominant in a certain situation.
Bottom-up attention allocation can be overridden by top-down
processes, which allows users to focus their attention at specific
elements of a visualization. If, however, a stimulus exceeds a
certain threshold it automatically triggers bottom-up attention
towards this stimulus, thereby interrupting top-down attention
allocation. These so-called “orienting responses” are usually
triggered by sudden changes in the environment [37], such as
movement in the peripheral visual area, flashing lights, or loud
sounds.

As we can only observe eye movements by users, we are
usually not able to distinguish between bottom-up and top-
down attention allocation. Both mechanisms directly impact
which elements our eyes fixate. Additionally, the mere fact
that users fixate an element of a visualization does not imply
that this element is being processed centrally. Moreover, it does
not even imply that the user is looking at the element, because
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attention can also be allocated towards elements outside of
central vision [38]. Although we are not able to see elements
as clearly when using peripheral vision, humans are still able
to estimate object shape and size rather accurately.

When the relevant elements of a visualization are identified,
the user enters the stage of central information processing.
The success and the efficiency of a visualization depend both
on user and visualization properties. User properties affecting
visualization processing are previous knowledge about the type
of visualization, general intelligence components, especially
those related to visuo-spatial information processing, and pos-
sible impairments (e.g., color or stereo blindness). In terms of
information processing, nearly all properties of a visualization,
like color usage, descriptiveness, intuitiveness, alignment, or
visual data preparation affect success and efficiency. In this
paper, we assess indicators for both phases of visualization
processing.

V. METHOD

We conducted a laboratory experiment, during which par-
ticipants had to solve problems using different visualization
techniques. For each participant, the performance in terms of
accuracy and completion times as well as eye movements were
recorded.

A. Stimulus Materials

We employed a 3 x 4 x 2 within-subjects factor design
with visualization type, task, and hierarchy complexity as
independent variables.

1) Visualization Types: All hierarchies with additional pos-
itive scalar values per node were visualized using three differ-
ent visualization types, illustrated in Figure 1. The nodelinks
were generated using Reingold and Tilford’s algorithm [24].
The additional scalar value per node was indicated by the area
of each node’s circle. As for all three different visualization
types, each non-root node was annotated with an alphanumeric
code to allow for unique identification by the users. The
treemaps were generated using the squarified approach [39],
again encoding each node’s scalar value by area. To enhance
the perception of different hierarchy levels, nodes were color
coded in different grey scales and, following Bladh et al. [15],
stacked in a 2.5D fashion. The icicle plots were generated in
the top-down fashion that is used most often. Screen space was
divided in rows of equal height, depending on the height of
the hierarchy. The root node’s width was set to the full width.
For each node, all children were drawn below the node with
a width proportional to the scalar values, respectively.

2) Tasks: We interviewed several researchers from different
fields of economics and social sciences, who regularly deal
with hierarchical data. We identified four tasks, which are
commonly performed when confronted with the given visual-
izations. From these tasks, three are hypothesized to favor one
of the visualization types, respectively. For the fourth tasks,
we could not find any strong indications on what visualization
might be favored and added it as an exploratory task. In detail,
the tasks were:

T1: Count all leaf nodes of the hierarchy.

T2: Count all nodes of the hierarchy.

T3: Compare the combined area of two pairs of nodes
within one level of the hierarchy.

T4: Compare the combined area of two pairs of nodes

across different levels of the hierarchy.

95



ACHI 2017 : The Tenth International Conference on Advances in Computer-Human Interactions

low
complexity

high
complexity

nodelink

treemap icicle plot

Figure 1. Example stimuli that where used for the user study. For each of the four questions, we presented three different visualization types (nodelink,
treemap, icicle plot) of equivalent hierarchies with additional scalar values per node. In addition, we varied the complexity of the hierarchies, resulting in
visualizations with low (height two, maximum three children per node) and high complexity (height three, maximum five children per node).

It is obvious that tasks differ in difficulty: Counting leaves
and nodes is less cognitive exertive than comparing the sizes
of nodes. However, this does not affect our main goal, the
analysis of differences between the visualization methods.

3) Hierarchy Complexities: As base data set we used two
artificial hierarchies with different levels of complexity. The
hierarchy with low complexity had height two and had a
maximum of three children per node. In contrast, the height of
the hierarchy with high complexity was three with a maximum
number of five children per node. An illustration of the
different complexities can be seen in Figure 1.

Since the hierarchy for all visualizations was initially equal
per complexity level and question, it could have happened
that participants remembered their choice from a different
visualization and just replicated it. To overcome this problem,
we slightly changed hierarchies (changed size of one node
or added/removed one node/leaf) for each visualization of one
complexity-task combination. Consequently, tasks and answers
were not equal per visualization but still comparable in terms
of difficulty. Participants were informed that similar hierarchies
might not always result in the same answers.

B. Hypotheses

From a review of relevant literature and recommendations
in software packages, we extracted several claims of what
benefits the used visualizations should have. Together with the
tailored questions, this resulted in the following hypotheses,
that we wanted to check with our experiment.

HI: Task T1 favors the treemap over both other visu-
alization types.
Counting leaves reduces to the simple task of
counting all non-occluded rectangles when using
a treemap. Users have to traverse the whole hier-
archy to count the leaves in both other visualiza-
tions.
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H2: Task T2 favors the nodelink over both other
visualizations.
Counting nodes is reduced to simply counting
all circles in the nodelink visualization, which
are, even in contrast to the icicle plot, clearly
distinguishable from background and auxiliary
lines.

H3: Task T3 favors the icicle plot over both other
visualizations.
Comparing sizes of nodes within one level of hier-
archy reduces to the much easier one-dimensional
task of comparing lengths on one straight line
when using the icicle-plot visualization. In con-
trast, users have to sum up and compare areas
of different proportions when using a treemap
and, even more difficult, sum up differently-sized
circular areas in the case of the nodelink.

H4: Treemap performs worst in the tasks T1, T3, and
T4 due to overplotting.
HS: When only varying hierarchy complexity, users

perform better with the low complex hierarchy
compared to high complexity.
C. Sample
We recruited N = 69 second year university students of
the local communication studies program (age: M = 21.09,
SD = 2.40, female = 53). The students were well-skilled
in reading academic publications and working with statistical
analyses and charts. Apart from their general experience,
they had no specific knowledge in either of the presented
visualization methods nor in visualization of hierarchies in
general. They received study credit for their participation.

D. Procedure

To control for sequence effects, we generated two different
pre-randomized sequences respecting a non-repetition restric-
tion. Each participant was assigned to one of the sequences
in which the combinations were presented, respectively. Both
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sequences did not differ in their performance (¢(67) = —0.238,
n.s.). The hierarchies were presented on a 19” computer screen
with a resolution of 1280 x 1024 pixels via E-Prime 2.0. An
SMI RED eye-tracker from SensoMotoric Instruments was
installed below the screen and recorded eye movements at
50 Hz. The stimuli were presented at a head distance of
about 700 mm. However, due to the contact-free setup, slight
variations of the distance during the experiment were possible,
which should not affect the results due to the within-subjects
factor design. All participants were calibrated using a five point
matrix according to the standard SMI RED setup procedure.
Each event in E-Prime was logged within the eye-tracking
data file, which allowed to synchronize stimulus presentation
and eye-tracking data. In the first part of the instructions, the
definition of a hierarchy, the difference between leaves and
nodes, and the different types of visualizations were explained
to the participants by showing examples. They also received
a speed-accuracy instruction (i.e., “Please answer as quickly
and accurately as you can!”).

During the experiment, participants were first shown a
textual description of the task (e.g., “How many leaves does
the hierarchy have?”) as well as the possible answers and then
had to press a key to proceed. This allowed each participant to
read and understand the task and the answers at its own pace.
Next, the hierarchy visualization was presented in addition to
the task and the answers. Participants then had to respond by
pressing one of three answer keys, with one correct answer
and two distractors, resulting in a chance level of p = 0.33.
E-Prime automatically logged the participant’s answer and
completion time, i.e., the time of stimulus onset until the
participant’s response. In average, the response time for an
item was M = 19.6 sec (SD = 5.9). This procedure allowed us
to be able to judge users reaction times without the delay of
having them typing in the correct number. All participants were
shown a training sequence of the visualizations. Afterwards, all
three visualizations in both the high and low complexity were
presented. Nodes to be compared were named in the question
before the visualization was shown and remained visible during
the task until an answer was given. The whole procedure took
less than 25 minutes per participant. After the computer test,
participants filled out an electronic questionnaire with items
concerning manipulation checks and demographic data.

VI. RESULTS

We recruited undergraduate students from Chemnitz Uni-
versity of Technology and therefore conducted the study with
a very homogeneous set of participants. Thus, demographic
assessments did not show any correlations or other interesting
variables regarding age, gender, or occupation. Since part of
our analysis was already reported before [6], we focus on
the findings that are relevant to our hypotheses. A plot of
the participants’ performance with respect to the independent
variables is shown in Figure 2.

To test our hypotheses we used a 3 x 4 x 2 repeated
measures ANOVA (analysis of variance) with participants’
performance as dependent variable. Alpha levels for all cal-
culations were set to p < 0.05. Due to the violation of the
sphericity assumption, Greenhouse-Geisser-corrected dfs are
reported, if necessary. We found a significant main effect for
the type of visualization (F(2,136) = 53.77, p < 0.001,
ngart = 0.442). More specifically, performance was signifi-
cantly lower when using treemap compared to nodelink and
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Figure 2. Plot of the average correctness of participants’ answers to the four
questions with respect to visualization type (encoded by color) and hierarchy
complexity (A = low complexity, ® = high complexity). Chance level is
indicated by the dotted horizontal line at 0.33.

icicle plot, whereas the latter two did not differ significantly.
Participants performed well above chance level with both
nodelink (M = 0.55, ¢(68) = 8.73, p < 0.001) and icicle-plot
visualizations (M = 0.54, t(68) = 9.03, p < 0.001). However,
participants did not perform above chance when presented the
treemap (M = 0.33, t(68) = —0.332, n.s.). These first results
validate hypothesis H4. Furthermore, we found that partici-
pants were able to perform above chance level only in task T2
when using a treemap, i. e., counting nodes at low complexity
(M = 0.48, t(68) = 2.40, p < 0.05). This discovery directly
opposes hypothesis H1 and lets the treemap stand out as the
worst choice for all tasks. Even at its best performing task
T2, nodelink and icicle plot performed significantly better
(F(1,74) = 50.02, p < 0.001, ngart = 0.403).

Results did not show a significant main effect for com-
plexity of hierarchies, (F'(1,68) = 2.607, n.s.). Consequently
it seems that, in the current setting, hypothesis HS can not
be confirmed. However, revisiting the stimuli and analyzing
the after-test feedback resulted in at least two possible factors
influencing the results with respect to this hypothesis. One
surprising fact is, that participants performed significantly
better with the complex nodelink compared to the less com-
plex nodelink for task T2, counting nodes (¢(74) = —4.32,
p < 0.001, ngm = 0.20). It is apparent, that some participants
were uncertain if the root node is also counted as a node
and, consequently, counted one node less. In the high complex
stimulus, this was compensated, because, as all answering
options were above their count, the participants simply chose
the lowest possible answer, which was the right one. In the
low complex stimulus, this strategy did not work, as indicated
in Table I. Due to this occurrence, it is not possible to validate
hypothesis H2 although the performance of the nodelink is still
significantly better than both other visualizations when only
using the complex hierarchy (F'(1,74) = 32.85, p < 0.001,

2
Npare = 0.307).

We encountered another surprising result when we com-
pared icicle plots of high and low complexity for task T3.
Again, the less complex hierarchy is performing significantly
worse than the complex hierarchy (¢(74) = —5.11, p <
0.001). The performance is even significantly below chance
level (t(74) = —2.52, p < 0.05), leading to the conclusion
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TABLE I. OBSERVED RELATIVE FREQUENCIES FOR TASK T2
USING NODELINK REPRESENTATION. FOR LOW AND HIGH
COMPLEX HIERARCHIES, THE CORRECT ANSWER IS
RESPECTIVELY HIGHLIGHTED WITH GREY.

Answer  Low Compl. Answer  High Compl.
7 6.8% 22 84.7%
8 34,7% 23 13.6%
9 58.5% 24 1.7%

that the participants were confident in their (wrong) answers.
After carefully inspecting the stimulus for the low complex
hierarchy, illustrated in Figure 3, we assume that participants’
confidence was based on a wrong assumption about the
pictorial information. The Gestalt-laws [40] suggest certain
cognitive grouping tendencies when confronted with images.
Based on the Gestalt-laws of proximity, closure, and common
region, the nodes da, db, and dc are perceived as belonging
together. The task, however, asks to judge the combined size of
the first two (da + db) against the other node and an “external
one” (dc+ea). Due to this, we assume a misleading perception,
which lets the participants underestimate the size of da + db.
The cognitive process of “moving” area dc over to ea (or
reverse) might be influenced by the distance between the two
because of the impression that both nodes together (a gestalt)
require more space due to the empty space between them. This
overestimation could be the reason, why hypothesis H3 cannot
be supported, although in the high complex setting icicle plot
performed, as predicted, significantly better than nodelink and
treemap at T3 (F(1,74) = 22.57, p < 0.001, 2, = 0.234).

da+db<dc+ea da+db=dc+ea da+db>dc+ea

Figure 3. Close-up view of the stimulus for task T3 using the low complex
hierarchy and the icicle-plot visualization. The area da + db is actually
larger than dc + ea but the latter is overestimated due to the empty space
between both areas.

A. Heatmaps

Beyond looking into the participants’ performance, we
also recorded the eye-movement of all participants during the
tasks. For the analysis, the areas of interest were defined with
respect to each task and fixations were detected, based on
80 ms duration. After careful inspection of the heatmaps for
each task, we decided to enlarge each area of interest by
20 pixels beyond the actual node to account for measurement
error and peripheral vision when looking at rather small
nodes (see for example Figure 6). As a first approach we
analyzed the heatmaps of different tasks and visualizations and
their evolution over time. The heatmaps were generated by
accumulating fixations over a specified period of time and the
calculation of the smoothed average density of fixations for
each pixel. The resulting density function was color-coded in
the range between minimum and maximum using the built-in
color scheme of the eye-tracking software, depicted below:

[ ST 20O e
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In Figure 4, we illustrate the heatmaps for different subse-
quent periods of time for nodelink and icicle plot of the high
complex hierarchy and task T2. The heatmaps suggest a top-
down and left-right movement of participants’ fixations which
is consistent with the top-down screen-space structure of the
visualizations. This coincides with the expected gaze direction
that is deeply rooted into cultural education. Eye-tracking
research regarding reading and comprehension in Saudi-Arabia
revealed fixation patterns from right to left [41], in contrast to
the typical findings in western countries. Li and Briley [42]
therefore differentiate between a habitual eye movement and
a situational one, which, on occasions, might be in conflict.

t=8...25 sec

Figure 4. Accumulated heatmaps for the task T2 and the complex hierarchy
for three subsequent periods of time. Note the apparent top-down and
left-right pattern of participants’ gazes when counting the nodes of the

hierarchy.

Since the participants for the presented study were all
originating from Germany, we assume homogeneous habitu-
ated reading patterns: Since most of their reading materials in
everyday life are dextrograde, a gaze movement pattern from
left to right and top to bottom was to be expected. One of
the most prominent indications for this habituated behavior is
visible in the fixations on the answer options at the bottom
of the screen moving from left to right on every visualization
within this study.

A very similar habitual top-down pattern in the heatmaps
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Figure 5. Accumulated heatmaps for the task T2, counting all nodes of the
hierarchy, and the complex hierarchy. For three subsequent periods of time,
we indicate the heatmaps of the treemap visualization. Although treemaps
feature only limited top-down characteristics in screen space, the typical
European pattern of top-down processing is apparent.

is encountered when visualizing the same hierarchy with a
treemap (Figure 5), although this visualization does not imply
an inherent top-down screen-space structure. Because treemaps
do not explicitly follow this structural order with several
clearly distinct hierarchy levels, participants constantly have to
reorient and remember which elements were already processed.
We suspect that this discrepancy is partially responsible for
the participants’ bad performance with treemaps. The same
applies to task T1 where participants again followed a top-
down strategy, as illustrated in Figure 6.

. |

_.§ _ sl e _';'\.

oy | = T
t=0...5 sec t=15...10 sec t=10...40 sec

Figure 6. Accumulated heatmaps for the task T1, counting all leaves of the
hierarchy, and the complex hierarchy. The heatmaps of the treemap
visualization are depicted for three subsequent periods of time. Again, the
top-down tendency of processing, although the screen space design of the
treemap has no such component, is apparent.

One further interesting, but unexpected finding with respect
to the treemap visualization was that participants’ performance
at T3 with the complex hierarchy performing significantly
worse than chance level (¢(74) = —4.54, p < 0.001). This
again indicates that participants were confident in giving a
wrong answer. When inspecting the respective heatmap for the
whole task processing time (Figure 7), it becomes apparent that
fixations concentrate mainly in the upper parts of the relevant
regions. Due to the self-occluding design of treemaps, these are
the only parts of occluded regions that are directly observable.
When only concentrating on the non-occluded parts the areas
of nodes | and k are quite equal, although the area of node
k is in fact much larger than the area of [. This might have,
in combination with the very small area of node o and the
relatively large, but mostly occluded area of n, led to the
impression that the area of [+n is smaller than the area of k+-o.
Thus, the participants might have followed a misconception of
the treemap visualization. The same explanation can account
for the significantly lower-than-chance performance of the less
complex treemap at T4 (¢t = —2.52; p < 0.05).

B. Odds Ratios

In addition to inspecting the heatmaps, we used a measure
for the chance that fixations in task-relevant areas of interest
are succeeded by task-relevant fixations, i.e., the participants
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Figure 7. Accumulated heatmap for the whole time of T3 using the treemap

visualization for the complex hierarchy. Participants’ fixations concentrated

mainly on the upper, non-occluded, parts of the relevant regions, making it
hard to correctly estimate the areas.

visual attention remains at task-relevant nodes. For this, we
computed odds ratios, which compare the odds of remaining
at task-relevant nodes of two visualizations for each task. We
first divided the chance of task-relevant fixations by the chance
of irrelevant fixations after looking at relevant areas of interest.
This gives us an odd of relevant follow-up fixations for each
visualization. We then divided the odds of one visualization
by the odds of another visualizations to get the respective
odds ratio. We used the nodelink visualization as a baseline for
the other two visualizations, because it is the most established
one. Respective confidence intervals (95%) for the odds ratios
allow comparisons of the suitability of a given visualization
to promote fixations that remain within task-relevant areas.
Odds ratios of around 1.0 indicate that the chance of hitting an
important area of interest is not significantly different in both
visualizations. Non-overlapping confidence intervals of differ-
ent visualization combinations indicate a significant difference
between them. An illustration of the different odds ratios and
confidence intervals with respect to task and visualization type
combinations is given in Figure 8.

T1 produced significant differences between all visualiza-
tions in their ability to draw user attention to task-relevant areas
of interest. Within this particular task, the treemap visualization
outperforms the other visualizations, regarding its chance to
draw attention to task-relevant areas. The odds of looking
at important areas of a treemap during the task are four
times higher compared to a nodelink (Aoddsy,y = 4.22; CL:
[3.36,5.30]). Comparing icicle plots and treemaps also indi-
cates a one-to-two advantage for the treemap (Aodds;,r =
0.51; CI: [0.42,0.63]). Furthermore, the odds for the icicle-
plot visualization are twice as high compared to the nodelink
(Aodds;/y = 2.17; CI: [1.71,2.75]). These results can be
explained by the ratio of relevant to irrelevant screen space,
which is highest for the treemap and lowest for nodelink.
However, the significant advantage of the icicle plot over
the nodelink cannot be explained by the small difference in
relevant screen space, but might be a result of the eye-trackers
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Figure 8. Plots of odds ratios and confidence intervals. For each task and
combination of visualizations (N = nodelink, T = treemap, I = icicle plot),
the respective odds ratio is indicated together with its 95% confidence
interval.

resolution.

T2 presents a similar pattern, but with overall higher odds
ratios. The improvement in odds for treemap compared to
icicle plot relative to nodelink, however, is only marginally
significant. Still, both perform again better than the nodelink in
keeping the participants’ attention within task-relevant areas.
However, when counting nodes, the ratio of relevant screen
space to overall screen space is nearly one for the treemap
and close to one for the icicle plot. Consequently, participants
have only few chances to actually look at non task-relevant
positions, directly explaining the very high odds.

The tasks of comparing the volume of two groups of areas
T3 and T4 reveal rather different odds ratios. Within one
level of the hierarchy there is almost no difference between
the treemap and the nodelink visualization (Aoddsr/ny =
1.07; CI: [0.88,1.3]), but a slightly higher odds ratio for
the icicle plot compared to nodelink (Aodds;,y = 1.47;
CL: [1.19,1.81]) and treemap (Aodds;;» = 1.37; CL
[1.13,1.66]). When looking at comparisons between different
levels of hierarchy, however, both treemap (Aoddsy/n =
2.32; CI: [1.93,2.79]) and icicle plot (Aodds;/y = 1.64;
CL: [1.37,1.97]) again outperform the nodelink visualization.
Additionally, the treemap is again significantly better than the
icicle plot (Aodds;,7 = 0.71; CI: [0.6,0.84]).

These results suggest that the treemap visualization is
indeed effective in promoting task-relevant fixations due to
its maximization of screen space. Additionally, the icicle plot
performs better in guiding user gaze compared to nodelinks.
However, these benefits in visual perception are not reflected
in the user performance measure, because nodelinks still
perform rather good compared to the visually more efficient
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visualization techniques. This could be seen as an indicator of
the high relevance of previous experience with visualization
techniques compared to their visual arrangement.

VII. CONCLUSIONS

We presented a user study which allowed us to analyze
three of the most commonly used visualizations for hierarchi-
cal data with additional scalar dimension, namely nodelink,
treemap, and icicle plot. These three visualization techniques
of two hierarchy complexities (high, low) were tested at four
tasks that are common for these types of visualizations. In
addition to measuring completion time and correctness of
responses, we analyzed the participants eye movements during
problem solving. The statistical analysis of the participants’
performance revealed that the treemap visualization performed
worst. It barely exalted chance level and never performed better
than fifty percent. For nodelink and icicle plot, our hypotheses
were mostly supported due to well-known properties of both
visualizations. However, we also found some puzzling effects:
The analysis of gaze heatmaps revealed that the 2.5D represen-
tation format of treemaps was possibly misleading participants
during area judgments of occluded nodes. Additionally, we
found that the use of icicle plots, with a better screen-space
usage compared to nodelinks, comes along with the problem
that areas might be judged differently simply because of their
mutual distance, i.e., the sum of closely spaced nodes is
perceived smaller than nodes with a higher distance.

A deeper analysis of the eye-tracking data enabled us to
calculate the odds of continued visual attention at relevant
nodes. Here, treemaps performed superior in most tasks, which
can be seen as proof of its optimized screen-space usage. How-
ever, the user performance contradicts this finding: Optimized
screen-space usage is no guarantee for good user performance.
Interestingly, icicle plots outperformed nodelinks in both com-
parison tasks with respect to odds ratios, suggesting that icicle
plots concentrate participants’ attention to the relevant areas
by omitting unimportant structures.

In sum, we were able to replicate several findings from
earlier studies, especially about the problematic properties
of treemaps. Our analyses also revealed several pitfalls for
visualization design as well as for visual user-study planning
and execution, particularly dealing with the powerful Gestalt-
laws. Those findings facilitate different directions for future
analyses, for example if the choice of nodes’ positions plays
a crucial role for area perception or if area shape, circular or
squared, is a significant factor for good counting, finding, or
comparing performance.
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Abstract— When students write academic articles, they
undergo a revision process where they receive feedback
in the form of comments from their supervisors to
improve the quality of the articles. The comments can be
broadly classified into three categories: grammatical
comments, format-related comments and topic-related
comments. Comments related to the topic of the research
are the hardest to resolve because students may lack
discipline-specific writing skills needed to resolve such
comments. This research developed an interactive tool to
enable students search an archive of previous students’
articles showing the revision history and comments. A
machine learning approach was used to automatically
classify the comments in the database into the three
categories so that only topic-related comments were
brought up in the search result. The result of the search
was presented to the student in a way that clearly showed
the process previous students used to resolve related
comments, thereby showing them a similar way they
could use to resolve any difficult topic-related comments.
As the student’s writing skill level increases, the amount
of detail presented to the student reduces so as to avoid
over-reliance on the tool. In this way, students could
improve their academic writing skills.

Keywords- research support system; academic writing;
writing tools; writing skill.

. INTRODUCTION

Students in higher education and other researchers
measure their achievements through the number of quality
research articles they publish. Quality writing is therefore
important in research in order to convey ideas clearly. It is
the final stage of research and a culmination of effort that
deserves to be done properly. However, students sometimes
face difficulties revising their articles due to various reasons,
such as lack of understanding, focusing too much on the
formatting rather than the content and an inability to estimate
the time it takes to revise an article because of lack of
experience in academic writing [1]. In other words, they may
not have sufficient academic writing skill.

Academic writing skill is the ability to write logically
organized research papers, essays or reports in a well-
structured, concise format. It is the ability to present complex
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ideas objectively while following the academic writing style,
such as writing in third-person style, passive writing, proper
citations etc. General academic writing skill may be taught in
formal language lectures. However, there are variations in the
structure and style of research papers in different research
fields. Young researchers therefore feel the need to acquire
discipline-specific writing style or skill from previous articles
by researchers in the same field [2]. The challenge is that
usually, the articles they read and learn from are in the final
version. If they face a problem during revision of their own
articles, they have no way of knowing how the previous
students went through the revision process.

This research therefore proposes a support system for
revision of articles based on a revision history database.
When students write articles, they have to go through a
revision process to improve the drafts based on comments
from their supervisors. However, students may lack
discipline-specific writing and revision skills needed to
resolve such comments. We built an archive of previous
students’ articles and the corresponding comments they
received when they were revising their articles. With a
revision history database, students can learn revision skills by
looking up similar or related comments and see how the other
students resolved their comments.

The comments can be broadly classified into three
categories: grammatical comments, format-related comments
and topic-related comments. There are many tools,
commercial or otherwise, to check the grammatical structure
of documents. Format-related comments are also easy to
resolve by following some standard guidelines set out for
academic papers. However, there is not much research into
tools or interfaces to help students resolve topic-related
comments and that is why our focus is on comments related
to content and meaning — where students take the longest time
during revision. A machine learning approach was used to
automatically classify the comments in the database into the
three categories, so that only topic-related comments
appeared when students looked up the comments database.
The student would then be able to easily focus on resolving
the topic-related comments. The result of the archives
database search was presented to the student in a way that
clearly showed the changes in subsequent drafts, thereby
showing them a similar process they could use to resolve any
difficult topic-related comments. If students resolve topic-
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related comments quickly, then the duration of the revision
process is shortened.

As the student’s writing skill level increases, the amount
of detail presented to the student reduces so as to avoid over-
reliance on the tool. To improve academic writing skill, there
is a need to reduce the cognitive support for the students as
their level of skill increases. This approach is called fading,
where the functions of the supporting tool can be fadable
according to the student’s meta-cognitive skill [3]. This raises
the issue of measuring the student’s skill level, which we can
estimate by the number of comments raised in each article the
student is revising.

The rest of this paper is constructed as follows: section Il
is a review of related work with a view of identifying the
research gap in academic writing and the potential impact of
this research. In section Ill, our approach is discussed in
detail covering the writing and revision process, the data
collection procedure used to gather previous students’
articles and the technical details related to the process of
automatic classification of the comments. Section IV
includes the results and discussion of the comment
classification, and section V is the conclusion and future
work.

Il.  RELATED WORK

With the advent of the use of computers in learning, there
has been an increase in research on writing tools to aid
academic writing. Earlier research into important linguistic
aspects of a good writing style such as readability, sentence
and word length, sentence type, word usage and sentence
openers [4] enhanced the capability of word processors
beyond mere spellchecking. In addition to word processors,
grammar checking tools are available that can automatically
recognize and clean up grammatical errors in writing
[5].While these grammatical tools are beneficial in helping
researchers clean up errors in their writing, the quality of
writing cannot be evaluated by grammatical accuracy alone
[6].

This therefore raises the question of whether these tools
can also be useful in improving students’ competency in
academic writing. Students can of course learn directly from
language teachers, but research students are often pressed for
time and are likely to end up copying from bibliography, or
working in a relationship of informal apprenticeship with
more experienced members of their team [2].

Online interactive tools offer a promising way for
students to improve their grammar skills. A corpus is one way
for novice students to learn from experienced researchers.
Narita [6] states that a corpus-based tool of previous students’
work can be vital for improving second language learners’
grammatical knowledge. Aluisio [7] proposed a design for a
tool that made explicit the writing skills performed by
language expert authors so that novice researchers could
develop their academic drafting and revision skills in a
foreign language. Alusio [8] further developed a tool to assist
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non-native novice researchers in achieving a cohesive
schematic structure for their articles.

In their research, Hasegawa and Yemane [1] created an
article revising support system that facilitates article revision
by managing all the comments as tickets, such as in an issue-
tracking system. However, the comments are not classified
by categories, as is the case in this research where the focus
is on topic-related comments and how to solve them.

Once a research student has written an initial draft, he/she
will receive feedback from their supervisor to improve the
draft. These comments may not only be related to their
grammatical errors, but also to the format or structure of the
paper. A third type of comments are those related to the topic
of research. As described previously, there are a lot of tools
to help students improve their grammatical knowledge as
well as the structure of their scientific articles. However,
there has not been much research into helping students
improve their revision skills.

This paper expands the scope of previous research by
presenting a way for researchers to improve their topic-
related revision skills and hence resolve comments relating to
the content of their research articles.

I1l.  OUR APPROACH

In this section, the process a student goes through when
writing and revising an academic article is discussed in detail.
We also discuss how our revision tool can help the student to
shorten the revision process by automatically filtering out
non topic-related comments. In addition, we discuss the
process of collecting the necessary data and developing the
tool.

A. The Writing and Revision Process

After a student writes the first draft of a research article,
he/she sends it to the supervisor for feedback. The supervisor
inserts comments to help the student improve the draft and
sends it back to the student. The student then revises the draft
based on the comments and sends it back to the supervisor for
feedback and so on, until the final draft is approved. This is
illustrated in Figurel.

The main objective of this tool is to increase the
efficiency of the revision process resulting from a reduction
in the number of comments and number of drafts, and a
shorter duration of the revision process. Increased efficiency
implies that the writing skill level of the student has improved
as they are able to revise their articles much faster. When the
student uploads the draft with comments into the tool, the
comments are automatically labelled as grammatical, format
or topic-related. If the student were to do this manually, it
would take too much time. The student can then quickly
revise the format and grammatical comments before focusing
on the topic-related comments. He/she can look up in the
archive for similar comments and see how previous students
resolved their comments.
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Figure 1. The writing and revision process

B. Data Collection Procedure

The revision history of articles from previous students in
the same laboratory was collected. 19 articles were obtained
with an average of 6.6 drafts (126 drafts in total). Each draft
had an average of 20 comments. The total number of
comments was 1,338.

The comments and corresponding comment ranges were
extracted from the original Microsoft Word documents and
uploaded to a MySQL database. This formed the backend for
the web-interface that was developed using Django, a Python
framework. The web interface was used to search for
matching comments and for viewing a history of the revision
process for the documents containing similar comments.

C. Comments Classification Process

The comments were classified into 3 types — format,
grammatical, and topic-related. The comments were
classified as per the below definition:

e Format: comments about font type and size,
positioning of figures and tables, page limitations etc.
Example: Change font style for section title

e Grammatical: comments about correction of
grammatical ~ or  spelling  mistakes  etc.
Example: Is paragraph structure OK? (Main topic).
However, the contrary situation?- On the other

hand?
e Topic-related: comments about actual content or
topic of the article

Example: | cannot catch the goal of community based

learning from this document. What types of

knowledge and skill do the community members have
through the CBL?

If a comment belonged to both topic-related and any other

category, then that comment was labeled as being topic-
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related in the training model because it was considered useful
to the revision process.

Natural language processing and machine learning
techniques were used to automatically classify comments
into the three categories. Each comment was analyzed and
annotated using the Stanford CoreNLP [9]. The annotation
included tokenization, sentence splitting, POS tagging and
lemmatization. The machine learning algorithm LIBSVM
[10] was used for training because of its simplicity in rapidly
obtaining acceptable results, even with texts short in length
(the average length of the comments was 90 words). For
simplicity reasons, this classification test used only the
lemmas of the comment words as features. The comment
words included were nouns, verbs, adjectives and adverbs.
Pronouns, articles and other parts of speech were not
considered relevant features for the classification algorithm.

IV. RESULTS AND DISCUSSION

This section details the results of using machine learning
to automatically classify comments into the three categories
discussed earlier, and a discussion of the implications of the
results as well as the practical application of the revision tool
in a laboratory setting.

A. Classification Results

After obtaining the features, the number of unique
comments was down to 612. The number of features
considered was 902. Each comment was manually assigned a
label as SVM is a supervised learning method. There was an
imbalance in the distribution of the target classes with topic-
based comments accounting for 56% of the total number of
comments. Grammatical and format comments accounted for
25% and 19% respectively. Stratified k-fold validation was
applied, with k=10. Data was split into 10 groups, with each
group containing 552 (137 grammar, 105 format, 310 topic-
related) training data items and 60 (15 grammar, 11 format,
34 topic-related) testing data items. The ratio of relative class
frequencies was approximately preserved in each training
and testing fold. An average prediction accuracy rate of 56.21
was obtained using the LIBSVM tool (default parameters).

B. Case Study:

In order to observe the usability of the tool, we obtained
a student’s article with reviewer comments. There are two
stages:

Stage 1: The student uploads the article and the comments
are automatically extracted and classified. There were 15
comments, which were automatically extracted and classified
as grammatical, format or topic-related. In this case, all the
612 unique comments were used as training data and the
resulting model was used to predict the category of the 15
comments. 13 of the 15 comments were accurately predicted
as being topic related, having an accuracy rate of 86.67%. In
Figure 2, the topic-related comments are presented to the
student.
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Figure 2. Results of the classification of the case study
article presented in the web interface

Stage 2 is looking up the comment in the database of
previous work to see how other students resolved similar
comments. In this case, clicking “look up” on the first
comment presents a list articles whose results closely match
the key word “skills”. The first step in the search is to look
for specific content-related keywords in the comment. The
reason keyword searches are used is because the comments
are stored in a relational database as string fields. Therefore,
the search is a simple database lookup. Only the papers
containing comments in the database marked as topic-related
by the SVM algorithm were brought up in the lookup results.
The search results are shown in Table I.

Selecting one of paper titles presented
“HCII2016_Ocharo”, the revision history of the article i.e.
the changes the phrase in question had gone through various
draft versions, was presented as in Table II. From this result,
they may notice how to define technical terms in research and
also how to focus and narrow down the focus of their
research.

In summary, there were positive search results for other
comments containing key topic-related words such as
“testing, analysis, abstract, methodology”. The results of the
matching comments and revision history of corresponding
articles were displayed as expected. In future, the system will
be tested by the target students to evaluate its actual
effectiveness in reducing the average number of drafts and
comments, thus reducing the time it takes to revise academic
articles.

Copyright (c) IARIA, 2017. ISBN: 978-1-61208-538-8

TABLE I. THE SEARCH RESULTS IN TABLE FORM

Version
no

Paper Title Matching Comment

These sentences are similar to
the ones in Abstract?. Basically,
it is OK. But you can add some
examples. ?such as, decision-
making, team-working, and
communication skills?

GLS2014_Didin 2

SIG- 2
ALST2012_Didin

Why should the volunteers
improve their skills
independently?

HCI112016_Ocharo 3 Can you describe a couple of

examples of the research skills?

What is the research skills in
this context? Maybe you define
it at section 2 or later. But it
would be better if you explain a
simple example of the skill in
this section so that the audience
can easily understand the
concept.

HCI12016_Ocharo 3

ICCE2013_Didin 4 Magnitude which enables the
novice volunteers to develop
their ethical decision-making
skills at all times during official
disaster management training
inside and outside of class, and
expect them to improve their
performance in disaster

response activities.?

C. Discussion

Considering the prediction accuracy of the classification
algorithm, more comment data is needed. In machine
learning, a large amount of data is needed in order to improve
the accuracy of the prediction algorithm but in this case, there
was only an initial number of 1,338 comments. A lot of the
grammatical and format related comments were misclassified
as being topic-related. Even with the limited data set, the
factors below could have affected the accuracy.

e Even after using stratified k-fold cross validation,
that more than half of the comments were topic-
related could have introduced bias in the training
model. In addition, the large number of features (902)
relative to the data set (612) may have also had an
impact on the performance of the prediction model.

e In addition, a single model with three outputs
(grammar, format, topic-related) was trained and
used for prediction. Instead, three different models
each predicting whether a comment belonged to the
group or not, may improve accuracy.
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TABLE Il. COMMENT REVISION HISTORY

Paper Title: Version 1 Version 2 Version 3
HCI112016_Ocharo
Matching comment | But it Can you Describe
would be describe a specific
better if couple of examples of the
you explain | examples research skills?
a simple of the
example of | research
the skill in | skills?
this section
so that the
audience
can easily
understand
the concept
Comment range Research Research Research skills
skills skills can include such
be widely generic skills
categorized | as planning and
into two: scheduling,
discipline communication
specific and
and general | presentation;
research and specific
skills. skills such as
trend analysis,
problem
definition and
data analysis

e Thirdly, the classification algorithm only used the
content words (nouns, adjectives, verbs and adverbs)
of the comments without considering their meaning
or context. For example, topic-related comments
contain keywords such as ‘abstract’, ‘originality’,
‘design’, ‘develop’, ‘usability’ etc. Topic-related
comments also apply to certain sections of the article,
such as the title, section headers etc. Grammatical
comments contained keywords or phrases such as
‘redundant’, ‘sentences’, ‘misspell’ etc. while format
comments typically contained keywords such as
‘font’, ‘Calibri’, ‘style’, ‘move figure’, ‘change order’
etc. Including other information like the document
version, author, and comment metadata such as
comment author, comment replies etc. may improve
the prediction accuracy.

e Fourthly, the comment range — the words in the
document that are covered by the comment — was not
considered either and this combined with the
comment text could also improve the accuracy of
classification.

e  Fifthly, the comment length was not considered for
convenience purposes as it would require scaling
between a range of (0,1). However, it is an important
feature to consider as topic-related comments were
typically longer than any other, while grammatical
comments’ length could be as short as a single word.
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e Lastly, the kernel and parameter selection of the

SVM algorithm also affect the accuracy of the results.

In this research, the default parameters were applied.
It would require several trials to discover the best
kernel-parameter combination to produce the highest
accuracy. However, in this research, we focused on
rapidly obtaining acceptable results.

D. Practical Application in Laboratory Setting

The revision tool can be applied in a laboratory setting so
that the student can look up similar comments in the archive
of previous students, since the results are more likely to be
relevant if all the students belong to the same laboratory. For
the search results to be more useful, the database of revision
histories also needs to be large enough to allow more
informative searches. The current database is limited to only
19 articles. However, it is difficult to build a large database
as even with an average of 10 students publishing 3 times
each year, that would only amount to 30 articles in a year.
Therefore, finding ways of improving accuracy even with a
limited data set is the most important element of future
research. Students could help with the annotation, by
manually correcting misclassified comments and this
feedback would in turn be used to improve future prediction.

When it comes to research involving comments, other
factors to be considered include whether or not the system
will manage comments or leave it to an external application
such as text processors. In our case, the tool only provides
look up but not comment management. Furthermore,
metadata contained in the comments such as author, date,
comment replies, comment status (open or closed) could be
useful data for students carrying out revision of their
academic articles. Some comments are also persistent
throughout the revision process, which could mean they are
harder to solve, while others occur more frequently. Such an
analysis could be combined with search results to push the
most relevant comments to the top of the search result.

The student’s skill level should be taken into account
when presenting the student with the search results. In other
words, the system should adapt to the student’s skill level by
presenting a more detailed version of the results to students
with low skills, while presenting a less detailed version to
students with higher skills. As the student’s writing skill level
increases throughout the revision process, the amount of
detail presented to the student reduces so as to avoid over-
reliance on the tool. This would avoid automated writing,
which impends student learning.

The student’s skill level can be estimated by the number
of comments raised in their drafts by their supervisor. More
comments show that the student has a lot of revision points
to consider, which could mean that the student is lowly
skilled. Fewer comments imply the student is highly skilled.
This estimate of skill is calculated with each draft to ensure
adaptation to the skill level of the student.
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V.  CONCLUSION AND FUTURE WORK

This paper described an article revision tool that helps
students resolve difficult topic-related comments they
encounter during the writing process by looking up the
revision process of previous students in an archived database.
In this way, the students can improve on their knowledge of
academic writing. In future, the efficiency of this tool in
improving the writing skills of students will be evaluated by
the target students in the same laboratory. In this research, the
comments were simply classified into grammar, format and
content-related. In future, other types of comments such as
comments related to the logical structure of the documents
will be considered. In addition, if there are many similar
corrections in grammatical errors, it should be shared as pre-
requisites for paper writing. Such a summarization function
would be useful for novices

Academic writing is an integral part of research in
universities and other institutions of higher education, and as
such, any computer tools to aid this process can have a
significant impact on the quality of output from such
institutions. Future work will focus on evaluating the impact
of the revision tool discussed in this paper.
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Abstract—Many pictures and videos have been shared
on the Web. Thus, it is easy to find what one needs
by using a Web search engine. Given the popularity
of 3D printers, it is expected that 3D models will also
be shared in the same manner. We focus here on 3D
models with camera viewpoint and propose a prototype
implementation of the annotation sharing system of
3D models. We also implement the synchronization
mechanism for 3D models based on Publish/Subscribe
model. Then, we evaluate the resource overhead of a
server and the response time of clients in our prototype.

Keywords—3D model; annotation; viewpoint synchro-
nization; publish/subscribe systems

I. INTRODUCTION

Pictures and videos are major contents on the Web. We
can find favorite ones using a search engine and share them
with social network services. Sharing annotations on such
contents is particularly interesting in terms of promoting
communication.

On the other hand, 3D models are getting popular in
the area of virtual reality and 3D printing in recent years.
So, they are expected to be shared on the Web like pictures
and videos, and will be used in teleconference and distance
education for an intuitive awareness (e.g., [1]). However 3D
models have a problem that the appearance changes by
rotation and zoom operations. For this reason, we have to
consider a new way of annotation on 3D models and their
sharing.

Now, we take a look at the difference between 2D
contents (e.g., pictures and movies) and 3D contents in
terms of annotation.

2-Dimensional Contents: One of the features of 2-
dimensional (2D) contents is to be able to display all
information in the same plane. In the case of pictures, an-
notations can be added simply on pictures. Video contents
include much more information than pictures. A video can
be considered to be a sequence of pictures, and changes the
view over time. However, it is still the same as a picture at
the moment. Thus, annotations for videos is also realized
by adding it directly on the contents.

3-Dimensional Contents: For shared 3-
dimensional (3D) contents, it is important to consider a
view through a camera. When a user operates a shared 3D
model, the camera position is changed by the operation.
Thus, the view changes according to the position. To
represent the intention of an annotation precisely, it
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should be associated with the camera position. It is also
appeared with the same view as when it was added.

In this paper, we focus on the problem on the visual
appearance of a 3D model caused by operations, such as
rotation and zoom. When a user adds some annotation on
a 3D model, it should be stored together with the current
camera position. To display annotations, it is important to
select some of them according to the camera to emphasize
their intention. Despite the problem, most of the existing
approaches display all annotations of a 3D model in the
same plane.

Some of the recent research work take into account of
the visual appearance of a 3D model and annotations are
associated with a part of the model by using explicit links.
However, such approaches become more complicated when
many annotations are added by users.

Contribution: We propose (i) the approach of the
perspective-oriented display of annotations and (ii) the
viewpoint synchronization mechanism for 3D models. The
former one is realized by annotations with position in-
formation of a camera. Each annotation is associated
with an implicit link from the camera position, which
realizes the user’s perspective, to the corresponding 3D
model going through the annotation. The latter one is
the viewpoint sharing mechanism based on the Pub-
lish/Subscribe (Pub/Sub) model. It realizes the synchro-
nization on the visual appearance for 3D models among
multiple users. Moreover, we have evaluated the proposed
system regarding resource consumption and the response
time. Our contribution is expected to be useful for distance
education and teleconferencing using 3D models.

II. RELATED WORK

In this section, we introduce several existing work
related to mechanisms to annotate 3D models and appli-
cations using 3D models.

A. Annotation on shared 8D models

Although there are a lot of work on the annotation of
3D models such as ones in the context of CAD drawing [2],
[3], we now explain some of them which have motivation
similar to ours.

Kahan et al. developed a Web-based shared annota-
tion system for Web documents, called Annotea [4]. It is
based on an open Resource Document Framework (RDF)
infrastructure standardized by W3C. Annotations, which
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are attached by users, are managed by Annotation servers
separated from the corresponding document. The protocol
between clients and the server has been defined as Annotea
Protocols [5].

Kadobayashi et al. proposed notions of Physical view-
point for annotations of 3D models [6]. It is the way to
put annotations based on the camera position at which a
user is looking. Hunter and Yu proposed the 3D semantic
annotation system for digital 3D artifacts [7] and crystal-
lography models [8] including annotations. The problem
of those systems is to be complicated if many annotations
(i.e., windows and links) have been put into a 3D model.

1) Teleconference and e-Learning using 3D models:
There are so many applications using 3D models for
realizing the virtual environment in teleconferencing, e-
Learning, and training in the medical, educational and
business fields. In particular, they are sophisticated in
terms of devices because lots of VR devices such as head-
mount display (HMD) have been developed in recent years.

Goeser et al. developed the web-based 3D virtual
framework for e-Learning, called VIEW [9]. It consists of
two modules for tensile testing and mechanical assembling.
In the result of their experiments, the proposed system
and modules using 3D models give students the learning
experience equivalent to the physical one.

Kleven et al. developed a virtual operating room of
surgery for medical training of surgical nurses [10]. The
proposed system integrates the use of a head-mount dis-
play, Oculus Rift. The experiment through the role-play
with the system shows that the sense of presence and
immersion has been enhanced in the majority of the
participants. It is a good alternative for medical training.
It is also used for anatomy lectures with 3D anatomical
models.

III. ANNOTATION OF SHARING FOR 3D MODELS

In this work, we propose an annotation sharing and
a viewpoint sharing mechanisms for 3D models. The for-
mer one is a mechanism for displaying annotations in
consideration of the camera position. It means that an
annotation to be displayed with a 3D model is stored with
the position information of the camera, which decides the
visual appearance of the 3D model. The system selects
annotations of the 3D model properly based on the camera
viewpoint changed by operations (i.e., rotation and zoom).
An annotation does not use a link to express its context
because the implicit line from the camera position to the
3D model going through the annotation takes the same role
of the link. Thus, we realize the way of seamless display
for 3D models with annotations.

The second one is a viewpoint sharing mechanism
based on the Pub/Sub model. The mechanism provides
viewpoint synchronization among multiple users who look
at the same 3D model without mutual exclusion. Thus, it
is capable of offering a scalable service.

A. Operations on 3D Models

Shared 3D models can be operated by users. This
system suppose rotation and zoom as operations on 3D
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Figure 2: Zoom of a 3D model

models. Rotation is defined as an operation of changing the
angle f without changing the distance [ from the origin (see
Figure 1). It is represented by rotate(6,d), where d is
the value of the angle to be changed from the current
position. Rotation is primarily an operation for vertical
and horizontal movement of the camera angle to change
the face of the 3D model.

Contrary to the rotation, zoom is defined as an opera-
tion for changing the distance [ from the origin (see Figure
2). It is represented by zoom(l,d). Zoom is to change the
depth of the camera viewpoint to the model.

B. Annotation with Position Information

As mentioned above, the appearance of 3D models
is different depending on the camera angle. Existing ap-
proaches introduced in Section II associated annotations
with its context and semantics by using links explicitly.
However, it makes the display complicated when there are
lots of annotations on a 3D model in those methods.

We attempt to solve the problem using annotation with
the camera position. Our approach selects annotations to
be displayed properly according to the current camera
angle. It also realizes implicit links between annotations
and the 3D model to express their context.

1) Definition of annotations: When we consider the
implementation, it is necessary to define the notion of
the annotation with position information. First of all, we
describe the definition of a set of annotations as follows.
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z

Figure 3: Selection of annotations

X ={C1,C5,C5,Cy,...,C,} (1)
In Equation (1), annotations are represented by the
elements of X. Each annotation C; is an ordered pair which

. f . .
consists of two elements C; def (s,¢;); s is an annotation
content (e.g., a character string) and a three-dimensional
coordinates of the position ¢; = (x4, yi, 2;).

2) Selection of annotations: We describe a method for
selecting annotations on a 3D model. To display annota-
tions, they are selected from the set of annotations X based
on the current camera position a. Let fy(a,¢;), fy(a,c¢;)
and f,(a,c;) be functions which return the distance be-
tween the camera position a and a position of a certain
annotation ¢; in x, y and z axis, respectively. So, we define
d(a,c;) as the function to calculate the relative distance
between a and ¢; in a three-dimensional space, as follows.

d(a7 Ci) = \/fz(av Ci)2 + fy(av Ci)2 + fz(av C’i)2 (2)

The set of annotations D C X displayed on a screen is
defined as follows.

D ={Cy € X|d(a,cq) <7} (3)

FEach annotation Cy € D is selected based on the sphere
with the radius r from the camera position as the central
point of it (see Fig. 3).

3) Display of annotations: Each annotation Cq € D
should be converted its position ¢4 into two-dimensional
one for showing on a flat display. So, we introduce a func-
tion Map(cq) for converting a position information. Fig-
ure 4 shows how it works. The advantage of this function
is to preserve the relative position between annotations
in a 2D plane. When a user rotates the 3D model (i.e.,
changes the camera position), positions of annotations in
a display should be updated. The Map function updates
those positions for following such operations as shown
in Figure 5. As a result, annotations move to the same
direction of the rotation.

4) Solving the scale problem: In the case that there
exists a gap between the size of the 3D space and the
display size as shown in Figure 6, we have to adjust
the difference between them properly. The Comp function
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Figure 4: Converting 3D position information into 2D one
by the Map function.

Figure 5: Updating positions of annotations in a display.

defined below adjusts the positions of annotations for the
display to solve the scale gap (see Figure 7).

Comp(c;) = (W + kyxi, H + kny;) (4)

500

600

Figure 6: The scale problem caused by the gap between
the size of the 3D space and the display.

W is the half of the width and H is the half of the
height in the display. k., and kj, are correction factors for
x-axis and y-axis, respectively. They are calculated by the
following equation:

L
L+%

=2
|lm1n| + |lmaz|

()

Let L be the width or the height of the display area.
lmin and [, indicate the minimum and the maximum of
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Figure 7: Position adjustment for annotations by the Comp
function.

Figure 8: Sharing viewpoint based on the Pub/Sub model

the 3D space (i.e., V&,y,2 € [lmnin,lmaz]). To obtain ky,
you set the height of the display as L. While, you can set
the width of the display as L to obtain k.

IV. VIEWPOINT SHARING FOR 3D MODELS

We propose a mechanism of viewpoint synchronization
among multiple users for shared 3D models. We apply the
Pub/Sub communication model, which is mostly used in
distributed system community [11], [12], to the mechanism
to solve the performance degradation.

Suppose that all users in Figure 8 have registered
to the server to subscribe the same 3D model. In the
viewpoint sharing mechanism, the current viewpoint in-
formation (i.e., camera position) of a user is published to
the server when the user makes some operation to a shared
3D model (i.e., the user A in Figure 8). While, other users
behave subscribers in the Pub/Sub model. It means that
such users receive the camera viewpoint on the shared one.

Advantage: The advantage of this approach is that it
provides viewpoint sharing for 3D models in a scalable
manner. Thus, we expect that it is capable of offering
real-time service to multiple users. Moreover, a camera
viewpoint on a 3D model will be delivered to appropriate
users based on the registration information which asso-
ciates users (or clients) and 3D models.

Applications: Our proposed system including viewpoint
and annotation sharing mechanisms can be useful, for
instance, for teleconference systems in medical practice. 3D
models of internal organs which are obtained by f{MRI are
used for preparing or practice for surgical operations. In
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this case, annotation and viewpoint sharing can be build-
ing blocks of teleconference systems for a meeting using
3D models among multiple sites (hospitals). Practically
speaking, we can build a teleconference system using 3D
models with our mechanism of annotation and viewpoint
sharing together with some communication service. It is
also possible to implement a system for distance learn-
ing with molecular structure models using the proposed
system. 3D models can be helpful to understand chemi-
cal structures, molecular dynamics, universal gravitation
among planets.

V. DETAILS OF IMPLEMENTATION

In this section, we explain the implementation details
of our prototype for sharing annotation and viewpoint on
3D models.

The architecture of our prototype is shown in Figure 9.
The prototype consists of the server and clients. Clients
have been implemented on the browser Google Chrome
version 54. We describe the details of them below.

1) Implementation of the server: The server is imple-
mented using the Web application framework Express of
Node.js and Socket.io that is a module related to Web-
Socket. Socket.io provides the push-style communication
interface between the server and clients. If a user changes
the camera position by rotating the 3D model, this infor-
mation is sent to the server immediately. It is like publish
in a Pub/Sub system. The server manages the subscription
information and 3D models in Redis which is an in-
memory Key-Value-Store (KVS) supporting pub/sub-style
messaging.

2) implementation of client side: Clients register a cer-
tain 3D model and subscribe the change of the viewpoint
from the server. In this architecture, a client that executes
a certain operation (e.g., rotation or zoom) becomes a
publisher and any other clients are subscribers. We adopt
WebGL for displaying 3D models on a browser. In the
implementation of clients, we mainly use Three.js which
is a wrapper library of WebGL. A Client implemented on
a browser is provided as an extension of the browser (i.e.,
add-on). This is because, we suppose that the proposed
system is used with some messaging service such as Google
Hangouts, Skype and so on.

3) Advantage of the prototype: The advantage of this
messaging style is that a publisher does not care about
the destination. It sends the viewpoint information to the
server as a message after executing an operation, and
the server delivers it to subscribers properly. Moreover,
Redis takes place the pattern matching between published
messages and subscribers. Thus, our prototype can execute
the view synchronization with low overhead.

VI. EVALUATION

We have measured our proposed mechanism of the
viewpoint sharing mechanism from two points of view;
the resource consumption in the server and the response
time in clients. The former one would be useful for system
administrators, or service providers that provide some
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Figure 9: Architecture of the system

service using our proposed mechanism and the latter one
might be interesting in terms of user experience.

A. Environment and Ezxperimental Setup

Our experiments have been done in a LAN including a
single server and 20 clients where they are interconnected
with a wired 1000Base-T Ethernet connection. The av-
erage RTT (round trip time) is 0.71 msec. in the LAN.
Clients run on Mac OSX version 10.9.5.

The number of clients is set from 2 to 20 in the
experiments. We used the regression testing tool Selenium
Web Driver running on web browsers to realize a heavy
load to the server during the experiments.

Both the average of CPU load and Network load were
measured using the System Admin Reporter (sar). We
have measured the number of received packets and number
of sent packets and the CPU utilization of the server
process for 200 sec. for each configuration. We have also
measured the response time between the server and clients
as observing the time difference between a pair of sent and
received packets in clients.

B. On Resource Consumption

CPU-utilization (%)
5

2 4 6 8 10 12 14 16 18 20
Number-of-clients

Figure 10: The CPU load of the server

1) CPU Load: Figure 10 shows the result of the number
of clients v.s. the average value of CPU load (%) at the
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server. The average CPU load of the server process is
shown in the y-axis, and the number of clients is shown
in the x-axis.

The average CPU load of the server is 13.9% with 20
clients. It is increased by about 2.1 times from the one
with 2 clients. If we suppose an increase of the CPU load
is same as our experimental result, the average CPU load
is expected to be about 43% with 100 clients.

2x10° T T
Bytes received —*—i
R Bytes sent —&—i
1.8x10f

1.6x10°

1.4x10°

1.2x10°

1x10°

800000

Network load (Bytes/s)

600000

400000

200000 - =
4

0

2 4 6 8 10 12 14 16 18 20
Number-of-clients

Figure 11: Network load on the server

2) Network Load: Figure 11 shows the result of the
number of clients v.s. the average network load (Bytes/s)
at the server. The number of sent and receive packets is
shown in the y-axis, the number of clients is shown in the
x-axis.

Packets received in the server increases 150 Kbytes/s
to 323 Kbytes/s as the number of clients increases from
2 to 20. On the other hand, packets sent from the server
becomes 1,067 Kbytes/s from 256 Kbytes/s by the number
of clients increases. As a result, the architecture of the
experiment can be practical with 1,000 clients because the
number of packets is expected to be 40 Mbytes/s.

C. On Response Time

7 T
68 response time —x— _|

response-time (msec)

2 4 6 8 10 12 14 16 18 20
Number-of-clients

Figure 12: Response time on the number of clients
Figure 12 shows the time for processing a request of

updating a viewpoint at the server. We call it the response
time.
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According to the result, the response time is expected
to be about 100 msec if we suppose 700 clients. 100 msec. is
considered to be the limit of response time for having users
feel that the system is reacting instantaneously [13]. Thus,
our prototype is capable of having the real-time property
with about 700 users.

VII. CONCLUSION

We showed our prototype for sharing annotation and
the viewpoint synchronization mechanism based on the
Pub/Sub model for 3D models in this paper. It realizes the
scalable collaboration using 3D models for multiple users.

We also measured resource consumption of the server
and response time in clients on the viewpoint synchro-
nization mechanism. As a result, the system showed the
capability of providing the real-time service to at least
100 users. It means that the prototype can provide the
high-level user experience with low overhead.

The proposed system, for example, can be used for
teleconferencing in the medical field. It is useful for an
online meeting using a 3D model of an internal organ,
which is the target for a surgical operation. It can also
be used for e-Learning in physics and chemistry. The sim-
ulation of planetary motion and chemical synthesis using
the prototype provides an additional learning experience
for students.

In our project, we are developing the collaborative
editing system for 3D models using a conflict-free data
type, called ChainVoxel [14]. The next goal of the work
is to combine the annotation and the view synchroniza-
tion mechanism with the collaborative editing system and
develop the integrated framework of 3D models for e-
Learning, teleconferencing, digital archiving, city design,
and training in the medical field.
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Abstract— Instructors of vocational training are increasingly
encountering trainees, such as individuals with developmental
disorders, who need special accommodations. Flexible teaching
of diverse trainees requires the characteristics of trainees to be
comprehensively ascertained from an educational perspective.
This paper describes a system to depict the cognitive process of
trainees based on multiple skill parameters to comprehensively
ascertain the characteristics of trainees from an educational
perspective. The system to depict the cognitive process while
feeding back to the trainee skills essential for vocational
training. Instructors of vocational training will give optimum
instruction to each trainees based on the cognitive process
generated by the system. From the simulation using the
theoretical value and the verification by the field, we confirmed
that the cognitive process visualization of the trainee can be
performed with 32 multi-dimensional skill parameters.

Keywords-Vocational ~ Training; Theory of Multiple
Intelligences; Action Research; M-GTA; Developmental
Disabilities; Cognitive Information Processing Model.

l. INTRODUCTION

In vocational training, trainees in every age group have
various vocational and educational backgrounds. Over the
past few years, there have been an increasing number of
situations where trainees, such as individuals with
developmental disorders, need special accommodations.
Instructors of vocational training have to teach them in
accordance with their abilities.

In general schools for vocational training, a method to
learn from causality analysis of successes and failures is used

to deal with people with developmental disabilities[1] [2] [3].

However, the information obtained from this method is only
the causal relationship between factors that affect a specific
situation. Therefore, dealing with various situations
encountered in reality is difficult. In other fields, there have
been attempts to explore parameters with which to
comprehensively ascertain the characteristics of subjects, and
these parameters have been used in national policies and
education[4]. However, parameters with which to
comprehensively ascertain developmental disorders are
mainly those used for diagnosis[5], and there are no
parameters from an educational perspective.
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Until now, there are training practices that use evaluation
scales such as interpersonal skills and social skills[6] [7]. In
addition, a system to measure skill gap by measuring
physical exercise skill using a haptic device has been
reported[8] [9]. However, these efforts target specific skills
necessary for vocational training.

This paper describes a system to depict the cognitive
process of trainees based on multiple skill parameters to
comprehensively ascertain the characteristics of trainees
from an educational perspective. The system to depict the
cognitive process while feeding back to the trainees skills
essential for vocational training. Instructors of vocational
training will give optimum instruction to each trainee while
judging whether the deficient multiple skill parameters are
due to under-experience or ability based on the cognitive
process generated by the system.

Il. A THEORETICAL MODEL OF TEACHING
COMPETENCIES FORMATION PROCESS OF VOCATIONAL
TRAINING INSTRUCTORS

In vocational training, conventional teaching methods do
not work, and struggling to respond to trainees who need
consideration to cause unexpected reactions and behaviors.
From such a problem, the purpose of this study is to realize
evidence-based training from the cognitive process of
trainees generated by the system. In a previous study, the
current authors analyzed the development of teaching
competencies in experienced instructors of people with
developmental disabilities using a modified grounded theory
approach [10].

Figure 1 shows a theoretical model of teaching
competencies  formation  process of  experienced
instructors(hereinafter referred to as the theoretical model).
This theoretical model was constructed by M-GTA. The M-
GTA makes unique modifications to technique, improving
GTA [11] for greater practicability, developed by Kinoshita.
Unlike GTA, M-GTA does not use technique of slicing data,
but uses the concepts of the Analytical Theme and
Analytically-Focused Person[12]. M-GTA is an inductive
method for creation of a theoretical model, requiring skill
and experience in analysis and involving a high degree of
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Figure 1. A theoretical model of teaching competencies formation process of experienced instructors (Details of the concept are shown in Figure 6.)

TABLE I.

INTERVIEW GUIDE

P
[s)

Questions

Please tell me about your current job. (A) responsible work, (b) teaching skills, (c) stakeholders

Please tell me about your experience of employment assistance. (A) year, (b) content, (c) number of students

Compared to the past, is the concept of trainees different from now? (What triggered the event)

Compared to the past, is the way of teaching trainees different from now? (What triggered the event)

Compared to the past, is the relationship with the trainee different now?

What Kind of troubles or problems you have ever had?

What kind of idea did you do?

When do you feel joy, pleasure, rewarding?

O [0 ([N o |0 | (W ]|N |-

In the beginning, what did you most want?

[N
o

What is the biggest problem at work?

difficulty. Dr. Takeshita, one of the authors, is a supervisor
of the M - GTA Study Group and has sufficient experience.

This theoretical model was constructed by semi-
structured interview with 15 senior instructors who
specialize in teaching people with developmental disabilities.
The semi-structured interview was conducted by the
interview guide shown in Table 1.

In this theoretical model, Instructors first are interested in
investigating the causes of problems dealing with persons
with developmental disabilities by recognizing their lack of
experience. Then, instructors will "skill formation" against
"user" and "organization". The instructors will grow to
become an experienced instructor through such "learning

Copyright (c) IARIA, 2017. ISBN: 978-1-61208-538-8

cycle”. If a problem-coping cycle occurs, instructors become
frustrated that trainees fail to meet their expectations and
instructors see no way out. The plight of people with
developmental disabilities worsens, and instructors who are
"Interested in ways of intervention” fall into a Problem-
coping cycle as they become "Coping behavior". To escape
from such a Problem-coping cycle, it is necessary to make a
"Psychological balance in organization” by consultation with
seniors and mental switching by questioning. In other words,
the theoretical model shows the need to improve the
environment of "Psychological balance in organization" and
the smooth circulation of "learning cycle "

The basic approach to this study is to adopt an action
research methodology involving mutual feedback of
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"theories" and ‘"practice." This system realizes "skill
development" by circulating "learning cycle” in the
theoretical model. The multiple skill parameters are a
common measure for "skill development”. By storing best
practices with multiple skill parameters as key, we can
construct a training environment based on evidence.

I1l.  DEPICTION OF THE COGNITIVE PROCESS OF
TRAINEES

In Section3, we describe depiction of cognitive processes
of trainees. The system measures skill factors that cause
trainee's unexpected reactions and behaviors from actions
selected in a part-time job interview and training at a family
restaurant. The trainees will deepen the recognition of his /
her skills while receiving feedback on the selected actions.
The vocational training instructors decide the overall class
guidance and individual guidance from the state of the skill
output by the system, and aims to train all participants.

A. Definition of theoretical construct

Depiction of the cognitive process of trainees are realized
by three processes: definition of theoretical constructs,
design of questions by stories, and implementation in the
system. This section describes definition of the theoretical
construct. A theoretical construct abstracts cognitive patterns
from human behavior and predict human behavior.

Figure 2 shows the theoretical construction based on the
cognitive information processing model of Card[13]. The
theoretical construct is based on a simple Card cognitive
information processing model which is easy for the
instructors to understand. The cognitive information
processing model of Card is widely known in the cognitive
science field trying to understand the intellectual system and
the nature of intelligence from the viewpoint of information
processing. Card's cognitive information processing model
consists of three systems, "perception system", “cognitive
system”, and "motor system", and each system includes a
memory and a processor. However, since human perception
is known to have a deep relationship with psychology, we
define a theoretical construct that consists of four systems
that add "emotional system". The multiple skill parameters
of "cognitive system" and "motor system" are measured by
computer. Meanwhile, "perception system™ and "“emotion
system" are measured by instructors by trainee observation.

The multiple skill parameters are the root of problem
behavior in vocational training and are the minimum
elements for instructor to develop teaching skills. Many
problem behaviors in vocational training are thought to have
resulted from a combination of 32 multiple skill parameters.
Instructors learn basic countermeasure strategies for each
multiple skill parameters, and as a next step, respond to the
combined case.

Extraction of multiple skill parameters is extracted from
192 cases occurred in the vocational training written in
"Support and correspondence guide for trainees who need
special consideration” published by Japan Organization for
Employment of the Elderly[14]. Dr. Fukae is one of the
authors of this book. Multiple skill parameters are extracted
based on a theoretical construct by inductive reasoning

Copyright (c) IARIA, 2017. ISBN: 978-1-61208-538-8

which considers the cause from the problem behaviors in
vocational training. The extracted multiple skill parameters
are classified into six categories in the MI theory shown in
Table 2. In the MI theory[15], " Naturalistic " " Musical-
rhythmic and harmonic " exists in addition to these six
categories, but excluded because they are intelligences not
related to vocational training. The MI theory advocates that
the human frame of mind is 8 intelligences. Educational
practices of MI theory are widely practiced in the world[16]
[17].

| Outside world information |

l Perceptual unit
(DFive senses detection )

v Cognitive unit

(OVerbaI-Iinguistic
oldentification of key points of conversations and sentences
oUnderstanding demonstrative words
oUnderstanding abstract expressions
oBasic linguistic ability
OLogical-mathematical
oBehaving and thinking sequentially
oUnderstanding priorities
oUnderstanding important information
oBreaking up work into specific tasks
oCompensating for missing or lacking data
oCorrect interpretation
uBasic mathematical skills
OVisual-spatial
oAwareness of positioning in space
oShort-term memory of objects
oldentification of objects
oDistinction between parallel lines and single lines
oldentification of key points of visual information
Olnterpersonal
nOFace-to-face interaction
oResistance to interpersonal interaction
oUnderstanding another person's perspective and situation
olmplicit meaning
oConcern for others
Olntrapersonal
oExperience and bonding
oOverall image
oChanges in mood
oUnderstanding causc-and-cffect relationships
nAdoption of different perspectives
oUnderstanding risky behavior

\_OSelf-assertion

~N

J

l Motion unit

OBodily-kinesthetic

oManual dexterity

0Quick hand movement
oBody image (body sensations)
oCooperative behavior

Behavior / speech

Figure 2. Cognitive information processing model using Card
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oConfidence
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l TEmotional unit

116



ACHI 2017 : The Tenth International Conference on Advances in Computer-Human Interactions

TABLE II.

MULTIPLE SKILL PARAMETERS CATEGORIES

Multiple intelligences Characteristic

Typical example

oVerbal-linguistic (V1) Word smart

I like the teaching materials explained in detail.

oLogical-mathematical (Lm)

Number reasoning smart

I like to be reasonably explained.

oVisual-spatial (Vs) Picture smart

I like to think about while drawing.

oBodily-kinesthetic (BKk) Body smart

I like to memorize with the body.

olnterpersonal (le) People smart

I like to learn in groups.

olntrapersonal (Ir) Self smart

I like to learn while looking at examples.

TABLE II1.

MULTIPLE SKILL PARAMETERS

Multiple skill parameters

Typical example

oVerbal-Linguistic

VII: Identification of key points of conversations and sentences
VI12: Understanding demonstrative words

V13: Understanding abstract expressions

VI14: Basic linguistic ability

—_ =

Copying unnecessary information from a blackboard into a notebook.
Only understands words superficially.

Unable to understand sarcasm or indirect references.

Has difficulty reading.

oLogical-mathematical

Lm1: Behaving and thinking sequentially
Lm2: Understanding priorities

Lm3: Understanding important information
Lm4: Breaking up work into specific tasks
Lm5:Compensating for missing or lacking data

Lm6: Correct interpretation
Lm7:Basic mathematical skills

Confused by a complicated description of steps involved in wiring.
Unable to understand what to do when instructed to perform several tasks.
Confused when several friends talk at the same time.

Unable to appropriately allocate time when taking a test.

Fails to understand when a conversation is not logical.

Becomes upset after mistaking instruction directed at another student as
intended for oneself.

Has difficulty performing simple calculations.

oVisual-spatial

Vsl: Awareness of positioning in space

Vs2: Short-term memory of objects

Vs3: Identification of objects

Vs4: Distinction between parallel lines and single lines
Vs5: Identification of key points of visual information

Collides with objects and desks more often than other students do.
Confused when an instructor returns to a previous slide to explain a point.
Cannot draw a straight line (either by freehand or with drafting equipment).
Cannot clearly draw a double line.

Cannot adeptly hit a ball or shuttlecock with a bat or racket.

oBodily-kinesthetic

Bk1: Manual dexterity

Bk2: Quick hand movement

Bk3: Body image (body sensations)
Bk4: Cooperative behavior

Beautifully written script and notes.

Unable to copy information from the blackboard during class.
Often hits his hand when using a hammer.

Has difficulty choosing clothing appropriate to the season due to
hypersensitivity.

olnterpersonal
Iel: Face-to-face interaction
Ie2: Resistance to interpersonal interaction
Ie3: Understanding another person's perspective and situation
Ie4: Tacit understanding
Ie5: Concern for others

Always alone in class.

Agonizes when working in a group or in a lab.

Unable to converse if a friend suddenly strikes up a conversation.
Fails to understand when called on rule violations during a game.
Coolly points out things people may be self -conscious about.

olntrapersonal

Irl: Experience and bonding

Ir2: Overall image

Ir3: Changes in mood

Ir4: Understanding cause-and-effect relationships
Ir5: Adoption of different perspectives

Ir6: Understanding risky behavior

Ir7: Self-assertion

Is always exploring something.

Unable to envision the positioning of parts when drawing a schematic.
Strikes things when he dislikes something.

Unable to envision his position or role as part of a team.

Starts work without knowing or even thinking about procedures.
Preoccupied with comics or games during class.

Immediately asks a question if he is curious about something.

Table 3 shows the details of the multiple skill parameters.
The multiple skill parameters consists of 32 in six categories
in MI theory. The minimum factor for the instructors to
develop teaching skills are the correspondence to the case
shown in the typical case in Table 3. After that, instructors
will be able to teach closer to experienced instructors by
learning correspondence to typical cases combined cases.

Copyright (c) IARIA, 2017. ISBN: 978-1-61208-538-8

B. Design and implementation of questions with story by
cartoon

Next, design and implementation of questions with story
by cartoon. Questionnaires using psychometric measures are
commonly used for grasping behavior with psychological
phenomena. However, question papers written in language
have problems such as dependency on language
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Figure 3. Number of questions and scores of the system

comprehension degree, difficulty in deeply grasping inner
side in linguistic expression, existence of false and socially
desirable answers[18]. Therefore, it is difficult to guarantee
"reliability” and "validity" in vocational training conducted
in various "age", "occupation history", "learning history".
Therefore, this system develops a system with a story by
cartoon, not questionnaire by language. To set up questions,
make the case shown in Table 4 on an episode basis. After
that, we implemented questions with a comic story on the
system, implemented on the group of subjects to be
measured, and repeated individual interviews to ensure
practical "reliability” and "validity".This system converts
typical cases of multiple skill parameters into context to
work part-time at family restaurant. Trainees have visualized
cognitive processes by choosing actions in the context of
performing work at family restaurants. The standard
implementation time is 30 minutes. The total number of
questions are depending on the answer and is 24 to 34
subjects. The question format has problems involving work
on the computer and questions asking actions in 5
alternatives. In the question of asking actions by choosing
one of the five questions, we always have the option of "I do
not know". In addition, although it does not count to the
number of questions, as a reference information, it is a free
description formal, and prepares a question "hobby" and "
requests from my teacher”. Development of the system is
made with ArticulateStoryline[19] authoring tool for e-
learning which is widely prevalent globally.

Figure 3 shows the number of questions and scores of the
system. Depending on the multiple skill parameters, the
number of questions and points involved are different. There
are not only plus points but also minus points as options. For
example, VI1 has a maximum score of 7 for 10 problems.
The number of related questions and the score are
determined normatively between members. Also consider the
independence of the six categories in the MI from the score.
In the trial production of the system, one question was
associated with one multiple skill parameter. However,
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Figure 4. An example of feedback to the trainees

without increasing the number of questions, accurate
viewpoints of this study demonstrated that the cognitive
process of the trainees can depict thirty-two multiple skill
parameters from 34 questions(Total number of questions 274
in Figure 3).

Figure 4 shows an example of feedback to the trainee.
This example is the scene of the first greeting to the manager
with part-time job interview. People differ in behavior
depending on skill characteristics. For example, some people
greet themselves with a small voice, paying attention to
people around outside, others always say a loud voice
regardless of the surrounding circumstances. That is, the skill
characteristics are related to the actions to be selected. The
system depicts the cognitive process of the trainees based on
which skills are emphasized. After the trainees respond, the
system will feed back to the socially desirable direction that
respects the individuality of the trainees. The role of many
feedbacks is to inform trainees of the characteristics of their

- 4
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cognitive processes and to realize training in which both
trainee and instructor cooperate.

Figure 5 shows a question example with a branching
structure. This is a scene where the store manager instructs to
take an order machine. If you can not take the order machine

e—

ERCEXEMO TRAEDSNS [Thl EMoTLESVEEITWET .
BREGEERDETH ?

mig

1 will take orders, please take it. ] %

= Vase

+ Order Machine

* Order

= Menu

* | do not know
e  e——

Figure 5. A question example with a branching structure

correctly, it will become a scene where customers waiting for
accounting will get angry for slowly working clerks. The
multiple skill parameter common to these two scenes is “tacit
understanding” in the conceptual model of Figure2. If there
is only one trainee who does not have the skill of "tacit
consent”, the overall guidance of the class will teach using
the language, gesture, model, body using the sequential
proximity method based on behaviorism[20]. Until now, the
usefulness of overall guidance design that matches the skill
characteristics of individual classes has been confirmed in
practical cases of active learning[21] using Just-In-Time[22]
Teaching. In this way, this system is useful for both guidance
design and individual guidance design of the whole class.

IV. EVALUATION

As system evaluation, from the simulation using the
theoretical value and the verification by the field, confirm
depiction of the cognitive process of the trainee through 32
multi-dimensional skill parameters. This study was approved
by the Ethical Committee of the Polytechnic University of
Japan(No.607).

Table 4 shows simulation results of abnormal values
using theoretical values. The system outputs the evaluation
value in five stages. For abnormal value detection, output
with evaluation value of 2 or less. The theoretical value A 'is
a simulation of a trainee who detected an abnormality in a
specific skill such as tacit consent. The theoretical value B 'is
a simulation of a trainee who detects an abnormality in the
language category and also has another category. The
theoretical value C 'is a simulation of a trainee who detects
abnormality by skill of physical movement category and
other category has high skill. From these simulation results,

the system is able to output outliers with categories and skills.

Table 5 shows the assessment results of 10 Trainees.
Subjects are the top trainees in the class who acquired the
electrician's license. It is understood that the skill level

TABLE IV. SIMULATION RESULTS OF ABNORMAL VALUES USING THEORETICAL VALUES

VI1| VI2 | VI3| VI4|Lm1|Lm2 [Lm3|Lm4|Lm5 [Lm6 [Lm7 | Vs1|Vs2 | Vs3|Vs4 |Vs5|Bk1 [Bk2 [Bk3 |Bk4 [lel [le2 [le3 |led [le5 [irl [1r2 [Ir3 |Ird [Ir5 |Ir6 |Ir7
Als | 3|54 4435534553 [5]5]5]5]5 |@ OO|5(4 41O |O|O] 5
B QIO I@|@] 3333334 [3[@|5][5]515 |5 |44 (3[4 [3]+[@]4 |3 3 |®O]4
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TABLE V. TRAIAL RESULTS

VI1| VI2 [ VI3 [ VI4 [Lm1|Lm2 [Lm3 |Lm4 |Lm5|Lm6]|Lm7 | Vs1 [Vs2 | Vs3 | Vs4 [Vs5|Bk1l|Bk2 [Bk3 |Bk4 [lel |le2 | le3 | led [leS|Irl | Ir2 | Ir3 | Ird | IrS | Ir6 | Ir7
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B4 |5 | 4|4 |3 |43 |3 |44 4|5 |3 44455 |55 |43 |43 |44 |44 |3 ]|4]|3]|s
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related to qualification acquisition is uniformly high and
there are variations in skills. However, Trainee H has many
items with low skill level. Trainee H has a low skill level
overall. In a later interview, he said that he had worked in a
hurry without time. In this system, we emphasized
familiarity by embedding context, but it is not perfect.

From the simulation using the theoretical values and the
verification by the field, we confirmed that the cognitive
process of the trainees can be depicted by the multiple skill
parameters defined in this paper.

V. CONCLUSION

In this paper, we described a cognitive process depiction
system of trainees based on multiple skill parameters which
comprehensively grasp the skills necessary for vocational
training from the viewpoint of education. From the
simulation using the theoretical values and the verification
by the field as described above, we confirmed that the
cognitive process of the trainees can be depicted by the
multiple skill parameters defined in this paper.

The originality of this work has been to comprehensively
ascertain developmental disorders from an educational
perspective. This originality is achieved through the
followings:

1) We defined a theoretical construct based on a simple
Card cognitive information processing model, which the
instructor can easily understand.

2) We extracted and weighted the pluralistic skill
parameters from the theoretical construct.

3) We classified the pluralistic skill parameters in the
intellectual category of MI theory from the viewpoint of
education in vocational training.

Future tasks are verification for people with
developmental disabilities and construction of a database of
teaching methods carried out by skilled instructors.
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No.| Concept

Definition (This phenomenon is that ...)

1|Fromdissatisfaction to analysis

2| Guilt for deteriorated condition

3| Anxiety & preparation

4| Self-realization through expertise
5|Helping others

6[Shock and avoidance
7|Fromhandicap to individuality

8| Fromlistcning to asking
10|Unshown anger
11{Consciousness that I did something
12| Accomplishment by deeper understanding
14| Awareness of gaps
15|Consultation with seniors
16|Relief by no differences

17| One consideration for one person
18| Embarrassment to behavior

19| Liritating not going as expected
20| Telling how others may feel
22|Mental switching by questioning
25| Gaining knowledge in training
26|Proposing support strategies

29| Confidence by user change
30[Responsibility of influencing life
35|Showing posturc to support
Instructing Enployment skills
Strength by experiences

38| Different traits by person

42| Negotiation with firms

43| Directive instructions

59| Excessive interventions

(ST )
~N

[V

60| Complaints fromusers

A staff considers the causes of conmmunication failure, without accusing the user.

A staff teels responsibility because his/her intervention led user condition deterioration.

A staffthinks facing with users’ disability traits as a part of own job.

A staff utilizes their experiences on their welfare and business practice through supporting users.
A stafffinds value in supporting other’s life.

A staffis shocked by user’s background and trying to leave the user to his colleagues.

A staffaccepts the user’s disability traits as individuality.

A staffreccives the uscr’s reaction and asks the causc and background.

A staffdoes not take attitude even if feels anger in the user’s behavior, and dissatisfaction is accunmlated.
A stafffeels sad by thinking that he/she did something for the user but the user did not responded.
A staff teels accomplishment by understanding the background of a user’s behavior.

A staffnotices the gap between the goals and the reality.

A staff can ask a senior whenever he / she can not understand the user’s behavior.

A staffpleasantly surprises because the users’ behaviors do not differ fromhis / hers.

A staffnotices that each user needs one consideration.

A staff'is surprised by the sudden behavior of user and fecl uncomfortable.

A staffis irritated and exhausted, as having no sign of improvenent of user’s condition.

A stafftell a user how the user’s behavior is seen fiomthe third party.

By being asked by seniors about the cause of user’s behavior, frustration will switch to questioning.
A business-cxperienced staff learns basic knowledge of supporting persons with disabilitics in training.
A mid-level staff creates and proposes support plans each other in various viewpoints.

A staff gains self-confidence by the progress of users.

A stafffeels responsible because his / her intervention influences the employment (life) of users.

A stafflets the user disclosc thouglhts and circumstances by showing posturc to support.

A business-experienced staff trains necessary skills for employnent to users.

By having experienced, a staff will not be upset by the disastrous background of ndividual users.
Since the situation of users is difterent for each person, basic knowledge is not applicable.

A staffcan negotiate with the company about cmployment of users.

A staffinstructs and requests at the ordinary workplace level to a user.

A staffhas excessive interest and intervention to a user.

A staffreceives complaints conceming oneself and facility froma user.

Copyright (c) IARIA, 2017.

Figure 6. Details of the concept
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Interactions with Projected Augmented Relief Models (PARM)
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Abstract—Techniques for enhancing physical landscape models
with dynamic maps and imagery, termed Projected
Augmented Relief Models (PARM), are part of a revival of
interest in the power of relief models as tools for geographic
visualization. This method enables the creation of dynamic and
engaging public displays, which appear attractive but also
promote discussion and interaction as revealed through direct
observation and video. This paper explores the capabilities of
physical relief models as tangible displays for geographic
information, and considers the role of interaction using the
Kinect sensor for finger detection. The focus of interaction is
on making solid landscape models of real geographic areas
reactive to touch.

Keywords: Physical 3D model; augmented reality; landscape
visualisation.

l. INTRODUCTION

From ancient times, geographic visualization has played
a significant role in human life and it has become even more
popular during the digital age. The evidence of ancient
people using geographic visualization includes cave
paintings and carvings that look like maps. The techniques
of map creation have continually developed to make human
life easier by supporting many daily activities, as well as
being of fundamental importance to diplomacy and defence
from the early modern period.

In the past, people drew maps using cartographic
methods in 2-dimensional (2D) form to represent the terrain
of the earth. They developed these methods further and
visualized the landscape in 3-dimensional (3D) models,
some of the earliest examples being for military purposes
[1]. This kind of model was considered the most
representative ‘map’ before the digital era.

The starting point of digital technology was between the
late 1950s and the early 1970s, during which time
technology developed rapidly in every field, including
geography. The development of mapping technology started
with field data acquisition, data processing and data
representation. Drawing maps using digital technology
helps users produce maps faster and more precisely, and the
development of geographical information systems combined
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spatial analysis with map making. However, such complex
maps remained the preserve of specialists until the late
1990s, when the increasing popularity and use of the
internet popularized digital maps and made them
increasingly desirable and useful. In contrast, developments
in geographic physical models were not as rapid as with
digital maps, being considered less practical for many
applications despite their inherent value as representations
of terrain.

Since the turn of the 21% Century, the nature of 3D
physical geographic models has become more dynamic and
there has been a revival in their use, in part due to
technologies to increase their interactivity. The Illuminating
Clay project [2] illustrated how landscape models made
from clay could be manipulated by hand and the resulting
changes in the surface model detected, triggering new
contour and water flow maps that could be projected back
on to the model. TanGeoMS [3] used a malleable surface
model connected to the GRASS Geographical Information
System (GIS). The Illuminating Clay approach was further
extended to use sand as a more modifiable surface in the
Augmented Realty Sandbox (Fig. 1) which has been used in
an educational context to engage students with topographic
mapping and earth science [4].

Figure 1: The Augmented Reality Sandbox. Sandbox unit when not in
operation (left). In operation with projected contours and water flow

(right) [4].
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Whilst the ability to manipulate surface models offers a
powerful environment for education and outreach in relation
to generic landform and process relationships [5] there are
contexts where more geographically specific models are
required. Solid relief models are able to replicate details of
real geographic environments, with digital elevation data
being used to manufacture faithful representations of the
terrain. It is easier than ever before to produce physical
models either through subtractive techniques like milling or
additive techniques like 3D printing, where layers of
material build up a surface. Today accurate physical relief
models are produced commercially, including examples by
manufacturers such as Solid Terrain Modelling [6] and
Howard Models [7]. At certain scales it is possible to
represent surface features like buildings to allow urban
environments to be visualised. Conventional relief models
are static in terms of surface texture, typically painted to
reflect the land cover. When augmented with projection,
solid models can allow alternative forms of information to
be displayed, but are generally limited in terms of
interaction except where buttons around the model
illuminate certain points of interest within the model.

In terms of interactivity the sandbox approach used the
Kinect sensor, initially introduced by Microsoft to support
the Xbox games console, to detect deformations of the
surface, as well as to detect certain gestures for example to
instigate rainfall over the model. For solid models the
interaction could involve making the static surface
responsive to touch. This could trigger certain algorithmic
responses for example to route water from that point or to
display a visibility map (or view-shed) but could also
simply act as a query operation to display information about
that place on the model.

This paper describes work in progress towards exploring
the potential of making solid relief models more dynamic in
terms of surface representation and interactivity. It
describes an experimental approach building upon previous
work to develop the Projection Augmented Relief Model
(PARM) technique for public display, as described by
Priestnall et al [8]. The investigation aims to examine
whether they offer measurable benefits for the presentation
of geographic information to people, and whether people’s
expectations of interactivity can be addressed, so that
interaction delivers geographic information that is best
suited to the needs of the viewer. In particular the potential
for adding a degree of interaction so the solid model
responds to touch, exploiting the ability of the Kinect sensor
to detect the position of the finger [9] is being explored.

Il. PROJECTION ONTO SOLID RELIEF MODELS

Projection onto solid objects [10] effectively allows
dynamic texture maps to be applied to physical models in
the real world as might be applied to virtual models. These
textures could be a series of static images of video. An
example of a landscape model being textured by video is the
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Dresden Elbe Valley model exhibited in Dresden Museum
[11]. A solid terrain model measuring 2m x 1.5m was
augmented by a film showing the development of the area
since the year 8000 BC.

The development of design and evaluation protocols for
projecting detailed spatially referenced information onto
equally detailed static physical landscape models has been
the focus of the PARM project (Fig. 2). The typical PARM
configuration comprises a physical landscape model, a
projector, a monitor to display related information and a
computer to synchronise digital map and image content
across model and monitor. The combination of model and
projected content creates a holographic effect that has been
seen to be both engaging and informative for viewers,
enabling them to explore the model by inspecting it closely
from different angles or taking in the broader overview.

Figure 2: Projection Augmented Relief Model (PARM): Tangible Displays
for Geographic Information. A selection of data layers used for projection
(upper left); demonstrating at a community event at the University of
Nottingham, 2011 (upper right and bottom) [8].

An opportunity to study PARM in a public context over a
long period of time came with the Spots of Time display at
the Wordsworth Trust gallery in Grasmere, Cumbria, UK.
The model was used to represent key events in the childhood
of the poet William Wordsworth (1770 — 1850), connecting
them with particular parts of the landscape. Furthermore,
those key events also related to poetry that Wordsworth
created in adulthood, notably The Prelude. The purpose of
the model was not only to raise the awareness of the
importance of place and memory in Wordsworth's work, but
also to encourage the visitor to study the original
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manuscripts on display elsewhere in the gallery. The PARM
configuration used for this display also features a touch
screen to trigger three separate projected sequences and an
audio shower above the display to allow passages from the
poems to be played aloud.

The Spots of Time display was in the gallery for over nine
months and for around four weeks video observation was
undertaken at the display, in addition to direct observation in
the gallery. The observation data showed the display was
effective in holding visitor attention but also for promoting
discussion, often accompanied by pointing or tracing
gestures. Even though the model surface itself was not
interactive there seemed to be an expectation from some
visitors of some kind of touch sensitivity, especially when
certain landscape features were highlighted through
projection (Fig. 3).

Figure 3: Finger-based interactions observed from video analysis of the
Spots of Time display

The Spots of Time display went some way towards
demonstrating that physical relief models offer viewers a
rapid overview of a landscape with the added attraction of
physical touch. There is clearly potential for some form of
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touch-based interaction to extend the capabilities of
techniques such as PARM. To underpin this it would be
valuable to understand more about the particular aspects of
physical models that proved effective, for example in
increasing people’s ability to orient themselves, to measure
distances or relative elevations, and to achieve a quick
understanding of a location or recognizing landmarks. A set
of experiments is being undertaken to establish whether
such subtle measurable differences can be observed.

IIl.  EXPLORING THE CAPABILITIES OF PARM

A first experiment was designed to explore PARM’s
capabilities in the portrayal of relief features using the
model of the Lake District used in the Spots of Time display.
The experiment posed questions of participants about
topographic characteristics on both the relief model and a
flat surface. A number of different measures were designed
to gauge people’s understanding of the landscape form in an
attempt to unpick the elements that could be seen as
contributing to the viewer’s spatial frame of reference, these
were:

e  Deciding which of two points was the highest

o Deciding which of two lines was the steepest

e Deciding which of two target points would receive
water flow from a single origin point

e Deciding which of two target points was visible
from one observer point

e Deciding which cone of vision symbol
corresponded to a first person perspective image
shown on screen

These measures therefore ranged from a simple
comparison of two local topographic characteristics to more
complex measures which required a degree of landscape
interpretation, and in the case of the cone of vision the
ability to take the perspective of viewers ‘on the landscape’.
As well as the projected shapes to implement the above tests
the backdrop images on the model were also a variable.
Earlier observation had indicated a number of projected
backdrop textures were effective but it was of interest here
to establish if they helped viewers make judgements about
various characteristics of the landscape. These backdrop
images were a satellite image, a hillshade effect image, a
map including contours and a subdued version of the
hillshade image.

In order to assess whether there were benefits to adding a
third dimension a core manipulation was to present half of
the questions about landscape characteristics over the relief
model, then the other half over a flat surface. The order of
presentation was counterbalanced across all participants and
questions were fully randomized. From observation of a
pilot study the viewing position of each participant was not
the same, so it was decided that the participants’ head and
body movement should be restricted to control against some
participants gaining additional information from changing
their perspective (Fig. 4) even though in practice this would
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be common, and is one of the virtues of having free
movement around a relief model.

Figure 4: The environment for PARM experimentation.

Outcomes from ongoing analysis suggest that for all
measures the relief model generated more accurate
performance across participants particularly when the
satellite image was the backdrop. The model proved
particularly effective in terms of accuracy of response when
asking participants to interpret the landscape scene,
particularly the judgement of water-flow, the cone of vision
test and intervisibility. Overall response times were slower
for these tests than simple height comparisons, though were
quicker for the model than the map. This may suggest that
the extra information provided by the physicality of the
model allows viewers to construct more complex cognitive
models more effectively to support their decisions.

that the model was able to represent major buildings and
landmarks. Questions were based on the measures from the
first experiment but adapted for the current environment.
Early results suggest that the model is most effective in
supporting cone of vision judgements along with
assessments of intervisibility. We are also interested in the
ability of participants to judge the location of newer
buildings that are not represented on the model, and there is
evidence to suggest that PARM facilitates accuracy for this
task, compared to the flat equivalent.

V.

A third experiment is focussing on direct interaction
with the model surface, in particular to establish whether
finger point detection algorithms can be used to identify the
coordinate where a finger touches the model. This kind of
interaction had been observed at the Spots of Time display
when there was no prompt to interact and no mechanism to
offer a response. The aim is to explore whether the Kinect
sensor could be exploited to identify the last position of the
finger when it touches the model and whether this offers an
accuracy which is fit-for-purpose for general geographical
query or even analytical activities.

The PARM rig for this experiment has the addition of
the Kinect sensor mounted 47cm above the relief model.
From experimentation (Fig. 6) this proved to be the most
effective distance to discriminate the finger location. The
projector is an Optoma HD131Xe mounted 2m above the
model which measured 60cm x 60cm. The specification of
the computer is an AMD FX-6100 of processor, 16 Gb of
memory DDR3 and 4 Gb NVidia GeForce GTX 970
graphic card.

INTERACTING WITH PARM

Figure 5. The Nottingham University Park Campus Model.

Since the model in this first experiment was an
unfamiliar environment to most participants, an ongoing
follow-up study uses a model that represents a familiar area,
so that we can observe whether existing knowledge affects
the utility of PARM. Here we modelled the University Park
Campus at the University of Nottingham (Fig. 5). As well as
being a familiar environment for participants, the scale and
the nature of the data (airborne laser-scanning) also meant
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Figure 6: Distance between Kinect sensor and PARM, from top to bottom,

47 cm, 51 cm, 37 cm, shown variations in ability to detect fingertips. The

coordinates of the finger as it approaches the model can be tracked and the

last coordinate recorded before the finger merges with the model object is
indicated in blue (right).
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Sequences of finger point coordinates are detected as the
finger approaches the model and the last coordinate in
theory represents the position of the model just before it
merges with the model. Early experimentation suggests the
accuracy of this finger point touch detection is in the range
of 1.5 — 2.5cm. A full and rigorous test will be conducted to
explore the repeatability and robustness of this process by
projecting randomized points of interest over the models
and recording finger touch coordinates against the known
target coordinates. These points should include a wide range
of conditions over the model that represent typical points of
interest which for rural models may include mountain peaks
and valleys and for urban models may include buildings and
flat areas between buildings. The aim is to assess how the
accuracy of touch relates to the scale of geographical
features represented on the model. This would inform both
the design of future interactive PARM models and also the
nature of any interaction design built in to the system. The
proposed query interface (Fig. 7) includes a projected
information panel beside the model so touch actions can
trigger responses in terms of information about the object
queried so as to confirm this response matched the user’s
expectations.

V. FURTHER POSSIBILITIES

The discussion of previous research presented above
indicates a niche between geospatial visualization, spatial
cognition and tangible interface that requires further
research to improve human perception about topographical
surfaces in relation to certain potential application domains.
Interactions could relate to simple query operations but
could also be task-driven. There are many possible
application to explore including: Storytelling in a cultural
heritage setting; Military training; Disaster management
simulation and awareness (for example flooding); Route
planning and tourist orientation, showing visitors the shape
of the landscape and relative positions of features of interest
around them.

Landscape description:
Lake

Name of Place:
Ullswater lake

Coordinates:
-2.942682,54.549884

Heights:
) 14456

Picture:

Figure 7. Proposed query interface
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Tablet-based Augmented Reality (for example AR
Toolkit) could also be explored in order to add dynamic 3D
content to augment the projected surface. This could be used
to explore elements with a vertical dimension that cannot
easily be portrayed using projected images over the model,
for example volcanic eruptions, tornadoes, or glaciation.
One could also simulate past structures on the surface, such
as reconstructing building structures over their landscape
footprint.

VI. CONCLUSION

This work has begun to demonstrate that solid relief
models of real geographic environments can be usefully
augmented with projection, and that there is some potential
for detecting finger point touch on the model surface.
Experiments that attempt to isolate the most useful aspects of
physical relief models in judging landscape characteristics
have suggested that models may support more complex
understandings of topographic form. Observations of
displays have also indicated some expectation of touch-based
interaction and early experiments with the Kinect sensor
show some promise. The accuracy of such touch interactions
need to be fully investigated and assessed against the scale of
object in the model that would be the focus of such actions.
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Abstract— Mobile interface navigation is an important aspect
when directly manipulating the mobile technologies, yet the
navigation behavior is not well understood at the level of visual
presentation of navigation elements and task complexity for
users among different age groups. This comparative study
utilized an experiment to compare the mobile interface
navigation between younger and older user groups, by
examining three types of visual presentations and three levels
of task complexity. The results showed that there were
significant differences between age groups in navigation
efficiency, effectiveness and subjective evaluation. In addition,
the navigation performance was significantly lower when the
task required more information sources to be remembered and
integrated, especially for older users. However, no significant
effect of visual presentation was reported on the navigation
performance and subjective evaluation. Understanding the
mobile interface navigation behavior among different age
groups will assist in designing appropriate visual presentation
of navigation elements and keeping task complexity to an
accepted level for targeted user groups.

Keywords- age; mobile interface; navigation; task complexity;
visual presentation.

1. INTRODUCTION

With the prevalence of mobile technologies, navigation
through mobile interfaces is becoming an important aspect to
search for the contents and utilize relevant functions
provided by the mobile websites or applications [1]. Instead
of interacting with the mouse and keyboard, mobile
technologies generate their specific mobile navigation
patterns due to the different interactive mode, limited
interface space, and complex information architectures. Thus,
it poses a considerable challenge of how to improve the user
experience of mobile interface navigation for diversified user
groups.

In particular, the direct user interface allows users to
navigate through the applications by directly pointing or
clicking the navigation elements on the interfaces, such as
touch-screens [2]. The well-designed navigation elements
can help users accomplishing tasks efficiently and effectively
[3]. For instance, the menu navigation is a typical and
popular way of representing the mobile application structures
and functions [4]. Users can navigate their way to the desired
target by selecting navigation elements (i.e., icons,
hyperlinks, and buttons). In this way, the visual presentation
of navigation elements is recognized as an important design
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consideration that helps users to better use navigation
elements to find relevant information and complete tasks [5].

To fulfill the functional goals of the application or
website, the designers may start from collecting specific
navigation elements, to further grouping or arranging them
into different hierarchies or categories. Also, designers could
use these visual presentations to guide users’ navigation
patterns [6]. In fact, there is a long history examining the
visual presentation in terms of icon characteristics on
computer tasks [7][8]. They mainly emphasized the
importance of icon characteristics on visual searching, such
as concreteness, semantic distance, color quality, size, shape
and location arrangement. However, most of the previous
studies were mainly considered within the context of visual
recognition and function matching tasks. It is still unknown
how the visual presentation of navigation elements matters in
the mobile navigation tasks.

Currently, an increasing number of older users are using
mobile technologies for health management and social
interactions, which involves information searching, decision-
making, and problem-solving tasks [9]. Thus, the mobile
interface navigation should also be concerned with the task
complexity [10]. Task complexity, as defined by Campbell
[11], lies in the nature of multiplicity, and deals with the
collections of paths needed to reach the directions and even
conflicts between the paths and expected results. Specifically,
navigation task is concerned with how to organize the
sequences of actions to search for desired information in
order to achieve the task goals [12].

Previous studies normally defined the task complexity
based on the page complexity and path complexity [13] [14],
which concerned the number of navigation elements on the
pages, the difficulty of judging the relevance of these
elements and task goals, as well as the total steps and depth
to gain the target information. Yet, we think it is also
important to consider the task complexity based on the
cognitive load and mental work needed. If the more complex
a task is, the more information resources users need to
remember and integrate, thus acquiring for more working
memory and information processing. Therefore, this study
examined the task complexity with the number of
information sources needed to be remembered or integrated
during the whole task.

Although strides have been made in studying web
navigation, little investigation existed about the user
experience of mobile interface navigation. This study was
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conducted as the first phase of a larger study to investigate
the possible effects of visual presentation of navigation
elements and task complexity on the mobile interface
navigation. In order to include a diverse group of users, this
study examined the differences of mobile interface
navigation between age groups. The user experience of
navigation was highlighted by aspects of task performance
and subjective evaluation [15].

Overall, this study aims to contribute to a better
comprehension of the user experience with mobile interface
navigation among different age groups. It will assist
designers in choosing the appropriate visual presentation of
navigation elements and keeping the number of information
sources to an accepted level of task complexity for targeted
user groups. The organization of this article is as follows.
Section II describes the details of participants recruitment
and experiment design. Section III outlines the results of
participants’ navigation performance and subjective
evaluation, with relevant correlations analyzed. Then, the
section IV detailed discusses and interprets the results with
some previous literatures. Finally, the section V presents the
main conclusions, discusses the major limitations, and points
out the possible directions to be explored in the future.

II. METHODS

The method of experiment was employed in present
study to investigate participants’ navigation performance and
subjective evaluation.

A. Participants

A total of 15 participants were involved in this study. The
majority of the participants were recruited from local
universities and elderly centers. All the participants were in
good physical and cognitive conditions, and had the ability to
read Chinese characters. The participants were divided into
two age groups: the younger group with an average age of
28.63 years old (SD= 4.60; age range: 24-38); and the older
group with an average age of 69.57 years old (SD=11.62;
age range: 52-81).
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2. HLTERBEE: =R,
3 MBS BEE,
[REEROS. 4. OPRPEMMEZE: STEFEAR,
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Figure 1. Interface design for menu navigation page (left) and sub-page:

medication (right).
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B. Experimental Design

In order to test the effects of visual presentation of
navigation elements and task complexity on navigation
performance and subjective evaluation, 9 tasks were planned
with a 3 (visual presentation of icon-text, icon-only, and text-
only) x 3 (level 1, level 2 and level 3) factorial design.

As shown in Figure 1, a simulated iOS mobile
application that used to remind users to take medicine was
implemented by Unity: users could browse the four sub-
pages through a menu navigation page. A total of 8 real size
navigation elements were presented in the menu navigation
page, in which, 4 of them can be clicked to direct users to the
4 sub-pages: patient, medication, dose and time. In each of
the four sub-pages, participants needed to choose the
answers according to different task instructions. There was
also some relevant information provided in the sub-pages.

1) Visual presentation manipulation: Three kinds of

visual presentations were used for the menu navigation page:

icon-text, icon-only, and text-only. The visual presentation
followed the principles of applying concrete, semantic-
closed, simple colored, and uncomplicated shapes for icons
and text with dynamic hit provided [8]. The sizes of icon
and text were controlled to be exactly the same. The
positions of navigation elements were randomly presented
for each task.

2) Task complexity manipulation: Three levels of task
complexity were manipulated in this study. At the
complexity of level 1, participants were asked to choose the
answers directly following the task instructions, which
didn’t require any memory load or information integrating
(e.g., please remind Awen to take one piece of aspen after
lunch). At the level 2, the task instruction was as similar as
level 1; whereas, the task instruction disappeared after the
task began. Thereby, it required a memory load to remember
the task instructions. At the level 3, participants were asked
to choose the answers based on both of task instruction and
the relevant information provided by each sub-page. The
process required users to remember task instructions and
integrate relevant information across all the sub-pages (e.g.,
please help Awen who got cold to make the medication

plan).
C. Measurement

Navigation performance was measured using data that
automatically recorded by the background system. It was
assessed based on the efficiency, effectiveness, and the
number of return steps and incorrect clicks. Specifically,
efficiency was measured by the completion time, which was
the seconds the participants required to finish each task.
Effectiveness was measured by the correctness of answers,
which was the percentage of correct answers chosen for each
task. The number of returns was defined as the number of
returning to previous sub-pages. The number of click was
defined as the number of incorrect click of the navigation
elements on the main menu page.
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Subjective evaluation was measured by the 5-point Likert
scales based on five aspects of ease-of-use, disorientation,
effort needed, helpfulness, and satisfaction [16] [17]. For the
first three questions of ease-of-use, disorientation and effort
needed, it scored 1-5 from a rating of very agreed to very
disagreed. Specifically, the ease-of-use was evaluated by
whether the application is hard to learn; the disorientation
was asked by whether it is easy to get lost and disorientated;
the effort needed was assessed by whether a lot of efforts
were needed to fulfill these tasks. In addition, the last two
questions of helpfulness and satisfaction were used to
examine users’ overall feelings from the rating of very
dissatisfied to very satisfied (1-5).

D. Procedure

The experiment was conducted in a separated and quiet
room, with one participant and two experimenters there at
one time. Before the experiment, the experimental
instruction and consent form were given to the participants.
Each participant was allowed to free explore the
experimental application for 5 minutes. At the same time, the
experimenters provided the task description document with
the participants and instructed them how to use this
application. Following that, participants completed three
trials to familiarize himself or herself with the experiment
without the task description document. After a 2-min rest,
the experiment began. Each participant was given 9 tasks to
complete. Following each task, the subjective evaluation was
collected respectively. The whole interactions between users
and application will be recorded by the background system
and the whole process for each participant was controlled in
one hour.

E. Data analysis
Normality test was first performed to assess the
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