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ACHI 2016

Forward

The Ninth International Conference on Advances in Computer-Human Interactions (ACHI
2016), held between April 24 and April 28, 2016 in Venice, Italy, continued a series of events
targeting traditional and advanced paradigms for computer-human interaction in multi-
technology environments. The conference also covered fundamentals on interfaces and
models, and highlighted new challenging industrial applications and research topics.

ACHI was initially proposed as a result of a paradigm shift in the most recent achievements
and future trends in human interactions with increasingly complex systems. Adaptive and
knowledge-based user interfaces, universal accessibility, human-robot interaction, agent-driven
human computer interaction, and sharable mobile devices are a few of these trends. ACHI 2016
also brought a suite of specific domain applications, such as gaming, e-learning, social,
medicine, teleconferencing and engineering.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it has attracted excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

The conference had the following tracks:

 Usability and universal accessibility

 Social aspects of human-computer interaction

 Interaction devices

 Human-computer interaction in education and training

 Design & evaluation

 User modeling and user focus

 Other domain applications

 User modeling and user focus

 Human-robot interaction

 Interactive systems

 Principles, theories, and models

 Interfaces

We take here the opportunity to warmly thank all the members of the ACHI 2016 technical
program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to ACHI 2016.
We truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.
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Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the ACHI 2016 organizing
committee for their help in handling the logistics and for their work that made this professional
meeting a success.

We hope ACHI 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the field of
computer-human interaction. We also hope that Venice, Italy, provided a pleasant environment
during the conference and everyone saved some time to enjoy the unique charm of the city.

ACHI Advisory Committee
Leslie Miller, Iowa State University - Ames, USA
Alma Leora Culén , University of Oslo, Norway
Hermann Kaindl, Vienna University of Technology, Austria
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Do More Pictures Mean More Effort? 

Investigating the Effects of Monocular Depth on Target Detection in a 3D WIMP Pictures Folder 

 

Markos Kyritsis 
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Stephen Gulliver1, Eva Feredoes2 & Winai Nadee1 
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2School of Psychology & Clinical Language Sciences 
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s.r.gulliver@henley.ac.uk 

 

 
Abstract— The limited commercial success of 3D WIMP 

interfaces, despite ongoing efforts, leads us to question whether 

depth itself is detrimental to task performance due to, e.g., an 

increase in the amount of clutter, or if the lack of any success 

can be mostly attributed to unsuitable interactivity with input 

devices made for 2D interfaces. In this study, we evaluate a 

common interactive task -browsing a pictures folder- and 

argue that despite an increase in the number of nontarget 

distractors available on the screen when introducing 

monocular depth, there is no decrease in target detection times, 

nor are there any changes in cognitive load (as measured 

through pupillometric data). Interestingly, eye tracking data 

indicates that this is not due to a lack of fixations, as 

participants tend to spend proportionally less time fixating on 

pictures in front of them as more items become available in the 

background. Finally, our participants made significantly more 

target identification errors when there were only two picture-

layers of visible depth, when compared to four picture-layers. 

We therefore suggest adding monocular depth cues to 3D 

WIMP photo gallery or desktop pictures folder applications. 

Keywords- Interaction & Interface Evaluation, 3D WIMP; 

Visual Search;  Eye Tracking 

I. INTRODUCTION 

The WIMP interface is undoubtedly the most essential 
and common method of interaction for the everyday user 
when it comes to human-computer interaction. Bundled with 
all the major operating systems, this type of interface is the 
first thing a newcomer would be expected to use in order to 
complete everyday computing tasks. Even though there exist 
variations across the wide range of platforms that host 
WIMP desktop interfaces, the actual design has remained 
relatively unchanged for the past 40 years, despite periodic 
predictions from various research teams of shifts towards 
alternative methods of interaction [3][4][8]. However, this is 
not due to a lack of interest from academia or industry, as is 
evident by theoretical upgrades, the most popular of which is 
arguably the addition of monocular depth 
[1][5][10][14][15][17]. Nevertheless, any attempts to include 
depth have been met with either commercial failure (e.g., 
project looking glass developed by LG3D) or have not really 
seen much of a success, such as the fairly recent acquisition 
of the Bumptop desktop (www.bumptop.com) by Google.  

A. Finding a target picture: a visual search task  

When consider the task of finding a picture in a folder, 
we are, in essence, conducting a visual search task, a 
common paradigm used for studying selective attention in 
the areas of cognitive psychology and neuroscience. In these 
types of paradigms we are interested in how long it takes for 
a participant to detect a target amongst nontargets in 
environments of varying size, as well as how many target 
identification errors occur. The efficiency of the task is 
affected by both exogenous bottom-up orientation cues such 
as colour, size, movement and other features, as well as top-
down endogenous orientation cues guided by e.g., working 
memory [18]. As described thoroughly by the Feature 
Integration Theory (FIT) [16] concerning exogenous 
orientation, when the target is surrounded by homogenous 
nontargets, then the search is considered efficient, 
preattentive, and not influenced by increases in set size, 
instead causing a ‘pop-out’ effect allowing for parallel 
search. On the other hand, heterogenous nontargets (i.e., the 
target differs to some nontargets in one feature, but is similar 
in others) leads to a conjunction search, requiring the binding 
of features and hence increases in attentional resources and 
an inefficient serial search. 

 

Figure 1.  Left - Feature search, finding the black box is effortless and not 

susceptible to changes in set size; Right - Conjunction Search, the 
heterogeneous distractors lead to higher attentional resource requirements, 

making this type of search more inefficient and more susceptible to 

changes in set size 

For complex picture targets and nontargets, as one would 
expect from pictures in a folder, we can assume that the 
search will be inefficient, and heavy on attentional resources, 

1Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                           17 / 457



and one may therefore be tempted to simply infer that by 
adding more items in depth we would essentially be 
increasing the set size and making the search task even less 
efficient. On the other hand, past studies have shown that 
depth itself can be considered a bottom-up feature, as well as 
a guidance property during a visual search task [11][13]. For 
this reason, target detection may not suffer, as stimuli in 
depth could efficiently be ignored during the task through the 
use of a sub-nesting strategy. These strategies have been 
routinely observed when participants are asked to e.g., find a 
red ‘k’ amongst red and blue letters, which will lead to blue 
letters being ignored, although particularly salient stimuli 
(e.g., a mostly yellow picture amongst otherwise blueish 
pictures) may still capture attention, as shown by [9]. 
Regardless, there is, to the best of our knowledge, no 
compelling evidence to describe how this would affect target 
detection. 

B. Including Monocular Depth 

Studies have had mixed opinions on whether the addition 

of depth holds any real advantages in terms of interaction 

quality. There is evidence, from qualitative data, that 

suggests a positive attitude by users towards a desktop that 

includes both depth and physics [1], as well as some limited 

evidence that supports an increase in performance during 

certain tasks when depth is included in the system [15]. On 

the other hand, studies have found a decrease in 

performance in certain user tasks (such as finding a file in a 

folder) [6][7][9]. In all of these studies there are several 

merits as well as pitfalls. The study by [1], being more 

oriented towards the engineering of a physics-based desktop 

and less focused on the human cognitive limitations, 

essentially does not provide evidence as to whether such an 

interface would be indeed beneficial in terms of usability.  

The studies by [6][7] and [9] compared 2D and 2.5D, to a 

3D interface, not accounting for the changes in the 

interaction styles, and whether the 2D input device is 

unsuitable for this type of interaction (even if the y-axis was 

constrained to make interaction more simple). In other 

words, when looking for a target picture in a folder, by not 

systematically increasing the layers of visible depth, the 

researchers did not consider whether the increased amount 

of nontarget distractors was the reason it takes users longer 

to find the target in these environments, or whether it has 

more to do with interaction using a 2D mouse in 3D space.  

Therefore, rather than a holistic approach (3D WIMP vs 

2D WIMP), we instead argue the need to investigate the 

benefits of including monocular depth to each user-based 

task independently. As shown in [9], there was no benefit to 

adding depth in a folder populated with text files, however, 

when target stimuli were perceptually salient, target 

detection times decreased significantly in a pictures folder. 

Therefore, for the scope of this study we only considered the 

potential benefits of a 3D interface in browsing the pictures 

folder for a target picture.  

II. CURRENT STUDY  

In this paper, we investigate the impact of depth on target 
detection times and errors by developing a 3D WIMP 
pictures folder, and systematically increasing the number of 
visible layers of images from two to four. Since we were 
interested in seeing whether increases in visible depth, and 
hence set size, would lead to more items being attended 
during the trial as one would expect from a serial search, or 
whether participants effectively ignored the increased visible 
layers as a form of a sub-nesting strategy, we used an eye 
tracker to explore whether there is a relationship between 
depth and the number of fixations on each layer of visible 
depth, as well as measure any changes in pupil size, which 
has been shown to be a good reflection of mental effort [2]. 

 

III. METHOD 

A. Participants 

Having received ethical approval from the University of 
Reading School of Psychology and Clinical Language 
Sciences, we recruited 18 participants (15 women, 3 men, 
age range: 21 - 27, mean age: 24.23), to take part in our 
experiment. All participants had normal or corrected to 
normal vision, while none claimed to suffer from colour 
blindness or any other disorders that would impact the 
selective attention task. The participants were asked to sign 
consent forms, asked to read the information sheets, and 
were debriefed at the end of the experiment.  

B. Materials and Design 

The 3D pictures folder (Figs. 2 & 3) was built using 
Javascript and the three.js library (a popular retained mode 
library for 3D development) and was optimized to run well 
on the Google Chrome web browser. The folder was then 
populated with 304 pictures of 190x190 pixel resolution 
made up of people, groups of people, animals, and various 
objects. Each visible layer was made up of 16 pictures, while 
the groups themselves were of equal size and placed in the 
environment following a random uniform distribution.  

Figure 2.  The 3D WIMP pictures folder with four visible layers 
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The space between each picture on the horizontal axis 
was set to be 1/10th of the total screen width (which was 192 
pixels when the layer was as “close” to the screen as 
possible), while the space between each picture on the 
vertical axis was set to 1/20th of the total screen height 
(which was 60 pixels when the layer was as “close” to the 
screen as possible). The distance between the layers was set 
to ten default arbitrary units in 3D “depth” as set by the 
three.js library.  

 

 
Figure 3.  The 3D WIMP pictures folder with two visible layers 

Since the target was selected randomly for each trial, 
differences in low-level (bottom-up) feature complexity and 
semantic differences with nontargets was not controlled, 
however, we expect that the random sampling of pictures 
from multiple categories, as well as the random selection of 
the target in each trial leads to a decreased likelihood of our 
results being affected from large differences in salience 
between target and neighbouring nontargets. 

Figure 4.  A ray-casting algorithm was used to measure the number of 
fixations on each layer 

The mouse interaction purposely resembled the classic 
2D WIMP interface, even though movement occurred along 
the z axis (in and out of the environment) using the mouse 
scroll wheel. This movement was essentially a translation of 

image on the z-axis, and no transition animations were used. 
Rotations along the x or y axis were not implemented, in 
order to decrease the overall complexity of interacting in a 
3D environment using a 2D input device [12]. Rotations on 
the z axis were implemented, however this feature was 
disabled during the experimental stage in order to facilitate 
the overlay of eye tracking data to the environment.  

An Eyelink 1000 eye-tracker (SR Research, Montreal) 
was used to record fixations. The chin rest was placed 70cm 
away from a large 28” monitor (16:10 aspect ratio), with a 
screen resolution of 1920x1200 pixels, while the sampling 
rate for the eye tracker was set to 500 samples every second. 
Calibration was kept at < 0.50 of error, (~ less than half the 
width of a human thumb at arm’s length).  

Our software recorded the number of intersections 
between eye fixations and pictures, as well as pupil size, with 
iterations occurring asynchronously every millisecond, with 
~30ms maximum delay. The fixation measurement was 
implemented using a ray casting algorithm that would 
measure a fixation in the same way a mouse click would 
work when selecting a picture (Fig. 4). The target detection 
times were extracted from the eye tracking data once a 
fixation had occurred on the target that subsequently led to 
its selection using the mouse. Target identification errors 
were measured by the amount of clicks on a nontarget during 
each trial. The whole process has been summarised in Fig 6. 
 

C. Procedure 

After a small automated tutorial on the user interface, 
participants were presented with a random target in the 
beginning of each trial. Once they felt they were ready to 
begin, participants were instructed through text on the screen 
to press the spacebar and start the trial (Fig. 5).  

 

 
Figure 5.  A random target would appear before the beginning of every 

trial. Participants were expected to maintain the target in working memory 

during the visual search task 

Upon target detection, the participants would click on the 
target and proceed to the next trial, if they made an error and 
clicked on a nontarget, that picture would be coloured red to 
provide feedback to the participant that they had made a 
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recognition error. Furthermore, if the participant felt they 
were unable to find the target image they could choose to 
skip the trial (this was logged as a failed trial). At the end of 
either 64 trials or one hour, the experiment would end. 
Furthermore, participants were allowed to take short breaks 
every 10 minutes, hence, the eye tracker was calibrated and 
validated before each block of trials. Only seven participants 
managed to finish all the trials, while the range overall was 
from 32 to 60 (mean = 54.33, σ = 11.31). 

 

 
 

Figure 6.  System Architecture illustrating the connections between the 

eye tracking and experimental machine, as well as the process of extracting 
playback information and data for the analysis 

IV. RESULTS 

The target detection time (RT) data did not follow the 
normal distribution, therefore, the non-parametric Kruskal-
Wallis test was used in place of a one-way ANOVA, with 
visible depth as the independent categorical variable with 
three levels (two - four layers of visible depth), and RT as 
the dependent continuous variable. We failed to find any 
evidence to support that increasing the layers of visible depth 
lead to an increase in RT, since our results were not 
significant. However, using Kruskal-Wallis to investigate 
whether there was a significant main effect of depth on target 
identification errors; we found a significant result (H = 6.8, p 
= 0.03), while pairwise comparisons using Dunnett’s 
procedure (with two layers of visible depth as the control), 
revealed that trials with four layers of depth produced 
significantly fewer errors than trials with two layers of depth 
(p = 0.05). This was not the case when comparing trials of 
two layers with trials of three layers of depth. 

To investigate the results further, we took the ratio of 
fixations from our eye tracking data between the first layer of 
depth and all other layers. Formally this can be expressed as: 

∀i ∈ {0,…,n}. Ri = Fi / (Fi + Oi) where R is the vector of 

fixation ratios, F is a vector populated with number of 
intersections on the first layer, and O is a vector populated 

with number of intersections on other layers. Even though 
the fixation ratio data did not fit the normal distribution, we 
successfully transformed the data to satisfy the normality 
assumption by simply raising all the values to the power of 
two. This was then confirmed subjectively using QQplots 
and objectively using Shapiro-Wilk (p > 0.05), allowing us 
to use a one-way ANOVA for the analysis. The test revealed 
that the layers of visible depth had a significant effect on 
fixation ratio (F(2, 132) = 11.63, p < 0.001), while multiple 
comparisons using the Tukey test reported significantly 
lower ratio of first layer to other-layers fixations when there 
were three visible layers of depth compared to two visible 
layers of depth (Mdiff = -0.07, 95% CI, [-0.13, -0.01], p = 
0.02), as well as when there were four visible layers of depth 
compared to two layers of depth (Mdiff = -0.12, 95% CI, [-
0.18, -0.06], p < 0.001). We did not, however, find a 
significant difference in fixation ratio when comparing three 
and four layers (Fig. 7). Finally, average pupil size was also 
extracted for each level of depth and compared using 
Kruskal-Wallis (since the data, again, did not fit the normal 
distribution), however, the results were not significant, 
indicating no changes in pupil size as a result of increased 
visible depth. Finally, it is worth mentioning that we did not 
find an increase in target detection times and errors in 
relation to trial number (i.e., there was no measurable 
performance decrease due to fatigue). 

Figure 7.  Ratio of fixations between the first layer of depth and all other 
layers, as visible leayers of depth increase.  

(Error bars are 95% CI) 

V. DISCUSSION 

The result of our study supports that increases in the item 
set size (in this case, pictures) caused by adding more layers 
of visible depth does not impact overall target detection 
times. One may be tempted to assume that this is due to a 
top-down sub-nesting strategy, where pictures in depth are 
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effectively ignored in order to support the very serial and 
inefficient search that one would expect from complex 
pictorial stimuli. This is not entirely true, however, as our 
eye tracking data revealed that by making more layers of 
visible depth available to participants, fixations on the first 
layer decreased significantly (at least when comparing three 
or four layers with two layers of depth).  

We hypothesise that the decreased ratio of fixations on 
the first layer compared to other layers is either the result of 
(a) randomly occurring (due to the random distribution of 
items) highly perceptual feature contrasts in depth that 
capture attention (bottom-up), or (b) nontargets with features 
that resemble the target stimulus that may be harder to 
differentiate when unattended in depth (possibly because of 
the smaller picture size), capturing attention due to feature 
similarity to the target in memory (top-down). To further 
explore this, we conducted an exploratory meta-analysis of 
the data in order to see if increased depth also led to 
increased selection of items in depth. Much to our surprise it 
did not, illustrating that the relationship is very complex and 
warrants further investigation. Finally, increased layers of 
visible depth lead to decreased numbers of target 
identification error, but only when comparing two layers to 
four layers of depth.  

In conclusion, contrary to previous studies, which found 
depth to decrease performance in a 3D WIMP, our results are 
more optimistic, and suggest that adding depth does not 
impact target detection for this particular type of user action 
(find a picture in a folder). However, there is undoubtedly 
strong evidence to support that 3D WIMP interfaces do not 
work well (as can be seen by a plethora of previous studies), 
probably due to the lack of a suitable input device that can 
facilitate interaction in three-dimensions. Our results do not 
contradict past studies, per se, but rather indicate that if a 
more suitable 3D input device was manufactured, then 3D 
WIMP picture folders and photo galleries would not lead to a 
degradation of performance in the task of target detection. 
This supports the need for further research into novel devices 
that can perhaps replace the 2D mouse, although past 
attempts have failed in this regard (e.g., the 3D mouse is hard 
to use long-term since it leads to fatigue). Finally, we present 
these results with caution, as our study focused exclusively 
on usability and performance, rather than user experience. 
Therefore, we cannot argue that users would find a 3D 
picture folder compelling, even if it does not lead to 
performance degradation. In this regard, further research 
using qualitative methods would be appropriate, as well as a 
suitable next step for this research topic. 
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Abstract— This paper presents a work in progress aimed to 

develop a universal architecture based on Web services and 

semantic Web technologies, for evaluating Web accessibility by 

using a federation of multiple evaluation tools, and 

compounding a unique result report combining semantically 

the reports obtained by each tool. The definition of a standard 

interface for evaluation services is proposed, and its 

implementation using RESTful Web API (Application 

Programming Interface) is described. Services for automatic 

semantic composition of reports are described using W3C 

(World Wide Web Consortium) standards as RDF(S) 

(Resource Description Framework Schema), OWL (Web 

Ontology Language), SPARQL (Sparql Protocol and RDF 

Query Language) and EARL (Evaluation and Report 

Language).   

Keywords-Web accessibility; a11y; Web service; federated 

evaluation; semantic Web; Web api; metatool. 

I.  INTRODUCTION 

The accessibility of a Web site is essential to make it 
understandable, usable and practical for all users, including 
disabled people. To help determine the accessibility of a 
Web site, the World Wide Web Consortium has published 
the Web Content Accessibility Guidelines (WCAG) [1] that 
have been adopted as an international ISO (International 
Organization for Standardization) standard [2]. This standard 
establishes the minimum requirements for a Website to be 
accessible, overcoming barriers of access to any type of user. 
Other organizations have published their own Web 
accessibility requirements, such as Section 508, by the 
United States government; BITV (Barrierefreie Informations 
Technik Verordnung) by the Germany Government; or 
Stanca Act, by Italy Government. In general all these have 
much in common with WCAG that defines 61 accessibility 
success criteria to be satisfied by Web applications or 
Websites. To quantify the accessibility of a Website, the 
standard has created three levels of compliance: level A is 
reached by a Web site that accomplishes 25 specific success 
criteria, AA level requires meeting other 13 criteria, and 
AAA level is obtained when all criteria (61) are satisfied. 

Developers and testers of Websites can verify the success 
criteria using accessibility evaluation tools. The W3C 
maintains a Web page with the list of the most important 
tools [3], including online tools. In general, an online 
evaluation tool is a Web application that allows the user to 
enter the URL (Uniform Resource Locator) of the Website to 

be tested obtaining an assessment report, which includes the 
accessibility requirements verified, those non-verified 
(requiring manual assessment), errors found and warnings. 
However, not all the tools have the same efficiency making 
essential the execution of different tools to complement the 
results. This procedure is tedious, as each tool uses a 
different user interface with different options and various 
formats for the results. To solve this problem, this paper 
presents a work in progress aimed to develop a universal 
architecture for evaluating Web accessibility using a 
federation of multiple evaluation tools, and compounding a 
unique results report combining semantically the reports 
obtained by each tool.  

The following section describes the proposed 
architecture. In Section III, the definition of a standard 
interface for the accessibility evaluation services included in 
the architecture is presented. Section IV describes the basic 
services proposed for semantic composition of results 
reports. In the final section, some conclusions and other 
related works are presented. 

II. SERVICE-BASED ARCHITECTURE 

The proposal architecture is for any accessibility 
evaluation meta-tool system, which uses other evaluation 
tools in a federated way, receiving an evaluation request 
from a user, launching calls to a pool of federated tools, and 
finally compounding a single assessment report for the user, 
based on the results of each of the remote tools invoked. To 
implement this system, a service-based architecture with 
three layers is proposed (Figure 1). The choice of an 
architecture based on Web services is mainly given by the 
independence of the implementation details of each of the 
assessment tools available online. Each tool is independent 
from the rest, establishing its own decisions, and acting 
under its own autonomy. The levels proposed are as follows: 

Layer 3. It represents the user (person or software) who 
wants to perform a simultaneous evaluation of the 
accessibility of a Website using multiple assessment tools. 
To do this, the user must provide the URL, or HTML (Hyper 
Text Markup Language) code, of the page to analyze, the 
accessibility evaluation standard to apply (WCAG 2.0, 
Section 508, etc.), and data about the federation of tools (at 
least, the selection of tools to participate in the federated 
evaluation). 

Layer 2. At this level there are the services that manage 
user interface (Front-end management), and process the user 
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data (Back-end management). From these data, a federation 
service module is responsible for determining how to 
connect with the final assessment tools provided by the user. 
Then, launches the requests for evaluation to those involved, 
and receives reports with the results. At this level, there are 
other support services, explained in Section IV, for filtering 
and adapting the format of reports, and the semantic 
composition of a single overall evaluation report.   

 

 
Figure 1.  Service based architecture for accessibility evaluation. 

Layer 1. It includes remote tools that perform the 
evaluation of the accessibility of Web sites, and should 
expose its functionality as a Web service (Evaluation 
Service) with a standard interface, as it is explained in the 
following Section. 

III. STANDARD INTERFACE FOR EVALUATION SERVICES 

There is a growing number of online Web accessibility 
evaluation tools. And some of them expose their 
functionality through Web services using RESTful Web 
API technology [4]. This is the case of the following free 
use tools: AChecker [5], OWA [6], Tenon [7] and WAVE 
[8].  

Surely, the tendency to offer functionality through Web 
services will be extended to other existing online tools, 
which are now Web applications with user interface to be 
used with a Web browser. The problem is that every tool 
creates its own services, and its own input and output 
parameters, being different in all cases. As an example, 
Table I shows the input parameters of the evaluation service 
exposed by the four cited tools. It can be seen that, in 
general, at least the address of the Website to evaluate and a 
user ID or password are required. But there are tools 
offering other optional parameters, such as the evaluation 
standard to be applied. This is the case of AChecker with an 
optional “guide” parameter, whose default value is 
"WCAG2-AA", but that can refer to other standards such as 
the American "Section 508", the Italian "Stanca-act" or the 
German "BITV1". The other tools do not offer this 
possibility, because they only evaluate according to the 
WCAG standard.  

TABLE I.  API REQUEST PARAMETERS OF EVALUATION TOOLS 

AChecker 
Required: uri, id. 

Optional: guide, output, offset. 

OWA 
Required: format, url, key. 

Optional: level, resolution. 

Tenon 

Required: key, url (or src).  
Optional: appID, certainty, waitFor, fragment, 

importance, level, priority, ref, store, projectID, 

uaString, viewPortHeight, viewPortWidth. 

WAVE 
Required: key, url. 
Optional: format, reporttype. 

 
Also, the information that the tools include in response 

to the request made after the evaluation of accessibility is 
different in each case. Table II shows the data in response. 

TABLE II.  API VALIDATION RESPONSE OF EVALUATION TOOLS 

AChecker 

resultset, summary, status, sessionID, 
NumOfErrors, NumOfLikelyProblems, 

NumOfPotentialProblems, guidelines (guideline, 
results (result (resultType, lineNum, columnNum, 

errorMsg, errorSurceCode, repair, sequenceID, 

decisionPass, decisionFail, decisionMade, 
decisionMadeDate))), errors (totalCount, error 

(message)). 

OWA 

Date, message, result (elements (forms, iframes, 

images, links, linksImages, tables, total), image, level, 
principles, resolution, summary, url). 

Tenon 

status, message, documentSize, responseExecTime, 

responseTime, sourceHash, request (appID, certainty, 
docID, importance, key, level, priority, 

priorityWeightissueLocation, ref, responseID, 

projectID, uaString, url, viewport, fragment, store), 

clientScriptErrors (message, stacktrace), globalStats 

(allDensity, errorDensity, warningDensity), 

resultSummary (density, issues, issuesByLevel, tests), 
resultSet (bpID, certainty, priority, errorDescription, 

errorSnippet, errorTitle, position, ref, resultTitle, 

signature, standards, tID, xpat), apiErrors (line, 
message, sourceId, tID). 

WAVE 

status (error (code, description)), categories 

(description, count, items (count, id, description)), 
statistics (creditsremaining, pageurl, pagetitle, waveurl, 

time, allitemcount, totalelements).  
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Another problem is the format of the result. AChecker, 
OWA and Tenon allow to optionally specify the format as 
an input parameter: HTML, XML (eXtensible Markup 
Language), JSON (JavaScript Object Notation); while 
Tenon always returns the information in JSON format. 

In short, it can be seen that it is difficult to combine all 
the results and unify the input parameters, so it would be 
necessary to create a standard interface to be met by tools 
interested in participating in the federation of their services. 
Authors of this paper are working on creating a universal 
interface proposal, covering all possible input data, and 
producing a result with self-descriptive structure, based on 
the standard language EARL [9].  

TABLE III.  EXTRACT OF AN EVALUATION REPORT USING OWA API 

@prefix earl: <http://www.w3.org/nss/earl#> . 

@prefix ptr: <http://www.w3.org/2009/pointers#>. 

@prefix doap: <http://usefulinc.com/ns/doap#> . 

@prefix a11y: <http://example.org/a11yResources.owl#> . 
@prefix wcag2: <http://www.AccessibleOntology.com/WCAG2.owl#>. 

 

ex:assertion_OWA a earl:Assertion ;  
earl:assertedBy a11y:OWA_API ; 

earl:subject <http://www.example.org/page.html> ;   

earl:test wcag2:SuccessCriterion_111; 
earl:result ex:OWAResult .  

 

wcag2:SuccessCriterion_111 a earl:TestRequirement . 
 

a11y:OWA_API a earl:Software; 

   doap:name "OWA Web Service API"; 
   doap:homepage <http://observatorioWeb.ups.edu.ec/oaw/apirest.jsf> . 

    

ex:OWAResult a earl:TestResult; 
  earl:outcome earl:failed; 

  earl:pointer ex:ptr1_OWAResult .  

 
ex:ptr1_OWAResult a earl:Pointer, ptr:LineCharPointer; 

ptr:lineNumber  "37"; 

ptr:charNumber  "8" . 

 
Tables III and IV show EARL extracts of reports to be 

used in Section IV. In both cases, for simplicity, the reports 
are represented using the Turtle RDF serialization syntax 
[10], although they could be obtained in other formats such 
as RDF/XML or JSON-LD (JSON for Linked Data). The 
reports consist of a list of triplets "subject predicate object" 
to describe the results. For example, the report in Table III 
indicates that a fail has been found, because of the 
noncompliance with the success criteria 1.1.1 of WCAG 2.0 
on line 37 in the Web page www.example.org/page.html, 
using as evaluation tool the API provided by OWA. 

IV. SERVICES FOR SEMANTIC COMPOSITION OF REPORTS 

A problem to be solved when trying to do a joint or 
federated evaluation of the same Website, is how to 
combine the results obtained by each tool. It may be the 
case shown in Figure 2, in which a user wants to use two 
tools, and to evaluate the Web page according to the rule 
Section 508 existing in the US. In this case, only the 
AChecker tool can evaluate Section 508. However, the other 

can make an evaluation according to a similar standard as is 
WCAG 2.0. 

 
Figure 2.  Basic user interface of a federation based meta-tool. 

The solution proposed here is to include in the 
architecture a service and a knowledge base, both based on 
semantic technologies such as ontologies, able to help 
determine the equivalence between both standards. In this 
context, semantic technologies refers to technologies that 
facilitate the description of the meaning of information, so 
that this information can be compared or combined with 
other information with similar meaning without the need of 
the intervention of a person, using for that a specific 
software, such as intelligent agents. 

Ontologies are implemented using semantic Web 
techniques, such as OWL, RDF (S) and SPARQL [11]. And 
they are compatible with the EARL language to describe 
individual reports returned by each tool. There are 
ontologies to model the WCAG standard, as the one 
referenced in Table III, but new ontologies must be created 
to conceptualize other standards, as Section 508, and apply 
techniques for mapping ontologies to align all involved. The 
authors of this paper are collaborating in the creation of 
ontologies about accessibility to model standards 
(section508.owl in Table IV), but also to model and classify 
evaluation tools (a11yResources.owl in Table IV).  

TABLE IV.  EXTRACT OF AN EVALUATION REPORT USING ACHECKER API 

@prefix s508: <http://example.org/section508.owl#> . 
 

ex:assertion_AChecker a earl:Assertion ;  

earl:assertedBy a11y:AChecker_API ; 

earl:subject <http://www.example.org/page.html> ;   
earl:test s508:req_1194_22_a; 

earl:result ex:ACheckerResult .  

 
s508:req_1194_22_a a earl:TestRequirement . 

 
a11y:AChecker_API a earl:Software; 

   doap:name "AChecker Web Service API"; 

   doap:homepage <http://achecker.ca/checkacc.php> . 
 

ex:ACheckerResult a earl:TestResult; 

  earl:outcome earl:failed; 
  earl:pointer ex:ptr1_ACheckerResult .  

 

ex:ptr1_ACheckerResult a earl:Pointer, ptr:LineCharPointer; 
ptr:lineNumber  "25"; 

ptr:charNumber  "10" . 
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Table V shows Turtle RDF code for declaring in the 

knowledge base that the success criterion 1.1.1 of WCAG 
2.0 is semantically equivalent to the requirement 1194.22 
(a) of Section 508. Both standards require that in an 
accessible Web page, a text equivalent for every non-text 
element shall be provided. Thus, a combined report can be 
composed using SPARQL [12] and a software reasoner that 
can make inferences from rules in ontologies. The authors 
are using for this Jena, an open source Java framework that 
allows programming SPARQL queries and has integrated 
reasoning, but also it allows us embed external reasoners as 
Pellet, or FaCT Racer [13]. 

As an example, Table VI shows a possible query and 
Table VII the result. It can be seen that through the 
mechanism of reasoning in the knowledge base, it has been 
inferred that the requirement 1.1.1 detected by OWA is 
equivalent to 1194.22 (a) of Section 508, and appears as 
such in the report, since the user had indicated (Figure 2) 
that he/she wanted to evaluate accessibility according to 
Section 508. 

TABLE V.  EXTRACT OF THE KNOWLEDGE BASE 

@prefix owl: <http://www.w3.org/2002/07/owl#> . 

@prefix s508: <http://example.org/section508.owl#> . 
@prefix wcag2: <http://www.AccessibleOntology.com/WCAG2.owl#> . 

 

s508:req_1194_22_a   a s508:Requirement; 
s508:hasDescription "1194.22(a) A text equivalent for every non-text 

element shall be provided"@en . 

 
s508:req_1194_22_a owl:sameAs wcag2:SuccessCriterion_111 . 

 

wcag2: SuccessCriterion_111 a wcag2:SuccessCriterion; 

wcag2:hasDescription "Non-text Content: All non-text content that is 

presented to the user has a text alternative that serves the equivalent 

purpose, except for the situations listed below."^^xsd:string . 
 

wcag2:SuccessCriterion_111 owl:sameAs s508:req_1194_22_a . 

TABLE VI.  SPARQL SENTENCE TO OBTAIN A COMBINED REPORT 

prefix earl: <http://www.w3.org/nss/earl#>  

prefix ptr: <http://www.w3.org/2009/pointers#> 

prefix doap: <http://usefulinc.com/ns/doap#>  
prefix s508: <http://example.org/section508.owl#> 

SELECT ?tool ?desc ?line ?char 
WHERE { ?a a earl:Assertion . 

?a earl:assertedBy ?tool . 

?a earl:test ?req . 
?req a s508:Requirement . 

?req s508:hasDescription ?desc . 

?a earl:result ?res . 

?res earl:outcome earl:failed . 

?res earl:pointer ?pt . 

?pt ptr:lineNumber ?line . 
?pt ptr:charNumber ?char . } 

TABLE VII.  RESULT OF THE SPARQL QUERY 

tool desc line char 

AChecker_API “1194.22(a) A text equivalent . . .” 25 10 

OWA_API “1194.22(a) A text equivalent . . .” 37 8 

 

Another problem that arises by combining results is the 
possibility of inconsistencies between the results of different 
tools for the same accessibility requirement. For example, a 
tool can determine that the success criterion 1.1.1 is satisfied 
because all images have an alternative text, whereas another 
more advanced tool could determine that the goal was not 
met because it has detected as alternative text images the 
filename of the image archive, which is not suitable to 
describe an image. The proposed architecture includes a 
filtering service to help resolve these cases. This service 
must also manage preferences expressed by the user on how 
to resolve conflicts, but can also access the knowledge base 
and a database with statistical results of previous 
assessments that help determine the reliability of each tool 
for each requirement. This is in line with what other experts 
proposed [14]. 

V. CONCLUSIONS 

This is a work in progress that provides a solution to the 
problem of interoperability between tools for evaluating 
Web accessibility, and allows automatic composition of 
evaluation reports from different sources. No other 
proposals have been found to solve this problem. There are 
studies that address part of the problem, as is the case of 
[15], which also proposed an architecture and use of EARL 
format to compare results from different tools, but neither 
combining results nor using Web services. There are also 
tools that reuse open source available from other evaluation 
tools, is the case of QuickCheck [16], reusing specific 
functionality of the tools Chrome Developer Tool, Axe 
Engine and HTML Code Sniffer, but without the possibility 
of combining the results or federation, as it is not based on 
Web services.  

The main contributions of this work are mainly two: 
first, a new standard API for online accessibility evaluation 
tools that serves as a single and common interface through 
which it can access all the functionality offered by any of 
the current tools, and flexible enough to support new 
functionality to appear in the future. A second contribution 
is a new mechanism based on this interface that, using  
federation of services and semantic technologies, allows 
combining the results of evaluations of the same Website by 
different tools, applying different criteria or preferences 
established by the user.  

The idea of federating services and sematic combination 
has been proposed and applied previously by the authors of 
this paper, having implemented similar architectures in 
other application areas, such as the federation of search 
results in distributed learning objects repositories [17]. This 
previous experience is now been applied to implement the 
proposed architecture for the case of Web accessibility 
evaluation. 

We are currently working on implementing a first 
version of a prototype that meets the architecture and basic 
functional requirements that reflect the main ideas described 
in this paper. The goal is that it can be useful especially for 
evaluators who know standards such as WCAG or Section 
508. In the future, additional requirements will be 
considered, such as those relating to the usability of the tool 
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and ease of interpretation of the evaluation results, so that it 
can be used even by people who do not have a thorough 
understanding of Web accessibility standards.  
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Abstract— At present, User Experience (UX) is a recognized 

concept that appraises the quality of user interaction on 

websites. Despite the fact that users with disabilities face 

obstacles that hinder their experience in Web interaction, the 

UX concept has not been extended to include their specific 

requirements. This work proposes an empirical review of the 

aspects that impact on UX of users with disabilities, including 

not only the Usability and Information Architecture but also 

Accessibility issues.  The context of the application is related to 

Open Educational Resources (OER) websites due to their 

importance for opening learning opportunities to all people 

around the world. Although the UNESCO Paris Declaration on 

OER (2012) recognized that “everyone has the right to 

education,” people with disabilities are still excluded from full 

participation in OER-based learning because of design issues 

on OER websites. Further, we have considered the standards 

and best practices that should be applied to these aspects to 

recognize the problems that need to be addressed to improve 

the quality of the UX of users with disabilities, particularly in 

OER websites. The results of this work contribute to a better 

comprehension of UX from the perspective of users with 

disabilities in order to support the inclusive vision of the OER 

Initiative.   

Keywords— Open Educational Resources; OER; User 

Experience; UX; Web accessibility; Web usability; Information 

Architecture. 

I.  INTRODUCTION 

The statistics presented by the World Health 
Organization in the World Report on Disability (2011) [1] 
states that one billion people, about 15% of the world’s 
population, live with some form of disability. Further, 
according to the United Nations [2], the population of older 
adults will increase from 841 million (11.7%) in 2013 to 2 
billion (21.1%) in 2050. These data show the importance of 
this vulnerable group of population which, according to the 
United Nations, is still excluded from equitable access to 
educations, health, employment and social protection. 

Concerning the Web, users with visual and hearing 
impairments, restricted movement of the upper limbs, 
cognitive issues, and problems related to aging, face barriers 
when interacting on the websites [3]. These issues are related 
to the lack of accessibility considerations in Web design.  

On the other hand, at present, one of the bases for a 
quality Web design is the User Experience (UX). This is a 
broadly defined term that involves all the aspects that 
influence the interaction of a user with a website, including 
attainment of goals, and subjective aspects such as the 
satisfaction of non-instrumental (or hedonic) needs, and 
acquisition of positive feeling and well-being [4]. However, 
this concept has not spread to address the particular 
requirements of users with disabilities.  

In this work, we propose an empirical review of the 
supporting aspects that influence the quality of UX, such as 
Web usability and Information Architecture, and, 
considering the particular needs of users with disabilities, we 
include Web accessibility as an essential aspect of UX.  

In a complementary way, we propose standards and best 
practices for each aspect in order to define recommendations 
for improving UX quality of users with disabilities. This 
proposal does not consider a specific disability, but it 
presents recommendations related to some of the common 
disabilities. 

Furthermore, the UNESCO Paris Open Educational 
Resource Declaration (OER) (2012) [5] recognized the 
worldwide impact of OER usage and the need for inclusion 
of all society groups, in particular, people with disabilities. 
The term OER was coined by UNESCO (2002) [6] to refer 
to digital contents that support education and has been 
released under open license to be used and re-purposed by 
others. These digital contents are stored in repositories 
available through websites at a global level [7] and include 
full courses, course materials, textbooks, and any other tool 
used to support access to knowledge [8]. 

Some OER websites do not consider essential aspects of  
UX, such as Web accessibility [9][10], and supporting 
aspects, such as Web usability and Information Architecture  
[11]. Since users with disabilities need to interact with OER 
websites, it is relevant to review how these aspects affect 
their UX.  

Due to the importance of education as a fundamental 
right for all people, including people with disabilities, we 
have tackled the UX of users with disabilities in OER 
websites, because, the quality of UX for these users could 
encourage their inclusion in OER-based learning 
opportunities. As a demonstrative context of the aspects of 
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UX that need improvement, we are referring to a large-scale 
OER website. 

The structure of the paper is as follows. Section II 
describes the concept of UX and the main aspects of UX to 
be addressed. Each of these aspects is presented in the next 
sections. Section III discusses the Web accessibility concept 
and the accessibility guidelines; Section IV presents Web 
usability issues and their impact on users with disabilities, 
Section V presents the basis of Information Architecture. 
Finally, Section VI presents the Conclusion and Future work. 

II. USER EXPERIENCE 

User Experience (UX) focuses on having a deep 
understanding of users, their needs and their limitations. This 
is a paramount consideration in relation to users with 
disabilities because they use the Web in a different way than 
other people.   

According to the results of a survey that considers the 
point of view of researchers and practitioners, there is an 
agreement that UX is dependent on the context of the 
website and the individual interaction on the website. It 
means that UX is particular for a user and his own goals on a 
website [12]. This agreement matches with the definition of 
UX in the standard ISO 9241-210:2010 Ergonomics of 
Human-System Interaction [13]: “A person's perceptions and 
responses resulting from the use and/or anticipated use of a 
product, system or service”. 

The different definitions of UX emphasize different 
aspects. For example, one of the precursors of this term 
states that UX implies all aspects of the users’ interactions 
within the website, considering their expectations about the 
attainment of their goals [14].  

Other authors complemented this definition pointing out 
that the concept of UX embraces efficiency, effectiveness, 
and task accomplishment satisfaction [15].  While other 
authors [4] proposed, a holistic approach of UX that includes 
subjective aspects, such as the feeling of control, the 
appreciation of the pleasant look of the website, and positive 
aspects such as happiness or engagement. Thereby, UX can 
be conceptualized in a holistic approach aiming for a balance 
between pragmatic aspects related to task fulfillment and 
other non-task related aspects (hedonic and aesthetic, 
enjoyment). 

There is not a shared understanding of the fields 
pertaining to UX. Different approaches from academics and 
practitioners highlight some different elements and aspects. 
The most common aspects are usability and Information 
Architecture.  

Garret [14] considers elements of UX, such as user 
needs, the functional specifications and content 
requirements, the interaction design, and Information 
Architecture that provide the basis for navigation design.  

In a similar way, Fenn and Hobbs [16] prioritize the 
importance of Information Architecture for UX. Roto [17] 
emphasizes the role of usability in three blocks that 
configure UX, the context, the system and the user.  

Nevertheless, the specific case of users with disabilities is 
not mentioned. Hobbs, Fenn, and Resmini [18], and 
Tokkonen and Saariluoma [19] agree in considering usability 

and the Information Architecture as the aspects implied in 
UX, in addition to other aspects, such as user, product and 
company, for a corporative vision of UX.   

Other authors [20] [21] use the concept of UX to guide 
the software development process. They also include 
considerations about usability and Information Architecture 
as part of the requirements definition.  

In the literature review we have not found a reference of 
Web accessibility as an aspect involved in UX. Hence, in this 
work, we propose to add Web accessibility as a key aspect of 
UX from the perspective of users with disabilities.  For this 
reason, the improvement of the three aspects: Web 
accessibility, Web usability and Information Architecture 
enables enhancing the UX for all users including user with 
disabilities.  

III. WEB ACCESSIBILITY 

Web accessibility is an inclusive practice and hence an 
essential aspect that needs to be addressed to ensure access 
and interaction with the website by people with disabilities. 
Web accessibility aims to remove barriers that prevent 
people with disabilities in participating equitably in Web 
activities [3]. 

The Web Content Accessibility Guidelines (WCAG) 2.0 
[22], recognized as an International Organization for 
Standardization (ISO) standard (ISO/IEC 4500) [23] in 2012, 
is the most spread reference standard that guides the 
accessible Web design.  

This standard is structured under four principles with 
guidelines associated to each one. 

1. Perceivable.  Enable users to perceive the 
information being presented. 

2. Operable. Enable users to operate the interface. 
3. Understandable. Enable users to understand the 

information as well as the operation of the user 
interface. 

4. Robust. Enable to maintain access with technologies 
advance. 

Each guideline has a set of verifiable success criteria that 
are not technology-specific. Each criterion is associated with 
a conformance level A, AA, AAA, which indicates its 
impact on accessibility. To ensure minimal conditions for 
accessibility the AA level of compliance is required.  

Web accessibility cannot be reliably ensured because it 
depends on the user and his context; i.e. the kind and degree 
of disability of the user and his expertise level in using 
assistive technology [24].  

However, accessibility can be improved if the website 
meets an accessibility standard. In this work, we propose the 
use of the method called “conformance review” to verify if 
an OER website meets WCAG 2.0 requirements. This 
method can identify a larger range of diverse accessibility 
problems than other methods [25].  

Further, it can be supported by the use of automated tools 
that reduce the time and effort of the compliance evaluation 
[26]. These tools are software applications or online services 
that check the success criteria that are machine-testable. 

Nevertheless, not all success criteria can be tested 
automatically, and some require the expert human judgment. 
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Further, these tools can produce false or misleading results, 
such as false-positives or failures in identifying issues [27].  

By way of illustration, we show the evaluation of OER 
Commons, a prestigious large-scale OER website, with two 
accessibility evaluation tools. The evaluation for both tools is 
configured to WCAG 2.0 level AA.  Figure 1 displays a 
fragment of the screenshot that highlights the accessibility 
review results with AChecker [28]. These results show zero 
(0) for Known Problems, Likely Problems, and Potential 
Problems.  

 
Figure 1.  OER Commons Accessibility evaluation with AChecker. 

On the contrary, Figure 2 displays a fragment of the 
screenshot that highlights the accessibility review results 
with TAW [29]. These results show 47 problems and 396 
warnings. The failures identified in this accessibility 
conformance review need to be solved to improve website 
accessibility. It is advisable to review the techniques that 
provide guidance to Web content authors on meeting the 
success criteria of WCAG 2.0 [30]. 

 

Figure 2.  OER Commons Accessibility evaluation with TAW. 

These are not necessarily contradictory results because 
each tool performs the accessibility review with different 
coverage, completeness, and correctness. Therefore, it is 
recommendable to use more than one tool to complement 
and compare the evaluation results, improving their 
accuracy.  There is a wide availability of these evaluation 
tools [31], but not all of them can verify the compliance with 
WCAG 2.0. 

IV. WEB USABILITY 

According to the standard ISO 9241-11: 1998 Guidance 
on Usability [32] usability is “The extent to which a product 
can be used by specified users to achieve specified goals 
with effectiveness, efficiency and satisfaction in a specified 
context of use”.  Therefore, Web usability refers to the ease 
of use of the website, besides, the effectiveness, efficiency 
and satisfaction of goal achievement [15]. Effectiveness 
means the reliability and completeness in the goal 
achievement. Efficiency represents the effort and the 
resources expended by the user in the goal achievement. 
Satisfaction refers to the extent to which the expectations of 
the user are met.  

Further, Web usability is closely related to Web 
accessibility; both have similar goals, and some guidelines 
overlap significantly [33]. Best practices of Web usability 
contribute to better UX of users with disabilities and without 
disabilities. Some general usability practices are also 
included in accessibility guidelines because they can be 
barriers for people with disabilities. For example, a good 
practice for usability is the operation of the interface without 
a mouse, and it is also an accessibility guideline that states 
that all functionality must be available from a keyboard. This 
condition is helpful for users with mobility impairment or 
blind who experience difficulties to operate a mouse.  

The standard, ISO 9241-151:2008 Ergonomics of 
human-system interaction -- Part 151: Guidance on World 
Wide Web user interfaces [32] provides a set of guidelines 
for usability.  It is important to verify if the website is 
compliant with these guidelines in its design to improve 
usability. Due to the lack of space, we only present a 
description of the main topics covered in each category and 
how these guidelines could affect the UX of users with 
disabilities in OER websites.  

The categories are presented as main and secondary 
according to the topics that they address and their impact on 
OER websites. Table I shows the main categories that impact 
the achievement of primary tasks, i.e. searching and 
retrieving of resources, and Table II presents secondary 
categories that are complementary to the achievement of the 
primary tasks.   

By way of example, we review the usability on OER 
Commons website. On this website, we found a menu for 
adjusting preferences that improve usability and hence the 
UX. Figure 3 highlights a design resource that allows the 
modification of visual presentation of the interface with these 
characteristics: Text and Display (text size, text style, line 
spacing, and color & contrast); Layout and Navigation (table 
of contents); Links (larger, bold, and underlined); and, Inputs 
(larger for buttons, drop-down menus, text fields). 

 

Figure 3.  OER Commons Learner Options to enhance usability.  

Another good practice of usability enables the user to 
know how many results were retrieved and customize the 
number of results per page, as we can see in Figure 4.  

 

Figure 4.  OER Commons display search results per page. 
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TABLE I ISO 9241-11 MAIN CATEGORIES OF USABILITY  

Category (ISO 9241-151:2008) 
Users' 

disability 
Impact on users with disabilities 

Home Page 
The content of the home page is focusing on users’ tasks; the major 
options are explicitly represented through navigation menus that are 
organized in a logic order in a task-oriented manner. All the core 
tasks are reachable from this page. 

Blindness 
Options to guide the main tasks (search or browse the resources) on 
the home page simplifies the amount of information that users who 
use a screen reader need to listen before to take a decision.  

Cognitive  
The clarity and pertinence of the information encourage the 
comprehension by users with cognitive disabilities. 

Task Orientation 
The number of screens for task completion has been minimized; there 
are minimal requirements of scrolling and clicking for task 
completion; the key tasks are easy to carry out; the metaphors and 
icons are understandable by users; the interface is easy to learn for 
novice users. 

Blindness 
These guidelines are valuable for blind users because it reduces the 
amount of information that they need to listen for task achievement.  

Low vision 
Users with low vision who use screen magnifiers do not lose the 
vision of all context because of the scrolling requirements. For 
example, a list of resources that need vertical scroll. 

Cognitive  
The use of common icons and metaphors and a simple interface 
encourage the comprehension by users with cognitive disabilities. 

Navigation  
The navigation is predictable and convenient to users’ goals; the 
navigation includes global and local navigation, wizard navigation, 
breadcrumbs, site map; the information that users are most likely to 
need is easy to reach from most pages; navigation tabs are located at 
the top of the page; the navigation system is broad and shallow (many 
items on a menu) rather than deep (many menu levels). The use of the 
keyboard is enabled to operate the navigation. 

Blindness 

A blind user needs to identify the structure of a menu. Many levels 
on a menu affect its comprehension. For example, the 
categorization of the resources should be available through a 
different mechanism than a menu. Also, breadcrumbs help blind 
users to know where they are and where they come from.  

Upper limbs 
impairment 

The use of the keyboard to operate navigation instead of the mouse 
is the alternative for users with movement restriction on upper 
limbs. 

Cognitive  
The simplest and logical presentation of menus enables better 
comprehension of the choices to users with cognitive disabilities. 

Information Architecture 
The categorization of content is visible and useful to users; the 
category labels accurately describe the information in the category; 
the content organization allows the grouping, filtering, and sorting of 
resources. 

All 
The categorization of the resources is a critical aspect of improving 
usability in OER websites. It implies a logical grouping of 
resources that facilitate their searching and retrieving. 

Search 
The search box and advanced search are clearly distinguishable on the 
home page; the search results page is helpful to the user, it shows how 
many results were retrieved, ranked by distinct parameters, and 
allows the user to configure the number of results per page. The 
advanced search allows the searching refinement based on 
simultaneous parameters; the search results page displays useful 
meta-information that include accessibility characteristics and format 
of the resource, the creator or provenance of the resource, the 
educational level, and creation date. 

All 

The primary goal in OER Websites is the search and retrieve of the 
resources, indeed the searching facilities support the effectiveness 
and efficiency in this objective. For example, if the search and 
search advanced features are located in the home page, the users 
can execute this tasks immediately. The searching refinement on 
simultaneous parameters enables the accuracy of the searching of 
the resources. 

Forms and Data entry 
The forms are designed so users can complete simple tasks by 
entering only essential information; the pull-down menus, radio 
buttons and check boxes are used in preference to text entry fields; 
the fields on forms contain default values when appropriate; the fields 
contain example or model answers to make the expected input 
evident; there is a clear distinction between required and optional 
fields; the forms allow users to navigate with keyboard and 
distinguish the field with focus; the labels are close to the data entry 
field and meaningful. 

Blindness 

The simplification in form entry helps to blind users to avoid errors. 
For example, the labels of the fields, and default values or example 
values, also the identification of optional or required. 

Low vision 
Because of the use of screen magnifier, the users with low vision 
need to distinguish the field with focus, and the labels of the fields. 

Upper limbs 
impairment 

The forms need to be operated with the keyboard instead of the 
mouse. 

Cognitive  
The context help in forms, such as default values or model answer 
as well as the labels for fields encourage the comprehension by 
people with cognitive disabilities.  

Nevertheless, on the same website, we found a usability 
failure in search results display.  

Figure 5 shows that, at the bottom of the search results 
display, only the option “Load more” appears; it is proven to 
be inefficient for several hundreds of results.  

The lack of pagination to display a list of resources is a 
usability failure because users cannot navigate inside the 
subsets of search results (pages) to select what they need.  
The list of hundreds of resources becomes a very long 
vertical scroll. This also impact on the comprehension of the 
results, because they are presented out of the context of the 
option to refine the search. 

 

 

 

Figure 5.  OER Commons usability failure.. 
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TABLE II ISO 9241-11 SECONDARY CATEGORIES OF USABILITY 

Category (ISO 9241-151:2008) 
Users' 

disability 
Impact on users with disabilities 

Trust and Credibility 
The content of the website denotes to be up-to-date and reliable; each 
page follows the pattern design of the website; there are no 
grammatical, spelling or typographic errors 

All 
Blindness 
Cognitive  

The absence of writing errors encourages the comprehension of 
users with cognitive disabilities and allows an accurate recognition 
of the word by the screen reader. 

Writing & Content quality 
The text is concise; the information is organized hierarchically; 
headings and subheadings are straightforward and descriptive; each 
page is clearly labelled with a meaningful title that makes sense to 
users; the links have descriptive titles and match the title of 
destination pages. 

All 
Blindness 
Cognitive  

The structure of the information helps to users who use screen 
reader and users with cognitive disabilities to understand the 
content.  
The precise description of the links is helpful to users to take the 
decision about where they can go on the website. 

Page layout & Visual design  
Each page has a layout consistent with the website style; the page 
does not need horizontal scrolling; the fonts are readable; the most 
frequently used topics, features and functions are placed in a 
highlighted position on all pages; the website has an attractive 
appearance. 

All 
Low vision 

Users with low vision who use screen magnifiers can lose the 
context vision if there is horizontal scrolling on the page. Also, they 
require readable fonts. 
All users with disabilities require that the most frequently used 
topics, such as search or browse of the resources are located in 
highlighted position on all pages. 

Help, Feedback & Error tolerance 
The website provides context-sensitive help and feedback about 
errors; the website uses appropriate selection methods (e.g., pull-
down menus) as an alternative to typing; pages load in five seconds 
or less; error messages are explicit about the nature of error and the 
next action; the user is warned about slow-loading pages. 

All 
The context-sensitive help is a usability characteristic that facilitate 
the interaction of all users including users with disabilities.  

V. INFORMATION ARCHITECTURE 

The Information Architecture in the context of Web 
environments is related to data storage and its structure [16].  
In this work, we have adopted the concept of Information 
Architecture by Morville & Rosenfeld [34] that defines it as 
the relationships between the website content and its 
functionality. Information Architecture involves the 
underlying organization, labeling, search, and navigation 
system within the website.  

In OER Websites, Information Architecture enables a 
comprehensive and integrated structure of information 
available about resources for their searching and retrieval.  
This is achieved through the use of classifications, 
taxonomies, and metadata that enables the classification and 
description of each resource.  

A key aspect of Information Architecture in OER 
websites is the metadata standards used to describe and 
categorize the resources. Some OER websites use a non-
standardized way to label the resources instead of the 
metadata standard 

This issue affects the ability to find resources; without a 
common system of identification, users cannot easily search 
the resources [11].  Indeed, users often cite this issue as a 
major stumbling block hindering their more widespread use 
of the resources [35]. 

The most important metadata standards that include 
accessibility and educational field descriptor are Institute of 
Electrical and Electronics Engineers (IEEE) Learning Object 
Metadata (LOM) [36], and Learning Resource Metadata 
Initiative (LRMI) [37]. Not all metadata standards include 
these descriptors, therefore, they fail to identify resources for 
users with disabilities [38].  

Furthermore, there is a lack of agreement about metadata 
usage; while the main OER websites use a metadata 

standard, others describe resources using their own methods 
such as XML-based schemas or heterogeneous taxonomies 
[39].   

The main recommendation about Information 
Architecture to improve UX is the adoption of a metadata 
standard that enable meaningful categorization and 
classification of the resources in OER websites.   

This enables better navigation system and search system 
on these websites.  

VI. CONCLUSION AND FUTURE WORK  

Although the concept of UX has a broad view that 
implies subjective aspects inherent to users, in this work, we 
have focused on the aspects that are controlled by Web 
designers to improve the UX of users with disabilities.   

The context of the analysis has been the OER websites 
considering the searching and retrieving of resources as the 
primary users' goals. We have reviewed the extent of the 
application of standards and best practices related to Web 
accessibility, Web usability, and Information Architecture 
that positively impacts on UX of users with disabilities, but 
this benefit is also extended to all users. 

The outcomes of this review contribute to a better 
understanding of the challenges and barriers that users with 
disabilities face and that hinder them from taking advantage 
of this educational opportunity. Further, these outcomes can 
be used by Web designers and Web masters of the OER 
websites to make the corrective actions towards enhancing 
the UX for all users, including users with disabilities.  

In our future work, we are planning to address the UX 
depending on assistive technology and the type of disability. 
It is important to clarify that cognitive disabilities need a 
particular approach to the UX because of each user condition 
and require a joint effort with other areas such as medicine or 
psychology. 
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Finally, in this research, we have reviewed the UX on 
OER websites, but we have not explicitly included the UX of 
resources themselves, which require a more broad study that 
includes aspects related to pedagogical and didactic of the 
resource to be suitable for users with disabilities.    
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Abstract— Nowadays, computer operators and office workers
have a sedentary lifestyle. Technology is continuously
improving, but our actions become more mechanic. Office
employees have to stay in front of the PC almost all the day
long and this sedentary behavior is not good for their
health. As a consequence, people of all ages suffer through
health problems which are related to ergonomic factors.
Doctors always suggest to take breaks and move during work
hours to decrease the probability of a chronic disease. We are
proposing a system to interact with the PC using a chair. By
equipping a chair with motion sensing, the movement gesture
of a user can be detected which can be used as input device for
the PC. We have applied a machine learning algorithm to
calculate the threshold for detecting three types of gestures (tilt
backward, rotate right, rotate left) to control Windows Photo
Viewer. The user evaluation shows that more than 80% of the
users found it interesting and they achieved around 92%
accuracy while controlling the application.

Keywords—sedentariness, gesture chair, Ergonomic factors,
HCI, MPU-6050

I. INTRODUCTION

During everyday office work, we generally control our
computers with keyboard and mouse sitting in front of them.
When we work in our office in front of computer, we spend
most of our work time in a sedentary way. We remain seated
when we are on our way to the office by car, during
meetings, during lunch, etc. This sedentary behavior is
considered as an important ergonomic factor which may lead
to a variety of chronic diseases for people of all ages [23].
Due to prolonged seating, people may suffer from back pain,
neck pain, etc. Therefore, many proposals have emerged to
keep people moving during their work day. However, for
most of the office workers, it is difficult to achieve a
considerable reduction of the time spent seated within the
office environment. To promote physical activity even in
such sedentary situations, this work explores the possibilities
of using an interactive office chair to smoothly integrate
physical activity into the daily working routine. By
equipping a flexible chair with a motion sensor, the
movements of a person sitting on the chair can be tracked
and transformed into input events that trigger various actions
on a computer. Besides, interacting with computers for a
long period of time is tiresome also, so there is a need of an
alternate way to do the tasks other than regular mouse and
keyboard operations. This way, the “Interactive Gesture
Chair” becomes an input device that is ubiquitously

embedded into the working environment and provides an
office worker with the possibility to use the movements of
his body for rotating, tilting or bouncing a chair to intuitively
control operations on desk computers. . Considering health
issues, in our proposed architecture, the user has to move his
body which is at least better than staying a long period of
time in the same position. Recently, Massachusetts Institute
of Technology (MIT) have started working on chair gesture
[11][14][15]. Utilizing these chair gestures into a frequently
used application is challenging. The success of this
‘interactive gesture chair’ depends on proper integration of
the gestures with a frequently used desktop application. We
can see that ‘Windows Photo Viewer’ is an application
which is frequently used to view photos by the people of all
ages and professions such as teachers, students, researchers,
office workers etc. We have integrated our ‘Interactive
Gesture Chair’ with a customized Windows Photo Viewer to
watch pictures considering the ergonomic issues, which will
reduce the probability of developing chronic disease.

We have collected data from sensors attached with the
chair and labelled them with gesture names (tilt backward,
rotate right, rotate left). We applied decision tree algorithm
to automatically calculate threshold values to determine
gestures. Afterwards, these gestures are mapped with
windows commands to control the photo viewer application.

The rest of the paper is structured as follows. In Section
II, we present the related work. In Section III, we describe
our system design. Section IV discusses the implementation
and Section V presents the evaluation of our proposal. We
conclude in Section VI.

II. RELATED WORKS

Nowadays people are trying to design some natural ways
to interact with computers instead of mouse and keyboard.
To follow that, people are equipping sensors with frequently
used things to establish communication with a PC. A chair is
one of the frequently used pieces of furniture to be equipped
with sensors to use as input device of computer. In the
previous works of Media Interaction Lab [14][21] they have
used Gyroscope and Accelerometer to detect movement of
the chair and controlled multimedia player by some defined
gestures. Another chair based gesture detection [15] uses
Lumia smartphone for getting sensors data which performs
both music player control and Web browsing. The
Unadorned Desk [22] is an example for this kind of
interaction. It uses physical space around a desktop
computer for mouse input. Internet Chair [6] was used for
performing tilting, rotating gestures for browsing and
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navigation through Web pages. ChairIO [1] introduced chair
based gaming control like joystick. The ChairMouse [3]
translated natural chair rotation into cursor movement for
effective navigation through large displays.

In all existing works, thresholding approach is applied to
detect gestures. Thresholding does not work properly
because the threshold was empirically determined which has
some problems in case of gesture variation produced by
various users of different weight and height. Thresholding
does not give a universal threshold value that will work for
every user. We have collected data of the people of different
regions of the world such as Africa, Middle East and Asia
and then we applied a decision tree algorithm. The decision
tree would give better result than a threshold.

III. SYSTEM DESIGN

To detect the movements of the chair we need to equip
the chair with accelerometer and gyroscope. For that we
need a Magnetic Pickup Unit (MPU), MPU-6050 sensor.
MPU-6050 is an Inertia Measurement Unit (IMU) sensor.
Among many IMU sensors, we found that MPU 6050 to be
the most reliable and accurate IMU sensor. Apart from being
significantly cheaper than the other sensors, the MPU 6050
performs much better too. The MPU 6050 is a 6 DOF
(Degrees of Freedom) or a six axis IMU sensor, which
means that it gives six values as output: three values from the
accelerometer and three from the gyroscope. The MPU 6050
is a sensor based on MEMS (Micro Electro Mechanical
Systems) technology. Both the accelerometer and the
gyroscope are embedded inside a single chip. This chip uses
I2C (Inter Integrated Circuit) protocol for communication
[23].

The MPU 6050 communicates with the Arduino through
the I2C protocol. Arduino [24] is an open source framework,
a mega board to read inputs from sensor such as MPU 6050.
The MPU 6050 is connected to Arduino as shown in Figure
1.

Figure 1. MPU 6050 interfaced with Arduino Mega

IV. IMPLEMENTATION

Our proposed system is shown in Figure 4. It is a
portable system because we can move the chair anywhere
while the sensors are accoutered at the back side of the chair.

We have collected the data from the accelerometer and
gyroscope for the people of different weights and ages for
rotating right, rotating left and tilting back. Values have been
passed through a Bluetooth device to PC from Arduino to
analyze. We have used a machine learning algorithm which
is a decision tree to find out the threshold value for 3
gestures (tilt backward, rotate right, rotate left). To apply a
decision tree on our collected data we had to label our data
by left, right, back and steady (no gesture). Before labeling
our data we have discarded the first 200 data points from
every gesture instance to remove noise. The main
functionality of a machine learning algorithm is to classify
the input data into a class. If an input data cannot be
classified into any class then that input data is classified into
no class. As ‘no class’ we have used ‘steady’ to define that
the current input data cannot be classified into rotate left,
rotate right or tilt back. After labeling the data, we made a
file that includes only labeled data. We used that file as an
input file for Weka [25] to run the decision tree on that
labeled data. After running the decision tree on the labeled
data, it generates a threshold value for every gesture as
shown in Figure 3. We used that threshold values to define
gestures. Using these defined three gestures, we have
controlled Windows Photo Viewer. Rotate Right gesture is
used to view next photo, rotate left gesture is used to view
previous photo and Tilt Back Gesture is used to turn
ON/OFF the slide show, as shown in Figure 2. The tabular
representation of gesture mapping is shown in Table 1.

Figure 2. Definition of gestures

Figure 3. Result of decision tree
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Figure 4. Back View of Chair

TABLE 1: TABULAR REPRESENTATION OF GESTURE MAPPING

Rotate left To view previous photo

Rotate right To view next photo

Tilt backward To ON/OFF slide show

V. EVALUATION

The primary purpose of our evaluation was to evaluate
the current system by end users to facilitate future change.
We chose 10 users as participants to evaluate our system to
different extent. They were selected based on their weight
and height. Their weight was 46 to 146kg and height was 60
inch to 80 inch. Our experiment also shows that threshold
depends on height and weight. That is why height and
weight are important factors in gesture recognition.
Participants were randomly assigned to perform some
gestures from the set of defined gestures. We have defined
so far rotate left, rotate right and tilt back gestures. For now
we experimented with Windows Photo Viewer of Microsoft
Windows 7. Some photos were selected and kept into a
folder for this evaluation purpose. One of these photos was
opened by Windows Photo Viewer. Then Windows Photo
Viewer was controlled by the gestures, such as ON/OFF
slide show, view next photo, view previous photo. Users
performed various gestures in random order. Each of them
performed different gestures for a specific duration of 300
seconds. During this time, the number of gestures detected
for each user was slightly different. For example, one
performed 70 gestures but another performed 56 gestures in
300 seconds. Also, we counted correct and incorrect
detection of gestures. The error rate was around 5 per 60
gestures. There was another challenging issue of detecting
tilt back gestures, people having more weight felt easy to

perform the tilt back gesture. Users had to fill out a small
questionnaire with various aspects of the experiment. We
found almost 70-80% had found it interesting, 10-15%
found it somehow cumbersome. Questionaries’ also include
some open ended questions about improving our system.
Some said, it would be better if the program would have
good graphical user interface. Some pointed out that,
unintentional movement sometimes triggers meaningless
gesture events. Participants seemed to be concerned about
accidentally triggering actions on the computer through
naturally occurring movements (e.g., fidgeting, stretching).
Indeed, since users are constantly moving while seated on
chair, a major challenge for chair-based interaction is how
to effectively distinguish chair gestures from natural body
movement that may occur unconsciously during regular
work. An easy approach to avoid such unintentional input
is to let the user decide when gesture input started by
providing mechanisms to toggle gesture start or stop
dynamically when they need. Some more manual mode-
switching (e.g., pressing button on UI or maybe some voice
controls) will be part of our future research. Moreover, some
participants had bitter comments regarding the chair
gestures as they became annoyed or tired when performing
over a longer period of time. Since moving the whole body
to perform gestures with an active chair involves more
muscles than standard mouse or keyboard use, a certain
level of fatigue may occur with frequently giving
gesture input. However, we still can consider potential
positive sides (i.e., breaking up the monotony, relaxing)
over negative effects (i.e., fatigue, distraction) of the
proposed gestural chair interaction.

VI. CONCLUSION AND FUTURE WORK

We designed a system considering the chair gestures as
optional input modality so that people can use these gestures
occasionally when they prefer to interact with computers. To
do that a chair is accoutered with accelerometer and
gyroscope sensors. These sensors data provides us the
opportunity for real-time interaction with various types of
computer applications. We applied decision tree to find a
universal threshold on the sensor data to define gestures and
we found a universal threshold for every gesture. For that we
faced some challenges. One of the challenges was to detect
tilt back gestures, people having more weight felt easy to
perform the tilt back gesture but the people having less
weight faced some difficulties to perform tilt back gesture.
We have overcome this challenge by using decision tree
algorithm. Another challenge was to distinguish chair
gestures from natural body movement that may occur
unconsciously during regular work. Therefore, in the future,
we will attach an indicator which will tell the system when to
apply gestures. Another challenge was to remove noise from
sensor data. In the future, we will approach some other
machine learning algorithms for improving detections of
such gestures.
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Abstract—In this paper, we discuss the phenomenon of aging in
relation to Hofmann’s three perspectives on disease including
disease, illness and sickness role. We further discuss how the
introduction of technology supported elderly care changes our
perspectives on aging into becoming more disease focused.
Especially, in user situations where technology supported care
is introduced in order to prevent and reduce individual risks of
prospective elders at risk of becoming wanderers, or who need
support in order to avoid- or reduce outcomes of falls. Thus,
even if early introduction of technology supported care is
recommended in order to realize assistive technology to its
potential benefits, we raise critical concerns in how this also
can change our view of aging from being a natural process of
life into a disease focused phenomenon.

Keywords-aging; disease perspective; assistive technology;
social implications of technology use.

I. INTRODUCTION

What classifies a condition to be defined as a disease?
Moreover, is aging a disease? Depending on whom we are
addressing these questions to, we can expect different
answers according to Hofmann [1]. There are well
established international classification systems such as the
International Classification of Diseases (ICD) that define and
classify diseases on the basis on a minimum set of criteria
[2]. However, even the ICD system changes over time as
new diseases constantly are introduced, and some diseases
are reclassified as rather being natural phenomenon as new
knowledge is gained. Hofmann [1] debates that the
classification systems and the criteria that define diseases are
fluctuating over culture – historical time, and that these
changes are based on our worldview, or gained knowledge
and science. For example, homosexuality was formerly
classified as a disease in Norway until the year of 1977 [1].
Homosexuality was viewed as a deviation from normality,
and one of the primary reasons for classifying homosexuality
as a disease was to avoid the homosexuals in feeling
stigmatized [1]. Moreover, those who were gay were not able
to sexual reproduce humankind. However, as new
technology, knowledge and science were developed,
homosexuality was over time viewed as a normal sexual
orientation, and human reproduction is achievable as new
technology can treat many of those who are infertile.

The classification of a condition can be made from
different perspectives on disease by the characteristics to

whom that are represented: the medical health professionals
(disease), the person who is being ill (illness) and the society
(sickness role) [1], see table 1 below. The different terms
presented in table 1 can have different departures of how we
view the phenomenon of aging, and these perspectives are
important to understand initially in order to discuss if we
could classify aging as a disease or rather as a natural
process of life. The term illness is associated with the person
who is experiencing the negative subjective illness [1]. This
negative experience of being ill can be present by the
subjective experience of pain and suffering, or symptoms or
a collection of symptoms (syndrome) [1]. The term disease
is reserved to the medical professionals who based on
objective signs and markers are able to classify a condition
according to the established classification systems of
diseases and related health problems (e.g., ICD [2]) [1]. For
example, a person can experience to be ill, without necessary
the health professionals approval of the illness as being a
disease. Moreover, the term sickness role is associated with a
certain social behavior that is colored by phenomena such as
social status and privileges. Thus, the sickness role is defined
by norms and values based on inter-subjective relationships
within the society [1].

TABLE I. THE THREE CENTRAL PERSPECTIVES ON DISEASE
ACCORDING TO HOFMANN [1]. COPYRIGHT: HOFMANN [1, P.134]

Term Meaning Characteristics

Illness,
To be ill

(Negative)
subjective experience
of the person who is
being ill.

Pain/Suffering,
Symptoms,
Syndromes
(collection of
symptoms).

Disease,
To have a disease

Signs and
classifications
observed and
identified by health
personnel.

Signs,
Marker.

Sickness, Sickness
role.

To be perceived as
having a sickness role
in a society.

Social behavior.

However, why all this eager to define a specific condition as
a disease? The main reason is that a disease diagnosis gives
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an ill person welfare benefits including the rights for cure (if
existing) or treatment (to regain health, reduce pain, reduce
risks, prolong life/ life-sustaining treatments etc.), as well as
a pause from duties and financial benefits, such as paid sick
leave [1]. Moreover, the society represented by the
government influences the redistribution of tax money
including making socioeconomics decisions. For example,
the government decides which diagnoses are the most
valuable to treat according to the Diagnosis-Related Group
(DRG) system [5] or which diagnosis that qualifies for
retirement. The government also decides indirectly which
diseases should gain more research finances in order to
obtain new knowledge for improved treatment.

The health care system can also have an interest in
treating those who are most valuable treating according to
performance-based financing of health care services as
defined by the DRG system. Furthermore, the health care
system is influenced professionally by the pressure from the
society and is forced to keep focus on diseases that are
valued as important research areas / grant areas. These few
examples illustrate the complexity of defining a specific
condition as a disease or not, and show that there are several
stakeholders involved, and that defining a condition as a new
disease has, among others, individual-, socio-economical and
medical consequences. Thus, the relationship between the
different perspectives on disease, illness and sickness is
highly intertwined as they all influence and rely on each
other.

A growing elderly population demands us to design new
ways of delivering health care in order to develop a
sustainable elderly care systems based on cost – efficient use
of scarce health care resources and shortage of health care
professionals. Several initiatives have been explored in order
to provide care services to more care takers by less use of
resources [3]. Thus, the introduction of assistive technology
is valued as an essential instrument in future elderly care; but
then we have to succeed in incorporate ICT – supported
elderly care in the overall elderly care trajectory – and not
just in specific acute phases, e.g., as a follow-up intervention
after hospital admission [4]. There are a number of ethical
dilemmas by the introduction of technology supported
elderly care. Prior studies that have touched on these
dilemmas are concerned about concepts such as intrusion of
the privacy, stigma of assistive technology use, or (false)
trust in the safety of technology use.

In many studies, the conclusion is that the ethical
implications need to be balanced with the personal gain of
assistive technology use, e.g., the mastery of living as an
independent individual. This paper adds to the existing HCI
literature by expanding the knowledge on how technology
use within elderly care can have personal, medical and social
impacts on our view of aging. Thus, this paper aims to make
a contribution by widening the debate on ethical aspects
concerning assistive technology use among elders. We are
doing so by discussing aging in the light of the following
research questions (RQ):

RQ1: Is aging a disease according to Hofmann’s three
perspectives on disease?

RQ2: Are the three perspectives on disease and aging
changed when assistive technology is introduced to support
the aging population?

The paper is organized as follows: Section 1 introduces
the research objective of this paper. Section 2 presents the
background. Section 3 summarizes the related work. Section
4 discusses how the different perspectives on disease and
aging are changed when technology is introduced into the
caring for elders. Section 5 presents summary of this paper.

II. BACKGROUND

In this section, we present and discuss the three
perspectives on disease in relation to the phenomenon of
aging.

A. The disease perspective

Medical professions define diseases after well-
established international medical classification systems such
as ICD (specialist health care), the International
Classification of Primary Care (ICPC) (primary care) and
Diagnostic and Statistical Manual of Mental Disorders
(DSM) (psychiatry) [1]. These classification systems hold a
number of criteria that could coincide with the subjective
experience of aging including physical dysfunction,
progressive impairment, various treatment and preventive
efforts, changes in social structure and deviations in social
behavior [1]. Therefore, several of these classification
criteria could diagnose age-related symptoms and signs of
aging into various diseases. However, a sum or combinations
of various criteria gathered from the classification system are
not sufficient or necessary in order to define something as a
disease. Nevertheless, aging is defined as decline in organs
and functions; as a result of normal arts and age-related
biological processes, thus these processes cannot be said to
be disease related nor a deviation from normality in the aging
population [1]. It is also important to note that most elderly
persons actually live a more or less active life. Statistics
Norway [6] reports that as many as 74 % of the elderly
Norwegian population (above 67 years of age) are non-users
of municipal health care services. Therefore, aging is not a
disease viewed as an isolated phenomenon. However, the
reminding 26 % of elderly persons that are health care
receivers have additional diseases [7]. These numbers
display that it is important to separate aging and diseases /
age-related diseases.

In the Global Burden of Disease Study 2013 (GBD 2013)
[8], there is no death cause referred to as old age. However,
old age could be indirectly the cause of death, but the death
cause is always disease specific. The eight most frequent
death causes in Norway 2013 are listed below, in addition to
the number of deaths in parentheses [9]:

1. Myocardial infarction and other ischemic heart
disease (7290)

2. Alzheimer's disease (4126)
3. Stroke (4020)
4. Lung cancer (2283)
5. COPD (2176)
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6. Pneumonia (2083)
7. Colon cancer (1999)
8. Fall (incl. hip fractures and other injuries) (1193)

Alzheimer's diseases are the second most frequent cause of
death in Norway in 2013. Alzheimer’s diseases are according
to the Alzheimer’s organization “not a normal part of
aging”[10], however the most dominant risk factor for
Alzheimer’s is aging, as the majority of persons who are
suffering from these diseases are from 65 years of age [10].
However, there are exceptions as early onset of these
diseases can appear in younger years and the Alzheimer’s
Association [10] says that almost 5 % of these incidents are
present already from the age of 40 – 50 years.

Aging increases the risk of diseases and death [11], thus
for some health professionals, e.g., the geneticists, increased
risk for diseases and death are enough to define the cause as
a disease. Hence, preventive efforts are made in order to
avoid development of diseases, e.g. surgical treatment can be
done in order to reverse or reduce the risks for hereditary
breast-ovarian cancer syndrome by undergoing mastectomies
and/or remove the ovaries in cases where the geneticists have
identified abnormal BRCA1 gene [12]. However, as
discussed above; aging and diseases are not objectively
concurrent. Aging is rather a natural biological process, and
currently there is no cure that can stop the process of aging,
even if some treatments give promises of slowing down the
process of aging [13] [14]. Thus, in order to stop aging you
have to die young, which is not normality in the western
world where the life expectancy is set to be approx. 82 year
as average for both genders [15].

Nevertheless, the outcome of relatively harmless diseases
such as the seasonal flu have much worse prognosis for
elderly people above 65 years of age as their human immune
defenses weaken with aging [16]. Similar can other minor
diseases cause major health consequences for elderly people,
e.g., urinary tract infection and constipation can lead to acute
delirium [17]. Other examples are; the mortality caused by
hip fracture for elderly Norwegian is as high as 25 % of 10
000 registered incidents per year. The mortality percentage is
not directly linked to the fracture itself, but the strains of the
fracture are worsening their general health and sickness [18].
Hence, the elderly people’s vulnerability and mortality after
falls including hip fractures is present as the eight most
frequent death cause in Norway in 2013 [9].

No general practitioner (GP) or specialist health care
doctor would give a sick leave to a working person of 60
years solely based on observed signs and markers of aging.
There has to be an additional disease present. Thus, based on
the disease perspective; aging is not a disease.

B. The illness perspective

Albert, Munson and Resnik [19] state that a “…disease is
best understood as a departure from normal functioning”
[19, p. 160]. What is the characteristic of normal functioning
for aging people are probably a subjective perspective, as
well as depending on the context and individual’s
experiences of what is normal functioning. An active
younger person that exercises three times a week is more

likely to keep on exercising at older age, but at reduced and
adjusted pace. However, even if the normal functioning is
subjective experienced as being abnormal compare to
younger years of life, the abnormality is still a normal
process within the aging population. The onset of the
biological aging starts already at 20 years of age, where
aging is characterized by a gradual reduction of the body’s
organs and functions, which is said to be 50 % reduced at 70
years of age [7]. However, this reduction of organs and
functions is not classified as a disease from the disease
perspective of medical professionals, however persons of old
age have increased vulnerability for diseases, mortality and
stress [7]. Additionally there is also present a mental and
social aging process that onset later in life. Mental aging
refers to reduced memory capacity, and the subjective
experience of everything going slower than it did before.
Social aging is associated with a decrease in social contact.
The reduction in social life is especially present after
retirement. The energy level of elderly persons decreases,
and even if wanting to participate in social activity, elderly
persons are often cutting down on social networking, which
can make them vulnerably for loneliness and isolation [7].

The senior report of Oslo municipality [20] has brought
attention to active aging. In doing so, the health government
in Oslo has emphasized that each elderly person has a
responsibility for self- caring to the extent it is possible, and
that families should increase their involvement in the caring
for their elderly relatives. This is comparable to the global
health movement of developing strategies for successful
aging, whereas the concept embraces aging as something
positive, and refers to physical, mental and social well-being
in older age [21][22]. However, prior studies have displayed
findings that the elderly people’s subjective experiences of
quality of life are weighted higher than the absence of
diseases [21] [23].

The notion of successful aging aims to develop strategies
to increased adaption of aging well. These strategies vary
over time as new knowledge is gathered. However, lifestyles
strategies such as diets, physical exercising, non - substance
use, social activities, prevention or treatment of depression,
in addition to positive attitude and reduction of stress are
some examples [22], [24], [25]. The notion of successful or
active aging can also have an opposite effect for those
elderly people who are not mastery aging well. Especially,
can this be the case for those elderly persons who have
additional diseases. Pushed to the extreme; the society can
blame those elderly who have not lived their life according to
the successful aging strategies. We know that factors such as
socio – economics can have impacts of life expectancy [26]
and for some elderly people the society’s expectations of
active aging and increased self – care activities cannot be
fulfilled. Subjective life quality for some elderly persons can
also be that aging is experienced as illness as decline in
general health, limited capabilities and/or functional abilities
make them struggle with daily life activities, and we know
that the transition from work life to pension life can be
experienced as brutal for some [25] [27]. The experiences
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from someone’s younger life are also likely to affect the
subjective experience of older age.

The poet and philosopher Ralph Waldo Emerson (1803–
1882) is famously quoted for “All diseases run into one, old
age” that has origin from the Emerson’s essay Circle (1841).
Emerson’s somehow extreme description of old age can be
interpreted as old age leads to the only “disease” that none
human are able to escape, as death is the only fixed and
known outcome of life. Other translations could be that the
author argues for the fact that it is the sum of diseases or
lived life that is the most essential factor of our final
experience of old age.

The illness perspective is a subjective perspective, thus
people of old age may define aging as an illness if they
experiencing aging as painful and negative. However, most
elderly people (74 %) do not have a need for public health
care services according to Statistics Norway [6], so the
majority of elderly Norwegians are likely to think of aging as
a natural process of life.

C. The sickness perspective

One understanding of the perspective of sickness is that it
is a social constructed phenomenon as the notion of age has
different meanings and values within cultures and nations
[27]. Thus, there is a belief that Eastern and Asian culture
value and honor the wisdom of their elderly people to a
greater extent than the industrialized Western countries –
however there are scarce literatures supporting this
hypothesis according to Löckenhoff and co - authors [27].
Moreover, the western world has been criticized for their
youth focused societies, where cultural traditions have
outdated elderly persons as they retire from work life [27].

The aging population has in past decades been
stigmatized by the view of elderly people being a burden for
the society, especially has this been the case in several
Western countries [27]. This negative value of the aging
population can also be reinforced by the mass media’s
focuses and stressing about how to cope with the growing
proportion of elderly people in the society in conjunction
with scarce health care resources and shortage of health care
professionals. Moreover, there have been tendencies that
research studies have focused on the negative aspects of
aging where elderly people have been viewed as more care
needy in opposite to resourceful human beings. Several
contributors have in resent time claimed that aging is in fact
a disease, and should therefore be treated [28] [29].
Consequently, Caplan [28] requires the society to put in
extensive resources to do research on how to cure aging so
we can live longer under the assumption that the cure of
aging also includes maintenance of the younger people’s
health and quality of life. However, this standpoint brings up
ethically dilemmas that conflicts with the earth’s
sustainability, and is sensitive as many people on the earth
struggles to survive their 60 years. One of the Caplan’s
argument for curing aging is that premature born babies get
treatment, which Caplan argues are conflicting with the

evolution theory and survival of the fittest – thus he
questions why not elderly people should be saved from dying
[28]. However, there is a different between premature babies
that have a potential for life and human reproduction versus
elderly persons who have lived a life and are done with
reproduction. It is also a question of prioritization of scarce
health care resources, and curing aging should not be on the
top list of health care issues that need to be resolved.

The sickness perspective is based on norms from the
inter-subjective relationships within the society. The society
may define aging as a sickness when they still are young, or
are experiencing signs of aging – or making effort in slowing
down the aging processes with various measures. However,
the society’s sickness perspective of aging is rather linked to
additional diseases such as Alzheimer’s diseases and other
age-related diseases, so per definition aging as an isolated
phenomenon is not classified as a sickness itself. Thus, aging
is not sickness from the sickness role perspective.

In the previous sections, we have discussed how aging
can be classified according to the various perspectives on
disease, illness or sickness role. We argue that none of the
three perspectives is defining aging as a disease. However,
we understand that from a subjective experience; elderly
persons can have own experience of aging as being an
illness. Further in this paper, we want to discuss if the
introduction of assistive technology influence our discussion
of aging being a natural process of life.

III. RELATED WORK

There are no other HCI studies that have explored upon
the different perspectives of diseases in regard to the
phenomenon of aging and technology use. However, several
studies from interdisciplinary research communities have
examined various ethical aspects of assistive technology use,
often in the context of people with dementia and Alzheimer’s
diseases. These research contributions are focused on
concepts and issues in regard to the following: autonomy
[30] [31] [32] [33] [34] [35] [36] [37], privacy issues [38]
[39] [40], stigma of assistive technology use [41] [42] [43],
affordance [44] [45] and safety [46] [47] [48].

However, Greenhalgh and co-authors [30] discuss illness
and frailty in the living body by use of phenomenology.
They are doing so in order to develop a phenomenologically
and socio-materially informed theoretical model of assistive
technology adoption and use by older people. However, they
do not discuss aging in the light of the different perspectives
on diseases, but rather how the experienced body influences
the technology use and appropriation. The authors [30] argue
that providers of assistive living technologies are not
supporting the users in coping with their illness in everyday
life activities. Moreover, the authors [30] state that
introduction of technologies in order to support for
independent living require for solutions that support the users
in “think with things” [p. 86] to increase usability and user
experiences.
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IV. APPLYING THE DIFFERENT PERSPECTIVES ON DISEASE

ON TECHNOLOGY – SUPPORTED ELDERLY CARE

The classification of a disease often comes along with the
fact that “something can be done” [1, p. 24]. Hofmann [1]
refers to infertility and the innovation of assisted
reproduction as one of the driven forces of redefining
infertility as being a disease. This, according to Hofmann [1],
indicates that in situations where something can be done in
order to “control or intervene” [p. 24] we are willing to
include these into our disease perspective [1].

Technical solutions that aim to support elderly persons
with Alzheimer’s diseases or technology to prevent falls for
those having fall tendency are important interventions in
order to reduce the risk of mortality. Hence, these types of
technologies could fit into the prescription of having the
function to control or intervene in order to reduce the risk for
accidents with severe outcome. Especially considering that
Alzheimer’s diseases are the second most frequent cause of
death among elderly people, and falls are reported as the
eight frequent cause of death. But then again, Alzheimer’s
diseases are not a natural part of aging. However, in order to
succeed in incorporating assistive technology into the overall
ICT- supported elderly care system it is considered beneficial
to introduce technology at early onset of old age, e.g. before
the elderly person is diagnosed with Alzheimer’s diseases.
However, the person has to be at risk for Alzheimer’s
diseases if defending a formal consent of installing door
controller or other technical solutions such as Global
Positioning System (GPS) to either use technology for
diagnostic purposes, or to control and prevent accidents if the
person has a social behavior that make the family concerned.

A. From the disease perspective: Introduction of assistive
technology to support the aging population

Delegation of health care services to technology in the
caring for elderly persons brings up a number of ethical
dilemmas, especially in relation to protecting the elderly
people’s right to privacy. It is also important to emphasize
that use of assistive technology is not merely affecting the
elderly persons, but also bring the elderly peoples’ families
and public health care staff within its scope. For example,
technologies that alert in a pre-defined situation require an
infrastructure where “someone” responds to the alert or acts
when the collected information requires some action. That
“someone” could be health care staff and/or family, which
means that they also need to familiarize themselves with the
introduced technology. And the housing – oriented care
system has a motivation for including the family to a greater
extent in the care network – as past institutionalization of
care services has resulted in the family being less involved in
practical matter or in the caring for their relatives [49]. The
phenomenon of aging has advanced into becoming
increasingly disease focused from the perspective of disease
in user cases where the GP and municipal health care service
make a formal decision of introducing assistive technology

for the purpose of reducing the risks of potential accidents
and/or diseases.

B. From the illness perspective: Introduction of assistive
technology to support the aging population

A home is perceived as a private sphere and should be
protected against the health authorities intruding with
mandatory sensors for monitoring purposes. Thus, it is a
danger that introduction of assistive technology within the
home will do something about the elderly residents’
perceptions of the home.

The purpose and gain of the elderly person using
assistive technology should be weighed against the intrusion
of the elderly person’s private sphere. In a Norwegian
Official Report [3], it is argued that use of technology within
welfare services can give the elderly possibilities to extend
their time living as self-reliant in their private homes. Thus,
technology that controls or intervenes in order to prevent
diseases and mortality can slow down age related diseases
and prevent risks for accidents. However, elderly persons
may also experience the introduction of assistive technology
as an intrusion to the home, as well as they may fear that
technology is replacing social contact. This is especially true
in user cases where technology is introduced in a top-down
approach from the public health care system.

Moreover, the elderly persons could have increased
negative subjective experience of being ill, or get the
impression of being vulnerable for diseases and accidents as
all these interventions must have a purpose. Thus, from the
illness perspective of aging, aging has an increased illness-
focus by the preventive efforts being made in the homes of
elderly persons in order to reduce the risks for additional
diseases and/or accidents.

C. From the sickness perspective: Introduction of assistive
technology to support the aging population

In this scenario, it is essential to address the question:
assistive technology for whom? As in the long run who are
the benefiters of the increased ICT supported elderly care. Is
it the community, health care system, patient / user or their
families? It could also appear that there might be potential
conflicts of interest between these stakeholders. The society
will benefit from a more efficient use of scarce health
resources, and use of technology in the elderly care will
generate a need for additional manpower, which again will
reduce the work load on health care staff. The Health
governance is forced to develop a more cost efficient elderly
care system as increased safety efforts in the home can
reduce repeated hospital admissions and decrease the need
for long term stay in nursing homes.

The future plan of having a health watch call center for
more efficient treatment and safety system will require
access to shared patient health record systems within all
levels of the health care services. Thus, all these preventive
efforts are turning elderly persons who may not have any
health care needs into potential users or patients of a health
watch call center.
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The families of elderly persons can use public technology
for remote visits and then feel less guilty of not going on a
home visits to their loved ones. Thus, from the sickness -
role perspective of aging, aging has got an increased
sickness-focus by the preventive efforts being made in the
homes of elderly persons in order to reduce the risks for
additional diseases – and the society’s need of prolonging the
time elderly persons can live in their ordinary homes.

It is also a dilemma to use the society’s scarce health
resources on elderly persons who are considered as non-
users of health care services for preventive purposes.

The resources used on preventive measures can pay off in
the long run if the elderly persons have reduced need for
complex health care services in the future. However, there is
a lack of research that explores upon the health economics
gains of implementing assistive technology into the overall
elderly care.

The perspectives on disease and the relationship between
disease, illness and sickness role are changed when assistive
technology is introduced as an incorporated part of the ICT-
supported elderly care for preventive efforts when no other
diseases are identified, see figure 1 (as Appendix). The
reason is because assistive technology is also introduced into
the homes of elderly person who have no health care needs –
but who are at risk of diseases or accidents that can have
fatal outcome. Thus, preventive measures made to control or
intervene in the private homes of elderly persons give an
increase disease focus on aging.

However, this has to be separated from user cases where
assistive technology is introduced in order to support elderly
person with additional diseases such as known Alzheimer’s
diseases – the technology is then a treatment measures in
order to support additional disease and not aging. Thus, it is
important to recognize that it is a difference between aging
and assistive technology usage for preventive measures
supporting “healthy” elderly persons, and aging and assistive
technology usage in user situation where the elderly person
has additional diseases that need to be controlled or intervene
for safety reasons or treatment purposes.

V. SUMMARY

In this paper, we have discussed aging in relation to the
three perspectives on disease including disease, illness and
sickness role by addressing two research questions:

RQ1: Is aging a disease according to Hofmann’s three
perspectives on disease?

RQ2: Are the three perspectives on disease and aging
changed when assistive technology is introduced to support
the aging population?

Thus, we argue that the phenomenon of aging is not a
disease according to Hofmann’s three perspectives of disease
when looking at aging as an isolated phenomenon. Thus,
aging is acknowledged as a natural process of life in regard
to RQ1. It is also emphasized that aging and ordinary
diseases / age–related diseases need to be separated as the
majority of elderly persons in Norway (74%) are non-users
of public health care services. Moreover, we recognize that
even if aging increases the risks for diseases and death;

diseases like Alzheimer’s diseases are still not a normal part
of aging.

We have also discussed further how the introduction of
assistive technology affects our perspectives on aging as
being a natural process of life in order to address RQ2.
Especially, in user situations where the technology is
introduced to prevent and reduce individual risks, such as
technical efforts made to support potential wanderers, or
persons with fall tendencies. We argue that the phenomenon
of aging gets an increased disease focus when applying all
the different perspectives of disease. Especially, in cases
where assistive technology is introduced to “healthy” elderly
persons who have no ordinary diseases or age – related
diseases, but who are at risk of getting diseases.

Prior research studies have brought attention to other
aspects of assistive technology use, such as privacy, stigma
and safety. We recognize use of Hofmann’s disease
perspectives as highly informative in order to bring the
ethical debate further and by this highlight other aspects of
assistive technology use within the elderly care.

Future research needs to be aware of how the move of
assistive technology into the homes of elderly people can
challenge our perspectives of aging as being a disease. Thus,
if assistive technology for preventive purposes is scaled to a
larger proportion of elderly persons, we need to re-debate if
turning aging into a disease is actually beneficial for us as a
society.

“Since life itself is a universally fatal sexually transmitted
disease, living it to the full demands a balance between
reasonable and unreasonable risk” [50, p. 44].
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Figure 1. A simple model illustrating how the phenomenon of aging gets increased disease focus when technology is introduced as part of preventive
efforts to prospective elders at risks, as well as later introduction of technology is viewed as efforts that are done in order to support aging as a natural

process of life.
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Abstract— This paper examines privacy as something people 
do, seeing privacy as a constant negotiation of technical and 
social aspects of technology use. To be able to examine privacy 
aspects of live video sharing on social media, we have designed 
and deployed a technology probe in amateur running events. 
The findings suggest that audio wouldn’t be shared a lot in this 
context, since it captures audible signs of fatigue. Further, it 
seems that sharing of performance indicators are problematic, 
so it is more likely that the probe would be used to mediate the 
general experience of taking part in a running event. Lastly it 
seems that very few would be comfortable with immediate 
sharing and would like to have the option of removing 
recordings and control its recipients. Overall, we find that 
when confronted with new mediating information technologies, 
people are quickly able to re-negotiate their privacy 
boundaries, using earlier experience with similar technologies. 

Keywords- privacy; instant sharing, social media; video; 
mobile interaction.  

I. INTRODUCTION 
Privacy involves a broad range of concerns within 

legislative practices, social practices, cultural differences and 
digital and urban/domestic architecture. The activities of 
regulating our personal space, closing and opening doors, 
avoiding and seeking others, are privacy performed in 
practice. As our everyday life is performed with electronic 
networked services, this is increasingly a concern both for 
the HCI research community and the public at large [1].   
Bellotti and Sellen [2] identified a set of challenges 
pertaining to privacy in digital pervasive environments as a 
result of separating the users activity and the site of its 
effects in digital media spaces. Agre [3] has written 
extensively on privacy concerns and digital technologies, in 
particular advocating privacy as an issue not simply of 
individual needs, but something that arises from social roles 
and relationships. In this perspective, privacy is a culturally 
embedded and changing practice of everyday living. 
However, there is limited empirical research on “doing” 
privacy as an on-going negotiation of technical and social 
aspects in everyday situations, with some exceptions [4].  

To get a deeper understanding of the privacy aspects of 
one particular context, sharing live video on social media 
while running, we have conducted two explorative field 
studies using what Hutchinson et al. [5] has coined a 
“technology probe”. Our technology probe enabled 
participants in two running events to capture and share video 

on Facebook by opening and closing their hand. To be able 
to analyze and discuss the results of probing this context, we 
have revisited Palen and Dourish [6] work on privacy and 
information technology. In their perspective, the user’s 
choice of sharing or not sharing his / her first-person feed 
with a larger group, can be framed as a constant negotiation 
of his / her privacy boundaries, a “process where people 
optimize their accessibility along a spectrum of “openness” 
and “closedness” depending on context.” [6]. According to 
them a “genre of disclosure” is a stable and recurrent social 
practice where representations enabled by technology use are 
met with certain expectations. When these are broken 
privacy concerns are raised. Technology has the ability “to 
disrupt or destabilize the regulation of boundaries” [6].  

Our technology probe, a video recording and live 
streaming device for use in a public setting, have challenged 
our users to negotiate their privacy boundaries in this 
context. The aim of this study has then been to investigate 
how users participating in running events negotiate their 
disclosure, identity and temporal privacy boundaries when 
using a technology probe for instant sharing of video on 
Facebook and to examine how this is a re-negotiation of 
previously experienced genres of disclosure.  

After a brief summary of related work, we will explicate 
the framework of “genres of disclosure” in Section 2, before 
describing in Section 3, how we have probed the running and 
sharing context by making a fully working technological 
probe and deploying it in a real world setting. We will 
continue with a summary of our findings in Section 4, and in 
Section 5, we will discuss several patterns in how the privacy 
boundaries has been negotiated by our users. Lastly we will 
discuss how these patterns can be seen as re-negotiations of 
boundaries set up by earlier experiences with similar 
technologies. 

A. Related work 
The technology probe developed in this study has 

similarities with both sports-tracking and life-logging 
technologies, and researchers interested in these fields have 
to some extent discussed privacy concerns with these 
technologies. The use of tracking devices for training and 
fitness purposes is common, but mostly for private purposes. 
But when these applications are networked and become more 
similar and/or integrated with other social media platforms 
people may experience expectations of joining and sharing 
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[7][8]. Ojala and Saarela [8] categorize the motivation for 
joining and sharing into:  

• get feedback and guidance 
• get content of others 
• reputation and status 
• comparing results 
Other studies have pointed out the importance of social 

support and accountability, as strong motivational factors to 
share exercising data [9][10]. Deborah Lupton has identified 
self-improvement as the main motivational factor for self-
tracking [11], and has developed five “modes of tracking”, 
that include a private mode, but also pushed, communal, 
imposed and exploited modes [11]. The exploited mode 
raises privacy concerns and “refer to the ways in which 
individuals’ personal data (whether collected purely for their 
own purposes or as part of pushed, communal or imposed 
self-tracking) are repurposed for the (often commercial) 
benefit of others.  

Privacy concerns have been raised by wearable 
computing and life-logging pioneer Steve Mann [12]. Data 
from logging your own life, can according to him, be 
misused by other people, government and media. He 
problematizes that history becomes a “freezer not a dustbin”, 
something that can have negative social consequences. Two 
recent studies have investigated privacy aspects of life 
logging using wearable cameras, from the life-loggers 
perspective [13] and from the bystander perspective [14]. 
From the life-logger perspective, people preferred to manage 
privacy in situ, as a result of the perceived sensitivity of the 
context. Most of the users in the reported study were 
concerned about the privacy of bystanders [13]. From the 
bystander perspective, people reported indifferent or 
negative responses to being recorded by a wearable camera. 
Many users expressed interest in being asked for permission 
and in devices for blocking the recording [14].  

Generally, users are aware of privacy issues with sharing 
information on social media [8][9], and tend to prefer a 
friends-only social media profiles [15]. When digital media 
sharing crosses boundaries into public domains, both 
intentionally and unintentionally, users are less able to 
control their identity [16].  

II. PRIVACY 
In 1890, Warran and Brandeis [17] published their 

seminal article “the right to privacy” where they write:  
Instantaneous photographs and newspaper enterprise 
have invaded the sacred precincts of private and domestic 
life; and numerous mechanical devices threaten to make 
good the prediction that ‘what is whispered in the closet 
shall be proclaimed from the housetops’ (ibid).   

From these early discussions on the conditions for 
protecting privacy and ways of regulating privacy by law, 
there is an increasing focus on privacy as our everyday lives 
are partly performed online. The list of mechanical devices 
could today be extended to electronic devices that capture, 
store and potentially distribute dynamic information from the 
peoples context, such as audio, video, location and biometric 

data. Palen and Dourish [6] have proposed a framework for a 
nuanced understanding of privacy in a networked world. 
Their framework builds on the seminal work of Altman 
[18][19], and identifies three boundaries that are central to 
the negotiation of more or less openness and closedness.   

The first and most basic boundary is the disclosure 
boundary, that is, what information to reveal or keep from 
others. For example, should I share this picture of my new 
bulldog on the net, or should I keep it for myself?   

Secondly, the identity boundary is defined by the role 
taken on by the user. A user can for example represent an 
organization, such as the member of the dogs rights 
organizations, or represent herself personally.  

Finally, the temporal boundary is about the effects of 
persisted information. Unintended recipients can interpret the 
information left behind in a networked system at a later time, 
and there is little or no way of controlling the interpretation 
of information, or the context in which it is interpreted. For 
example, the article about dogs right in your local newspaper 
or social network you shared in 2007, discussing a city plan, 
can be read and interpreted in 2016 in a very different 
discussion about the housing of dogs. 

One of the most important insights from Altman’s work 
is that privacy is not a static set of rules, but rather a dynamic 
process, a constant negotiation depending on the situation.   
In other words, privacy is something that is actively 
negotiated and performed. Grudin [20] puts this in the 
context of situated action, which is what allows the constant 
negotiation just described:  

Why then the uneasiness, the widespread attention to 
privacy?  It may reflect an awareness at some level of 
something more fundamental than privacy that is being 
challenged:  The steady erosion of clearly situated action. 
We are loosing control and knowledge of the 
consequences of our actions, because if what we do is 
represented digitally, it can appear anywhere and at any 
time in the future.  We no longer control access to 
anything we disclose [20]. 

Indeed, where are the boundaries of situated action when 
the information about the situation is broadcasted with 
networked technologies? With viewing privacy through the 
framework proposed by Palen and Dourish [6] as an activity, 
something that users “do” and negotiate instead of “have a 
right to”, there is a possibility of gaining insights into ways 
that this is practiced.  

III. PROBING 
Technology probes as defined by Hutchinson et al. [5] 

are simple, flexible, adaptable technologies deployed to find 
out about the unknown. Probes are not prototypes and should 
be used in the early stages of projects to investigate new 
perspectives that can constrain and open future designs [21]. 
Technology probes support playful interactions with new 
technology in new contexts and provoke participants’ 
reactions [22]. 

Hutchinson et al. designed technology probes with three 
goals in mind:  
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• understanding the needs and desires of users in real-
world setting  

• field-testing the technology 
• inspiring participants and researchers to think about 

future technology and its use 
Studies have deployed technology probes, focusing on 

only one or several of these three research goals. In [23], 
simple step counters are used as ready-made technology 
probes to study teenagers’ motivation for exercising and to 
find out important lessons for the design of future devices. In 
[24], technology probes are applied to measure and assess 
texting and updating functionality of situated displays. In 
[25], a mobile technology probe is designed to better 
understand if and when intimate couples desire to hold hands 
when apart. 

Similar to [25], we have designed a mobile technology 
probe. Our research goal is to understand privacy with 
instant video sharing on social media while running. We 
have tried to create a realistic situation for users to 
experience instant video sharing in practice. To make sure 
that we were able to probe for privacy concerns in our 
research design, we have strived to design the probe to be 
simple, wearable and robust, something that is especially 
important for intimate, mobile context [25]. 

A. Hardware and Software 
Our technology probe in Figure 2, consists of two parts: a 

mobile phone for recording and sharing videos to Facebook 
and a sport glove that functions as a remote control for the 
mobile phone. We fitted the glove with a flex-sensor and a 
wearable Arduino mini-processor called LilyPad. Flex-
sensors are a form of resistors that change their resistance 
depending how hard they are bent. The LilyPad can detect 
these changes and transform the analogue resistance values 
to integer values. In the probe, these values are sent via 
Bluetooth to a mobile phone. The application on the phone 
maps the values to specific functions. Single or multiple 
fingers can be fitted with sensors, and this setup can support 
detection of many different hand gestures. In our study, we 
needed two functions, on and off, mapped to recording and 
sharing video on Facebook, so we only fitted one sensor to 
the middle finger on the glove. All technical components 
were hidden inside the glove. A red recording led was the 
only visible part and the glove appeared as a normal sport 
glove from a distance.  

B. Design 
“Probes are meant to collect usage data, but if users are 

deterred from using them because of their appearance, design 
should become a priority” [25]. Studies have shown that the 
wearability of the smart phone is not optimal for interactions 
on the move, for example running and walking [26][27]. To 
improve wearability of the phone we made careful design 
choices regarding placement of the phone, how the users 
should interact with the phone and the mapping between 
these interactions and the phones functions for recording and 
sharing video.  

1) Placement: The first set of design choices concerned 
the placement of the phone while running. Gemperle et al. 

[28] recommend placing larger and heavier devices on non-
moving parts of the body throughout the movement. To be 
able to capture video in a first person perspective, the phone 
needs to be positioned on the front of the body directed 
forward. We solved these requirements by mounting the 
phone in a neoprene hip belt with a see through pocket 
facing forward. 

2) Interactions: Secondly we addressed the problems 
with touchscreen interactions while running. These 
interactions are in effect not possible in this situation, 
without disturbing the running experience. Users often have 
to stop to look at the screen and press a button [27]. We 
aimed to design a more unobtrusive input mode using a 
sports glove with movement sensors.  

3) Mapping: The last design choices concerned the 
mapping of gestures to functionality. Rico and Brewster 
[29] recommend using gestures that are familiar in feeling 
or appearance. For our technology probe the start and stop 
recording functions need to be mapped to suitable hand 
gestures. They should be simple enough to perform while 
running and they should not have other predefined 
meanings. Simple hand gestures that we observed during the 
design process were making a fist, tapping fingers together, 
open hand, spread fingers, waving right/left. We ended up 
tying distinct hand gestures metaphorically to the mapped 
functions;  

• hand open (record and share) 
• hand closed (stop recording and sharing) 

C. Deployment 
We deployed the probe in two running events taking 

place in Strömstad, Sweden on November the 8th and 
Wolfen, Germany on December the 28th, 2014. The three 
main criteria for choosing the events were that they had good 
3G coverage, they were accessible to the researchers and that 
they were semi-professional with medium distance tracks (5 
and 10 km). We recruited three participants for the first field 
trial and three for the second, from local sports clubs and 
directly at the events. We paid their registration fee and they 
received a 10€ flower present card for participating. In Table 
1, we have listed the participants with age, gender and 
experience with sports tracking and social media. 

TABLE 1. PARTICIPANTS 

# Event Age Gender Sports 
Tracking 

Social 
media 

#1-1 Strömstad 30s Male Yes Moderate 

#1-2 Strömstad 30s Female Yes Active 

#1-3 Strömstad 40s Female Yes Moderate 

#2-1 Wolfen 20s Male Yes Moderate 

#2-2 Wolfen 20s Male Yes Moderate 

#2-3 Wolfen 20s Female Yes Moderate 

 
In Strömstad, the researchers met up one hour before the 

start time at 12 pm. The first half hour we registered the 
informants for the 5km track and checked the probes. Until 
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the start at 1 pm we fitted the technology to the individual 
participants and gave them brief explanations of how they 
could use it. They tried out the gestures, and at the same time 
we calibrated the on / off thresholds to their hand 
movements. We explained how the video they were going to 
record was shared on Facebook. The informants used from 
24 to 34 minutes to complete the track and from 1:45 pm we 
conducted semi-structured interviews with each of them. We 
had prepared a set of guiding questions focusing on the 
participants’ experience of instant video sharing using the 
probe in regard to negotiating their privacy boundaries. 

In Wolfen, we followed the same procedure as in 
Strömstad, with some small differences. The race started 
earlier at 10 am, and one of the participants chose to run the 
10km track. 

We used open coding to analyze the collected data 
independently from each other, followed by a collaborative 
session, were we resolved small differences and agreed on 
the main findings. 

IV. FINDINGS 
All six participants, in the two separate field studies, 

expressed that the events were well organized and as they 
expected. It seemed that they felt at home in what they saw 
as small and friendly happenings. Figure 1 shows runners in 
Strömstad just before the start. The participants were more or 
less competitive or serious about the races, but all six said 
they enjoyed the experience. It didn’t seem that participating 
in the study by using the technological probe, took away 
from their participation in the events themselves. In the 
following we denote the participants using two digits, the 
first for the event and the second for participant (#event-
participant).  

When it came to placement of the probe as shown in 
Figure 2, the most competitive of the three in the first field 
study #1-1, thought that the extra weight of the smartphone 
and belt on the chest was bothersome. He said the belt wasn’t 
tight enough so it moved enough to irritate him. In the 
second field study one participant mentioned that it is 
important that the belt was positioned right. For him the belt 
was strapped on too low and he had to move it up while 
running. The other four participants in the two field studies 
did not report that they were bothered at all, and said they 
forgot about the placement of the mobile phone after a short 
while.  

All six participants said that the hand gestures were easy 
to perform and appropriate for controlling the video stream.  

It is very natural to extend the hand. […] so to turn it on 
with that is better than using a closed hand. #1-1 

There is no middle way. Either you open or you close 
your hand. This simple. #2-1  

None of the participants proposed an alternative hand 
gesture that could have worked better for this purpose. All of 
them said they “forgot” the interface after a while, but they 
all kept on using it and continued recording video throughout 
the races. 

A. Privacy Boundaries 
The participants had few reflections on how “being a 

camera” in public can be problematic to others.  
No I did not think about them [other people]. Do I need 
to think about them? #2-3  

They recorded a lot when they had people nearby, in the 
starting area especially, and also when they were running 
almost alone. 

1) Disclosure boundary: Their attention was on when 
the camera should be turned on, the framing of the image 
and what sounds were recorded. Three of the participants 
had a competitive focus during the races and turned on the 
camera when they improved their position. 

…I thought it was funny when I ran down the hill, 
because I am really fast at running downhill, then I 
usually overtake many of the other runners. So I turned 
on the camera on top of the hill, then let go… and 
thought this was really fun. #1-1  

Participants #1-2, #1-3 and #2-3 were concerned about 
the framing of the image. The first said that she was worried 
because she is short, and that she filmed only the road and 
nothing else. The second said she tried to keep a dangling 
headphone-wire away from the camera. The third was 
worried about her hands swinging in front of the camera. 
Figure 3 shows two screenshots from the captured video. 

Most of the participants were acutely aware of the sound 
captured when recording. Participant #1-1 gave comments 
intended for a listener. Participant #1-3 said she was really 
worried about recording heavy breathing and other audible 

 
Figure 1. Starting any minute 

 

 
Figure 2. The equipment 
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signs of fatigue. Participant #1-2 turned the camera off 
because she needed to say something she didn’t want anyone 
to hear. She felt that the sound was more important than the 
image.  

…one thinks about, yes, first and foremost what one 
says, for what one sees can’t be influenced. But what one 
says, I thought about that a lot. #1-2  

Participant #2-3 hadn’t been aware of the audio and was 
embarrassed afterwards because she talked a lot with other 
people while recording.  

2) Identity boundary: All participants expressed that 
sharing video from participating in a sports event on social 
media could be positive for their image.  

It wouldn’t matter if some of this were published, 
because then people would see that I am active and… 
yes, I have to admit that this appeals to me, it lowered the 
threshold for… the social. #1-1  

Participants #1-1, #1-3, #2-1, #2-2 were skeptical though, 
and related that they rarely exposed themselves in this way. 
Participant #1-1 and #1-3 said that sharing from sports 
activities could be seen as bragging, and they would be 
careful of coming across as betters on social media. They 
both expressed irritation with other people sharing their 
training activities on Facebook.  

…when people share training logs, I have cycled 70km 
for example, deserving beer and taco, then I think this is 
bragging. #1-1  

But both these informants were more positive to sharing 
if the content were without tracking information.  

I think, yes - sharing a film, that’s nice, but sharing how 
far you have run, how fast and all that, that is for me, not 
others. Film is fun of course, that could be amusing. #1-3  

In contrast to the skeptical participants, informant #1-2 
and #2-3 said they loved to share from activities they 
participate in, including sports, and that they saw no 
problems with using the probe to do this.  

Yes, I share a lot, also from sports activities. I love 
running so this is nothing strange. #1-2  

It was cool. It is a new way to communicate with friends. 
Facebook is made to share things. #2-3 

  
Figure 3. Screenshots from captured video 

3) Temporality boundary: When it came to what the 
participants wanted to happen with the shared videos from 
the event, they answered differently. Participant #1-1 said 

that he wanted control of the videos. He would have 
preferred to have them sent to his private inbox for editing 
before they were published. The most likely thing he would 
make is a “best of” edit from the competition. But when the 
videos were already published he was not certain what to 
do.  

…to me it is unpleasant that the videos are out there, then 
I can just ask for them to be deleted. Except when I cross 
the goal line or something. I’ll see about that. #1-1 

Both participants #2-1 and #2-2 wanted to keep the 
videos on their computers. Participant #2-1 didn’t mind 
having them online since he is in good shape. In contrary to 
this, participant #2-2 wanted them removed or shared with 
selected friends only. Participant #1-2 didn’t see any 
problems with the videos being published. She expressed no 
desire to erase them and hadn’t really thought of this as a 
problem. She said that maybe someone would look at them, 
maybe not. Participant #1-3 was more skeptical, but was also 
comforted by the videos limited appeal. She was more 
worried about the audio of her huffing and puffing.  

…if it is interesting to others then it can be out there, but 
I don’t know if that is the case. I don’t know that 
[laughs]. If it is a video, where I reveal myself, for 
example with breathing and puffing in the background, 
then I think I would have removed it. #1-3  

Participant #2-3 said she would keep the videos that are 
fun and remove videos less interesting to others.  

It depends, how they look. So if there is anything funny, 
for example when Lars passes me, if this was good, when 
I would keep it online and write a comment under. #2-3 

V. DISCUSSION 
When it came to running the events the participants had 

different agendas, but they participated according to what 
was expected of them. They followed the logic of the event, 
the instructions from the organizers, ran the designated track 
and put effort into the running according to physical 
capabilities. They related to their time and rank in the race 
and happily received their prizes. None of them did anything 
that could be conceived as “outside” the social obligations of 
the events themselves. None of their actions were “out of 
place” [30]. The wearing of and interaction with the 
technological probe seemed to be unobtrusive to the 
participation in the event and the participants quickly 
understood the function of the technology and the mapping 
between gestures, actions and feedback.  

A. Negotiating openness / closedness 
When using the three privacy boundaries to understand 

the results of this study it is evident that the participants 
negotiated these boundaries differently. There are findings 
from the trials that point towards openness, and some that 
point towards closedness. It is important to note that the 
privacy boundaries are negotiated together. It is difficult to 
consider one boundary without taking the other two into 
account.  
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The first, and maybe the most interesting pattern we see, 
mostly concerning the disclosure boundary, is related to 
sensing. None of the participants thought that the first-person 
image was problematic, but several of them were more 
concerned with the audio. Both talking and audible signs of 
exhaustion were mentioned as problematic to share with 
others. It seems that the first person view, where the 
participant was not visible in the image, was conceived as 
less private than the audio. The users understanding of the 
video image recorded by the probe facilitated more openness 
and their understanding of the nature of the audio triggered 
privacy concerns and more closedness. An interesting 
follow-up study would be to repeat the experiment with the 
camera mounted so that the runner could be part of the 
image. 

The second pattern, mostly related to the disclosure and 
identity boundary, is about what the participants chose to 
record and their explanations of why they did so. We see two 
main stories told, with emphasis on the competition and with 
emphasis on the experience. Three of the participants 
recorded when something interesting happened in the 
competition, for instance overtaking other runners in the 
race. The other three didn’t care much about this aspect, but 
recorded what they thought was interesting like nice scenery 
or social interactions. This pattern seems to point towards 
openness, all participants recorded a lot and with some 
narrative intentions. The interviews seem to indicate that the 
reason for this was that the probe didn’t record and share any 
performance indicators, like pulse and speed. The recordings 
were not revealing their standing in the race or other precise 
measures of performance. This seemed to be important to the 
participants independent of how well they performed in the 
race. It seems that quantitative measures of their 
performance would have triggered more privacy concerns 
and lead towards more closedness. 

The third pattern, mostly related to the temporality 
boundary, is the participants’ wish to have control of the 
recordings. The decision they had, of turning the recording 
on and off, was not enough. All the participants except one 
wanted to be able to delete unfavorable or boring recordings 
before or after they were published to Facebook. Most of the 
participants wanted to share the recordings with a selected 
group of people if they could, controlling not only what they 
shared but also with whom. These findings seem to indicate 
that the participants were uneasy about the immediate and 
indiscriminate sharing done by the probe, pointing towards 
more closedness. But at the same time many of the 
participants were intrigued by the experience with the 
technological probe. It seems that they were open to 
experimenting with the format as long as they could have the 
option of removing recordings afterwards and have more 
control of their recipients. This is relatively easy to do on a 
social media platform like Facebook and this finding points 
in the direction of openness. Maybe the participants would 
be inclined to share more easily as a result of more 
experience with the probe. 

B. Re-negotiation of privacy boundaries 
The concept of “privacy genre” is mainly a descriptive 

term, since genres are historically situated as social practice. 
In our study we have developed a probe that gave our 
informants experience with new technology, exploring what 
could be called a proto-genre, but not a genre. The sharing 
of live video on Facebook while running is not 
exceptionally new or outlandish, but still not something that 
many people do as part of their everyday activities. So what 
we have been probing is mainly how people are able to 
negotiate privacy boundaries when using new and not 
commonly used information technologies. In this 
perspective, we have found that people rely heavily on 
previous experience with similar technologies when 
negotiating privacy boundaries “fresh”. They rely on earlier 
and established genres of disclosure related to, in our case 
combinations of sports tracking, photography and social 
media. In this study, we were surprised by how quickly and 
consciously this process was undertaken by our informants, 
and how efficiently new boundaries where negotiated 
building on old. At the same time, we found that unfamiliar 
aspects of the proto-genre articulated by the probe, triggered 
the most intense and partly unresolved negotiations of 
privacy boundaries; the clearest example being the 
recording and live sharing of “first-person” sound.  

These findings attest to the usefulness of the concept of 
genre of disclosure both as an analytical tool but also as a 
perspective useful when designing and exploring mediating 
technologies. People’s practical everyday experience with 
negotiating privacy, framed and understood as a social 
situated dynamic, can give good guidance of what will 
trigger privacy concerns and what will not. This study is an 
initial exploration of designing and deploying technology 
probes to investigate privacy concerns with mediating 
technologies. Our results indicate that technology probes 
can be designed to disrupt or destabilize existing genres of 
disclosure, giving researchers the opportunity to study these 
closer, mining the interstices between them.  

VI. CONCLUSION 
In this study, we have explored privacy concerns with 

instant sharing of video in social media. To understand the 
co-dependent technical and social aspects of instant sharing 
and privacy, as framed by the concept of “genres of 
disclosure” [6], we have developed a technological probe 
and conducted two field studies at running events in Sweden 
and Germany. In each field study three participants were 
fitted with a working probe sharing video instantly to 
Facebook by opening and closing the hand. The probe 
performed according to the intentions of the research design, 
opening up for investigating privacy in practice. 

The findings suggest that audio wouldn’t be shared a lot 
in this context, since it captures audible signs of fatigue. 
Further, it seems that sharing of performance indicators are 
problematic, so it is more likely that the probe would be used 
to mediate the general experience of taking part in a running 
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event. Lastly it seems that very few would be comfortable 
with immediate sharing and would like to have the option of 
removing recordings and control its recipients. Overall, it 
seems that people, when using new mediating technologies, 
rely heavily on earlier experience with similar technologies 
when negotiating the privacy boundaries, emphasizing the 
historically situated nature of privacy in practice. 

We believe that probing wearable technology in the field 
has been important for this study, and see how our findings 
open up for further studies with similar mediating 
technologies, in other mobile contexts. 
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Abstract—This work introduces the concept of “personality-
friendly” objects. Its goal is to investigate the relationship that
can exist between specific interactive products and the users’ per-
sonalities. Nowadays, it seems that every object being advertised
and put on the market has its own personality. This creates a
strong and immediate connection between the customer and the
object but often it does not go beyond the aesthetic level or the
dialectic of the advertisement. For this reason, a methodology
for the categorisation of interactive products has been developed.
With this classication, we intend to measure the compatibility
between the human way of thinking and the use of products. A
set of experiments have been done and their results are reported
in this work.

Keywords–Usability; Personality-Friendly; Human-Machine In-
teraction; Human-Computer Interaction; Myers-Briggs (MBTI).

I. INTRODUCTION

In recent years, everyday life devices like smart-phones,
smart-watches, etc., evolved considerably at both structural
level (e.g., novel interfaces) and functional level (e.g., novel
services). In addition, the split between hardware and soft-
ware, that guarantees regular firmware updates, allows to fully
exploit the potential of the devices hardware adapting their
functionalities to the user’s needs.

The continuous interaction with these devices is changing
our life modifying our habits and attitudes. For instance, recent
studies report that a typical smart-phone user interacts with
their phone about 150x per day [1].

The emerging phenomenon of the Internet of Things (IoT)
[2], [3] is bringing us to become part of the technology-
based immersive scenarios (i.e., smart-homes, smart-offices,
etc.) where a heterogeneous set of smart devices or objects is
interconnected through the network providing the users with
added functionalities and services.

The conversion of our daily-life spaces and routines in
smart ecosystems brings our smart devices to become a sort
of appendix of our body and, more importantly, of our brain.
Indeed, while interacting with smart devices and technology,
humans tend to adapt their behavior to the communication
skills of the machines they are using, exactly as a farmer does
with their animals.

The grand challenge in designing innovative smart objects
is the inversion of this paradigm. Designers need to figure out
how to build machines that are able to communicate with users
in a natural way so as to adapt their communication skills to
the level of their users.

In addition, humans have a natural attitude to humanize
technology and to associate personality to it [4]. For this
reason, the judgment about devices personality is guided by
several factors. Most of these factors are directly related with
the device like the shape [5], the associated advertisement and
the object functionalities and behaviour. On the other hand,
the user personality affects the judgment and acceptance of
the device.

In 2015, Pieroni et al. [6] proposed a novel framework
for the personality-driven design of IoT smart devices called
Affective Internet of Things (AIoT). In this paper, the authors
tried to endow smart objects with affective capabilities to
be used within the network and to enhance the level of
communication while introducing affective interactions. The
AIoT objects can endow different human-inspired personalities
having also humanized reaction to somatic (i.e., sensors) and
social (i.e., object-object interaction) stimuli.

While the link between associated personality and device
behaviours and shapes have been already investigated, a com-
prehensive analysis which also includes other factors (i.e.,
advertisement, functionalities and human personality) doesn’t
exist yet. This analysis is essential to enable the development
of interfaces that fully exploit the potential communication
capabilities of these emerging devices.

Our aim is to investigate how the humans perceive the
currently available technologies in terms of personality. In this
particular work, a model that can be used for the classification
of interactive products is developed and tested. The paradigm
is based on the assumption that the user personality is a key
factor driving the approach of the human to the machine.
Indeed, any message or feedback sent by the machines is
interpreted differently by humans according to their specific
personality. We started by analyzing the distinctive features
of the different human personalities and the interaction flow
between users and objects. The analysis allowed to establish
what factors determine the compatibility between the approach
of the machine and the one of the user. The products are then
classified according to which psychological type best fits them,
in terms of the minor cognitive effort required to establish
the interaction. The paradigm of Personality-Friendly Objects
is based on this concept of compatibility and if included in
the AIoT is expected to raise the level of communication and
regulate the modalities of the human-machine dialogue on the
basis of the traits that characterise the user’s personality.

In summary, this work proposes and tests a methodology
that allows to determine which are the user personalities that
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are the most suitable to use a specific interactive object. For the
method assessment, we selected five well-known interactive
objects according to their relevance with different levels of
interaction and engagement. The rest of the paper is organized
as follows: SectionII introduces objectives, possible applica-
tions and requirements related to the paradigm of personality-
friendly objects; SectionIII describes the model used for the
classification of products and services; the experimental pro-
tocol is discussed in SectionIV while the experiments and
the results in SectionV; the conclusion and future research
directions are given in SectionVI.

II. PERSONALITY-FRIENDLY OBJECTS

In this section, we propose the paradigm of personality-
friendly objects in which any interactive system can be clas-
sified as compatible with certain types of human personalities
on the basis of how it usually leads the human-machine
interaction. The idea relies on the evidence that humans exploit
their own mental process and resources when using interactive
devices, therefore personal attitude in perception and action
can make some devices more suitable for a particular subject
but rather difficult for another person. In other words, a
personality-friendly object owns those features in terms of
appearance, affordances, functions, behavior and advertisement
that allow subjects with a specific personality to interact with
the object by using familiar mental processes. Such a classifi-
cation is fundamental to guide the design of new products or
the redesign of existing ones as well as to prevent many of the
difficulties encountered by users in using objects. In order to
achieve this goal, a dedicated classification instrument needs to
be developed taking into account the many different situations
of human-machine interaction.

A. Applications
The personality-friendly objects paradigm could have a

large pool of applications and implications on the devices
development and design. Firstly, adapting technology to user’s
psychological type might offer many advantages in terms of
usability and user experience and, hence the name, make it
possible to overcome the current concept of user-friendly. The
possibility to associate an interactive object to a predetermined
category of users leads to numerous and immediate practical
repercussions in both the design of products and their com-
mercialization and positioning on the market. For example, a
product could be redesigned to make it more compatible with
people who currently experience difficulties in the interaction.
Another example is related to a product that now addresses a
market niche and could be developed in multiple versions in
order to attract different types of customers.

Secondly, assuming to know the personality of a user, in
the development of a smart object a designer could include
some functionalities and communication modalities that make
the interaction with the device more immediate and easily un-
derstandable for that specific person. In addition, products may
adjust their behavior, e.g., by modifying timing and frequency
of dialogue in order to be not too intrusive (or conversely,
to constantly keep company) and to meet user preferences.
For example, considering a smart-watch, for an extroverted
person it could act accordingly so as to continuously provide
sound and light stimuli; while for an introverted person it could
minimize the incentives to those strictly necessary in order

to avoid disturbing the user. Analyzing the state-of-the-art for
smart-watches, they seem designed to meet mainly extroverted
people. This simple example shows how this tool could guide
and improve the design of human-machine interaction for a
single product.

Finally, considering the future smart environment scenar-
ios (e.g., smart-home, smart-office, and the AIoT [6]) it is
immediate to think about new applications that could benefit
of the proposed paradigm. This would mean building an
intelligent, personalized room that is harmonic in the way it
reacts to events and custom-tailored to easily interface with the
personality of people who live there. Furthermore, knowing
the personality and the mood of the user makes possible to
program the affective objects in the room in order to try to re-
establish a positive mood within the domain (and therefore also
in the user) when the negative emotional state of the person
disturbs the environment.

B. Requirements
In order to implement a method for the classification of

interactive objects and evaluate its possible benefits, it has been
necessary to define several requirements:

1) What can be classified: the methodology to be devel-
oped and tested should allow to classify both real products
and services. In fact, each service in which the interaction
with the client (also through a human operator) is subject to
procedures can be included in the classification. Following
this we claim that what is true for products also applies to
this type of services. On the contrary, if there was not any
specific procedure, each call would be an interaction that
differs from all the others and every interaction should be
classified separately.

2) Limits of the classification: many multi-purpose devices
have a large pool of functionalities that can be used by the
user to accomplish several possible goals. This could lead to a
misleading classification. Therefore, in cases where the product
has several features or can be used for different purposes, it is
recommended to consider only a single function and a single
goal separately. The results obtained by decomposing a single
product can then be integrated in a manner which is the most
appropriate following a case-by-case approach.

3) Classification Process: the object classification occurs
through a survey by submitting a questionnaire to the users.
Preferably, the person performing the classification should
have the chance to interact with the product for a period of
time adequate to personally test all possible aspects of the
interaction with that object. If, for practical reasons, this is
not possible the person should thoroughly analyze the product
on written description attempting to answer to the preliminary
questions which are intended to guide the analysis.

On one hand, in literature we found several psychology
studies aimed at modelling cognitive mechanism and estimat-
ing human performance in performing certain task (e.g., Model
Human Processor (MHP) [7]). This data have been extensively
used in the design of interactive objects in order to meet the
human needs and resources.

On the other hand, these studies do not provide information
about the dynamics that generate different behaviors in differ-
ent people under identical conditions and that is more related
to subject personality. For this reason we have developed the
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model of personality-friendly objects in order to consider the
effect of different human personalities in the context of human-
machine interaction.

III. THE OBJECTS CLASSIFICATION MODEL

This Sectionsummarizes the pillars of the proposed classi-
fication model.

A. Outline of Human-Machine Interaction

The simplest way to represent interaction between a system
and a user is represented by the feedback loop. According
to the scheme shown in Figure 1) the interaction occurs as
follows: the user in the attempt to accomplish his goal gives
one or more inputs to the system, which receives and replays
according to its own behavior and communication modalities.
At this point the user analyzes the responses of the system, then
he/she interprets and compares them with the one expected.
The outcome of this comparison determines what should be
the next user action. Each new user action towards the machine
triggers a new cycle of action and response.

Figure 1. The Human-Machine interaction model based on feedback loop.

In this work we refer to the feedback loop model for de-
scribing the human-machine interaction. The necessary change
done to the model consists in observing the interaction from
the user perspective. From this point of view the human-
object interaction is a situation in which the person is engaged
alternately in two activities: to gather information about the
object (and the context if necessary) through the five senses;
to process the responses towards the object or to judge the
situation that are both based on the data which have been
previously acquired.

For example, in a common interaction with an ATM the
user needs to acquire data by seeing (or by listening to)
the information shown on the monitor (or transmitted from
the speaker); then he/she uses this information to process
the answers by pushing a button or by judging their own
economic situation on the basis of the balance that has been
just communicated.

Referring to the model of Norman [8] it is possible to
identify the moments of the interaction in which the user
may have difficulties in achieving the desired goal through
the system. The problems arise when the subject is within two
gulfs:

• gulf of execution, when on the basis of collected data
the user has to switch from the intention to the action
towards the system;

• gulf of evaluation, when on the basis of collected
information the user has to assess the results of their
actions.

The aim of our work is to classify any interactive system
according to its compatibility with the different human person-
alities. Compatibility is measured from the point of view of
the user and it is defined with the degree of naturalness with
which a person interacts with the system. This is determined
by (i) the effort necessary to obtain useful information, and
(ii) the possibility for the user to respond (or judge) in the
right way (in order to achieve the purpose of the interaction)
without altering their own usual way of thinking.

In other words, the lower the cognitive effort required to
overcome the two gulfs of execution and evaluation, the more
the product is compatible with a certain personality.

B. Psychological Background

Regarding the personality, many theories have been pro-
posed over the years [9], but a common vision at the academic
level has not been reached yet. We analysed the available
theories [10] and, for the purpose of this work, we selected
the Jung’s theory of personality types [11] and in particular
the work of Briggs Myers and her mother, who developed
the Myers-Briggs Type Indicator (MBTI) in the field of work
psychology [12]. The essence of the theory is that the much
seemingly random variation in the behavior is actually quite
orderly and consistent, being due to basic differences in the
ways individuals prefer to use their perception and judgment
[13]. The indicator identifies sixteen psychological types,
meaning sixteen different ways that people have to perceive
reality, evaluate and act accordingly. The types, commonly
called personalities, differ from each other in terms of how
a person is located compared with four dichotomies.

The aim of this study is to understand how people approach
the human-machine interaction. For this reason, to outline the
personality traits that influence this process it is necessary to
take into account only the process of information acquisition
and the process of elaboration of answers or judgments. These
two mental processes are defined in accordance with the
psychological theories of reference: perceiving and judging.
What is important for our work is the fact that according to the
vision of Jung and Myers [13] a person may obtain information
(perceiving) through two different ways:

Sensing (S) - acquiring data through the five senses in order
to perceive information that are relevant in the environment;

Intuition (I) - collecting information by perceiving the
possibility beyond the facts, focusing on the relationships
between the facts and linking them together to build a model
that justifies the changes of events over the time.

Also according to the same vision [13] a person can
organize information and reach conclusions (judging) through
two different ways:

Thinking (T) - making decisions impersonally through
logical processes, assessing the consequences of choices or
actions.
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Feeling (F) - making decisions with respect to their deepest
convictions and basing on subjective considerations.

Each person uses every day all of these four mental func-
tions. However, each human being has a personal attitude in
using one particular feature for perceiving and one for judging.
Every person tends to follow their innate tendency and, even
if unconsciously, to behave in a certain way. Having the
possibility to use their preferred way of perceiving, or judging,
in their own mental processes is extremely helpful for persons
in order to feel more competent, secure and natural [13].
Behaving according to these preferences generates a sense of
well-being, energy and satisfaction. Therefore there is a strong
link between usability (especially one of its component, i.e.,
satisfaction) and user’s personality. We used both to define the
degree of naturalness of an interaction.

C. The Proposed Questionnaire

The framework described above outlines the link between
the human personality and the way in which the user dialogues
with a system. Here we describe a methodology that can be
used to analyze objects and to determine their compatibility
with different individual preferences and therefore human
personalities. In particular the proposed questionnaire consists
of two parts: the first part is dedicated to investigate how the
product is delivering information to the user and the second
part is about examining what kind of responses are required
by the system in order to achieve the user’s purpose. These
two parts are intended to investigate the two phases in which
we have previously outlined the interaction according to the
requirements reported in SectionIV.

The first phase, the acquisition of information by the user,
is associated with the two ways in which a person can deal with
the mental process of perceiving (i.e., sensing or intuition).
This first phase consists of seven closed questions conceived
for analysing the stimuli sent from the product to the user
during the interaction. The user filling out the questionnaire, in
light of him/her experience with the object, has to declare how
much the description reported in the questionnaire is adequate
for illustrating the stimuli that are sent from the object. Select-
ing among multiple answers, the users shows their agreement
with the description of the product and implicitly expresses
whether this acquisition of information is easier through the
use of sensing or intuition. On this basis it is possible to
classify a product as sensing-friendly, if it facilitates this type
of approach, intuition-friendly (vice versa) or neutral, if the
stimuli are acquired equally through both the approaches.

The second phase, the processing of responses by the user
towards the object (or elaboration of judgments on the current
situation) is associated with the two ways in which a person
can deal with the mental process of judging. Each of the seven
questions investigates what are the types of judgements and
responses required by the system from the user. The person
who fills out the questionnaire declares how much the features
that are reported in the questionnaire are adequate or not to
describe the opinions and responses required. In practice this
part of the questionnaire exploits the same methodology of the
previous one but is aimed at classifying the object under study
as thinking-friendly, feeling-friendly or neutral if it requests
both kind of responses.

Figure 2. The space in which we represent the results of classifications, the
J-P plane. The plane is divided in four quarters. In blue we highlighted the

functions of perceiving, in gray those concerning judging.

D. The J-P Coordinate System
While the user fills out the questionnaire he/she expresses

the level of agreement (through a scale of five values) with
the statements. The answers are analyzed assigning points to
each value. The two outer values lead to the attribution of
four points to an approach (e.g., sensing) and zero points to
the opposite approach (in this case intuition). The two inner
values assign in one case three points to an approach (e.g.,
thinking) and one point to the opposite approach (feeling in this
case). The central value assigns two points to both approaches.
The maximum difference that you can get for the score of one
approach against its opposite is twenty-eight points.

The results of classification can be represented in the J-P
plan which is a Cartesian coordinate system where the x-axis
represents J the axis of judging and the y-axis is P the the
axis of perceiving. The goal is to identify a point in the plan
which is the result of each classification. The J axis measures
the difference between the score of feeling and the score of
thinking. In this way a single value describes the user phase of
judging: positive if the product is feeling-friendly, negative if
it is thinking-friendly. The same for the P axis. In this case the
single value measures the phase of perceiving: positive if the
product is intuition-friendly, negative if it is sensing-friendly.
Figure 2 shows an example of a J-P plane used to plot the
results of our analysis.

IV. EXPERIMENTAL PROTOCOL

This section shows the experiments we carried out in order
to assess the consistency of the classification methodology
and the model behind it. The experiments are oriented to
evaluate (i) the comprehensibility of the questionnaire by
people; (ii) whether the opinion of most people regarding
the same interactive object might be agreed. In the case
when most of people describes the same product, through the
questionnaire, in a similar manner, it could be argued that the
human-machine interaction can be categorised according to a
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particular subset of parameters. Since these parameters were
created on the basis of trends (and recurring behaviors) that
the psychological theory associated to individual preferences, it
would be possible to support the principle that products could
be classified according to the personality and then according
to the paradigm of personality-friendly.

The experimental protocol has been built around the fol-
lowing pillars:

• people involved in the test did not have previous ex-
perience with the questionnaire or with its theoretical
basis; participants have been informed that it was
based on psychological basis only afterwards;

• the sample of participants was represented by 82
master students in Management Engineering of the
University of Pisa;

• a real usage experience with the objects analyzed
by the questionnaire was not possible for logistical
reasons. To overcome such a limitation, each student
was asked to read a pre-compiled description;

• all the object descriptions had the same structure and
focused on how the user’s interaction takes place with
that particular interacting system;

• thanks to the descriptions, there was no informa-
tion asymmetry between the participants. Descriptions
contained images and videos, and have drawn from
encyclopedias, press releases, reviews of industry ex-
perts and user manuals in order to avoid any authors’
opinion or authors’ influence.

In this first analysis, we classified five distinctive interactive
systems requiring a different level of engagement to both
gather information and reach a conclusion. The first system is
the Tamagotchi which is a handheld electronic game created
in 19961. The aim is to ensure that the protagonist of the game
lives as long as possible and grows politely. For people it is,
like all games, a form of interactive entertainment. The second
system is the Furby (1998)2, a little and furry puppy available
in various colors. It can be roughly considered an evolution
of the Tamagotchi with more interacting functions. The third
system is a video cassette recorder (VCR), an electronic device
used for home entertainment. The fourth interacting system
is a service, the Black Jack that consists in a gambling card
game taking place between the dealer and the players. The
last interacting system is a design installation that has as main
subject the one who benefits from it entering in it. Everything
must be built to change, or solicit, the viewer’s perception,
which becomes part of the work. Without the viewer, the
design installation does not make any sense.

Before starting with the analysis, a ’warm-up exercise’ was
performed to introduce the students to the tool. After reading
the description about the functioning and interaction with each
object, fifty-nine students have been asked to complete the
questionnaire related to these objects.

V. RESULTS AND DISCUSSION

We did not record particular problems regarding the com-
prehensibility of the questionnaire. In order to establish if the

1https://en.wikipedia.org/wiki/Tamagotchi
2https://en.wikipedia.org/wiki/Furby

students who analyzed the same case studies were aligned
on the same conclusions, we analyzed their answers. This is
important because through the closed answers they described
the interaction that a user plays with the product to achieve
a certain purpose in a particular context. If these descriptions
were consistent, we can say that the questionnaire is versatile,
meaning that it can be applied to very different interactive
objects, but also that it is possible to categorise products
according to the degree of compatibility with human person-
alities.

The overall classification result is reported in Figure 3
and shows that every considered product is characterised by
a different degree of compatibility with human personalities.
Each product has its own way to provide information and
to react to the users actions. Therefore, the system leads
the person to use only a subset of cognitive processes. For
instance, the design installation is in the top right quarter of
the J-P plane. This means that the object sends stimuli in
a manner consistent with intuition users and requires mental
processes which are usual for feeling users. The centroid of
the point cloud has coordinates J = 13 and P = 8.1. The
data demonstrate that the interaction between a user and an
installation should be done in an empathic way, it requires an
approach that consists in harmonizing with the environment
(feeling) while understanding rationally its every single parts is
quite useless. In addition, the installation requires the ability to
abstract the meaning of what the user sees, to understand how
the different parts are combined and communicate together.
Such results are consistent with an intuition-friendly user.
Instead, the Blackjack is easier for people who usually interact
with the world in a logical and intuitive way.

Although the results are similar each participant has clas-
sified the objects in a slightly different way. As reported in
Table I, the variance is smaller when people describe how a
product sends stimuli (e.g., the mean value of the variance
is about 64 for the SN dichotomy) than when they have to
imagine the results of their actions with the system (e.g., the
same value is about 90 for the TF dichotomy). Such behavior
can be explained by the evidence that second exercise has
much more solutions than the first one.

The video recorder has rather low values of the variance
because this device is almost in every house and during the test
everybody remembers how it works. Conversely, understanding
how to interact with Tamagotchi and Furby through their
descriptions is not easy for a student who has never interacted
with them thus implying the high level of variance for the
TF dichotomy. However the provided descriptions of both
Tamagotchi and Furby are able to clarify efficaciously how
these toys send stimuli (i.e., low values in the SN dichotomy).

The variances of variances are 116 for the TF dichotomy
and 113 for the SN dichotomy. The values of the variance
fluctuate a bit probably because some products are well known
by the students while others are barely new, e.g., everyone had
a notion of a VCR, few have already played Blackjack, many
have seen Tamagotchi or Furby but no one has ever been into
the described design installation.

The interacting systems were chosen in order to have a
different level of interaction and engagement with the hu-
mans, then we can consider how the path of the consumer
electronics has been evolved over the last decades. Figure 3
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Figure 3. a) Personality-friendly object classification of five interacting systems: Tamagotchi, Furby, Video Cassette Recorder, Black Jack and Design
Installation. Each centroid of the point clouds is represented though a crossed circle and the ellipse reports the 95% interval of confidence

b) Position of the five interactive systems (Tamagotchi, Furby, Video Cassette Recorder, Black Jack and Design Installation) within the J-P plane. The arrows
report the evolution of the consumer electronics.

TABLE I. AVERAGE AND VARIANCE TABLE

VCR Tamagotchi Furby Black Jack Design installation
Avg.FT Avg.SN Avg.TF Avg.SN Avg.FT Avg.SN Avg.FT Avg.SN Avg.FT Avg.SN
-16,65 -10,71 -5,35 -9,45 0,16 -9,24 -9,24 2,45 12,37 8,14

Var.TF Var.SN Var.TF Var.SN Var.TF Var.SN Var.TF Var.SN Var.TF Var.SN
78,29 69,62 102,66 46,34 102,57 57,16 80,25 74,63 84,4 71,98

shows the centroids related to the five case studies highlighting
with arrows the evolutionary path made by the electronic
devices for entertainment. According to the students answers
(J = −16, 6;P = −10, 7) it is evident that VCR is
characterised by a remarkable compatibility with the mental
function named thinking. The interaction between a traditional
electronic device (e.g., video recorder) and the user is led by
an algorithm, which works only in a logical and objective
way. Probably this is the cause of this kind of compatibility.
Tamagotchi works through a similar algorithm but this fact
is not explicit because each stimulus sent by the device and
each answer of the user are about the needs of a puppy.
The participants seem to perceive such a difference, in their
opinion (J = −5, 4;P = −9, 4) it is possible to interact
with Tamagotchi not only through the logic but also via an
emotional way (i.e., mental function named feeling). For a
person who prefers reaching conclusions through an emotional
way a Tamagotchi is more natural to use than a video recorder.
Tamagotchi was the first electronic product equipped with this
feature and probably this was one of the reason of its enormous
commercial success. This idea is supported by the analysis of
Furby, which can be considered the evolution of Tamagotchi.
It results equally compatible with both thinking and feeling
people (J = 0, 2;P = −9, 2). In our opinion, the designers
of the Furby have improved the compatibility with the people
who prefer the feeling function in order to reach a trade-off
and to create a product suitable for a larger audience.

VI. CONCLUSION

In this paper, the new paradigm of personality-friendly
products is presented. Its scope is to clarify the influence of the
personality of people during their interaction in the context of

human-machine interaction. To achieve this goal we proposed
and tested a questionnaire for the classification of interactive
objects. This tool is based on a model for describing the
human-device interaction and a model for human personalities
(i.e., Jung’s theory of personality types) that allows to catego-
rize products on the basis of certain characteristics that may
occur or not in the human-machine interaction. The approach
we propose here derives from MBTI and it was demonstrated
to be useful in mapping the ability of an inanimate object
to be friendly with respect to different types of users on the
basis of their personalities. The experimental results showed
how different objects are designed to better fit with particular
sets of users than with others. This paradigm looks at the
interaction with objects from the point of view of different
users so as to be able to highlight different features of the
object itself. Future studies will be oriented to refine the
classification tool in terms of number of questions and level
of details. In addition, we will test the model in the design of
the interaction between people and humanoid robots, and in
the field of smart object affordances. In long term vision, this
methodology will help the designer to customize the human-
device interaction taking into account the differences between
the personality of potential users by using both questionnaires
and real interactions with the products.
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Abstract— The public space is often offset for young people, 

where bold and complex routines usually may result in more or 

less functional solutions, sometimes even in unpleasant design. 

More than ever the future depends on the engagement of youth 

in the public arena, and as a counterweight to unpleasant 

design, youth creativity may have in some case an extremely 

powerful effect in urban environments. On the other hand, it is 

questionable how their surroundings are prepared and willing 

to learn and absorb their inputs. The concept of divergent and 

convergent thinking is used as a viable framework to address 

and understand youth creativity in public spaces. Using data 

gathered over several years from a group of skaters, the paper 

gives new insight in how they learn, create and share new 

knowledge and how they envision the possibility to design and 

change their surroundings. Finally, this paper argues for using 

a designerly supported framework to enhance youth’s 

creativity and design in public spaces, based on collaboration 

and co-creation across technology, space and grounded on 

their creative mindset. 

Keywords-creativity; design thinking; divergent thinking;  

convergent thinking; public space. 

I.  INTRODUCTION  

Why does youth interact with their surroundings in 
unpredictable ways? How can all the stakeholders who 
belong to the public space ecology be prepared and willing to 
learn and absorb their inputs? Skateboard, snowboard, punk 
milieu are some examples of youth searching for expression 
outside normal social boundaries. Their dialogue and 
narrative is often strong and visual (see Fig. 1), in some 
occasions addressing inequity in the society, problems with 
environment, urbanism and sustainability [1], but also 
pointing out new ways of defining and creating the way they 
want to live in the modern society.  Their actions sometimes 
evolves and becomes fine art, where Banksy is a well known 
example of interventions in the public space [2]. The need of 
interventions and redesign in public space can also be argued 
as a reaction to unpleasant design, where the blue light in 
public toilets or public bench where it is impossible to lay 
down (also named anti-homeless) are some examples [3]. 
Even though youth’s explorative efforts sometimes may be 
perceived as provocations, using a designerly perspective 
when understanding the way they wish to communicate in 
public urban space, may give new insight. On the other side 
of the provocative scale, for some group of less explorative 

western youth, Social Media (SoMe) has given them the 
possibility to meet, discuss and share in a digital space, in 
ways unthinkable a decade ago. Their discourses are often 
hidden from the public space or, at least they believe that, 
and therefore giving them the possibility to bring their voice 
to an arena more visible in the public space [4], may help 
who among them is not already engaged with creative 
activity in the public space. Defining youth require an 
adequate correctness difficult to achieve in this paper, 
therefore we choose to loosely address them as more or less 
provocative. Another reason to use a simplified scale is 
argued by the fact that using qualities to define youth ranging 
from kindness and rule-following attitudes, to risky behavior 
and disobedience [5], often accommodate only the adult 
world. How youth perceive themselves is often unclear and 
different for those outside, making it more difficult to 
develop solutions that may help them. This paper argues for 
a designerly based framework to enhance youth’s creativity 
and design in public spaces, based on collaboration and co-
creation across technology, space and grounded on their 
creative mindset.   

 

 
Figure 1. Intervention in the public space. Photo by Gasparini. 

 
The structure of the article is as follows: Section II 

presents a framework of creative thinking in the light of 
convergent and divergent thinking. Section III uses a 
designerly approach when the core of creativity is addressed. 
Section IV contains the results of observations and 
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interviews conducted with a group of skaters. Section V 
presents an enhanced framework, Section VI contains an 
analysis of the findings and argues for the use of a 
framework to enhance youth’s creativity and design in public 
spaces, while Section VII concludes the paper. 

II. A FRAMEWORK FOR CREATIVE THINKING 

Several different theoretical approaches are possible in 
order to understand the human act of creativity. This 
pluralism of theories includes ten different main approaches 
[6], ranging from developmental and cognitive to problem 
finding and problem solving. Creativity as an act must be 
self-discovered and self-disciplined [7], while how a person 
is more or less “sensitive to problems” [8] is a critical factor 
when a problem needs to be found and solved. As a viable 
framework to address and understand youth’s creativity in 
public spaces, the use of the concept of divergent and 
convergent thinking is interesting. In fact, both types of 
thinking are required if creativity shall be obtainable [9]. 
Table I shows attributes needed for divergent thinking [9], 
while Table II for convergent thinking. 

TABLE I.  DIVERGENT THINKING 

Divergent thinking 

1 Being unconventional 

2 Seeing the known in a new light 

3 Combining the disparate information 

4 Producing multiple answers 

5 Shifting perspective 

6 Transforming the known 

7 Seeing new possibilities 

8 Taking risks 

9 Retrieving a broad range of existing knowledge 

10 Associating ideas from remote fields 

 
 Overall, the ten attributes in Table I describes the 

thinking phases needed for a person to think outside their 
safe boundaries in life and thus change their perspective. 
This willingness to open to a broader understanding of the 
problem area and get more insight is crucial to produce 
unexpected combinations of the known. Table II shows the 
needs that are required to complete a creativity process, 
where the act of converging into a narrowed path and 
constrains are mandatory and help toward a viable solution 
of a problem or innovative result.  

Creativity in groups also needs to be addressed when 
analyzing all the attributes in Tables I and II. For example,  
social loafing in creatives groups is a common problem 
[10], and in addition another undesired effect can emerge as 
risky and creative ideas tend to not be shared as they can be 
misunderstood [10]. This tension may result in conventional 

and polite exchange of ideas, often resulting in incremental 
changes only.  

TABLE II.  CONVERGENT THINKING 

Convergent thinking 

1 Recognizing the familiar 

2 Combining what  “belongs” together 

3 Being logical 

4 Homing in on the single best answer 

5 Reapplying set techniques 

6 Preserving the already known 

7 Achieving accuracy and correctness 

8 Playing it safe 

9 Sticking to a narrow range of obviously relevant 

information 

10 Making associations from adjacent fields only 

 

III. DESIGNERLY PERSPECTIVES ON CREATIVITY 

A framework able to enhance youth’s creativity and 
design in public spaces needs to address divergent and 
convergent thinking. Design Thinking (DT) [11], [12] may 
help find a suitable framework since both divergent and 
convergent thinking are two of the main factors in a DT 
process. The power of DT as an approach is the use of design 
methods to define more precisely the problem and, at the 
same time solve it. The elaborative forces present in a DT 
process are rapid prototyping, abductive thinking and 
empathy for the user perspectives. The result of an abductive 
thinking process is the problem-solving process 
aforementioned, which is based on an educated guess. In the 
DT process one uses actively the divergent thinking to bring 
inside the creative process as much insight as possible. This 
is especially necessary when one is creative in the rapid 
prototyping phase. This type of thinking is interesting in 
regards to the attributes in Table I row 6, 9 and 10, where 
knowledge is an important factor. One could derive from this 
designerly perspective that youth may gain substantial 
support if a new framework may give them access to more 
tailored knowledge. In a DT process, an emphatic relation to 
the users perspective is mandatory [13], even in Tables I and 
II this perspective is not explicitly defined. In regards to 
youth a further analysis on their emphatic behavior could 
gain better insight and define its role properly. During the 
DT process, numerous prototypes are produced, and the best 
one is chosen, based on an educated guess. This process can 
be explained as follow: the definition of the problem 
emerges simultaneously with the solution. In the convergent 
thinking process this fits with row 4 in Table II, “Homing in 
on the single best answer”. Findings in [14] supports this 
view when youth is interacting with their surroundings, are 
framing questions and producing answers and solutions: 
"Comparisons indicated that the adolescents generated 
significantly more responses to the discovered problems than 
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the presented problems.”.  This is in line with a DT approach 
and may give a stronger support for a designerly perspective 
on how divergent and convergent thinking are tightly linked 
with DT, and why perspectives from young people in this 
context may be relevant to look into.  

IV. CASE STUDY 

Skaters as a group are interesting as they interact with 
their context in various ways, always looking for new arenas 
to use and explore and a willingness to the recuperation of 
existing material [15] to construct skateboarding locations. 
The data used to analyze the framework was gathered in 
short periods of observation in vivo, throughout several 
years, using informal discussions and interviews of a group 
of five skaters living outside a large city in Scandinavia. The 
group of skaters in this case study was only male, a very 
typical composition of groups in the skating milieu. The 
boys also had a quite normal distribution of character, 
ordinary and polite youth from middle-class families. The 
observation of this group started in 2010 just at the 
beginning of their interest in the skate milieu. All five were 
around twelve years old, and had other sports activities 
beside the practice of skating. Their interest bloomed fast 
and after a short period, they were often visiting skateboard 
parks in their living area. They also used the skateboard as a 
means of transportation to the nearby school, which they 
attended. After a while, the municipality and a local sports 
organization built a large skate ramp outside the school. The 
group also used to make their own smaller ramps and used 
part of streets, sidewalk, and small stairs to train in the art of 
skating. As a reason for choosing the path into the world of 
the skaters, coolness [16] was the most prevalent. The parks 
in the surrounding area were of different type and build. 
One was of concrete inside an old plastic storage hall, 
turned communal, without any adult supervision, while 
others were more bureaucratically organized. The latter type 
of skateboard park was, of course, larger and had several 
demanding ramps, usually made of woods. The storage hall 
skating park, not far from their home, consisting of concrete 
ramps and obstacles both outside and inside the hall, was 
the preferred one by this group of youth, and when visiting, 
sharing ideas and tricks with other skaters were common. 
Skating to the nearby grocery store and eating together did 
not require great effort; neither did asking for tips and tricks, 
and the other skaters always replied positively. The social 
context and the feeling of being part of the milieu were as 
well important.  

Inventing or reinventing unusual types of games was 
also part of the skate life they adhered to, an example was  
“The skate”, where one skater of the group made a trick and 
the rest had to copy. The peculiar part was the type of tricks, 
it could be new ones, or just invented there and then. 
Another interesting point they mentioned was the dynamics 
inside the group, as they used it as a platform to socialize 
between them. A revealing observation for the author was 
the act of buying skateboards. The effort and engagement in 
the discussion about the quality of wheel, the form and 
quality of the wood board and the colorful design 
underneath, was crucial of being part of the group and a 

strong socialization force and a symbol of group expression. 
The skating interest also affected their preference regarding 
the type of games on the game console everyone had at 
home, and what kind of movie to watch on television and 
online on the YouTube platform. Observations revealed 
other interesting aspects of how they had built up a social 
context around their living. Driven by the success of 
international skaters, their plans for the future were also 
affected, and making “a world of their own”, they could 
interact with the surroundings based on its own terms and, 
as they pointed out, it allowed them to combine ideas and 
meaning from the group in a fruitful way.  

After some years, one by one, stopped being part of the 
skate group although they hung together in other contexts, 
like sport or online gaming. As a reason for dropping out, 
they explained, that after a longer period of skating, some of 
them had difficulty to catch up with the most endowed 
among them. As this article is being written also the last one 
has partially given up being a professional skater. The last 
discussion with members of the group was performed this 
year, and dealt with their participation in the skate milieu, 
how they first became interested and how, in retrospect, the 
knowledge about tricks and movement was learned among 
them.  

The focus was changed now, more in the direction of 
how they perceived what happened, what was the dynamic, 
and what they learned from their skating period. What they 
remembered and praised now was the positive socializations 
they had and the willingness to share competence and 
cooperate when working with new tricks and ideas. One 
trick question the author managed to ask them was what 
adults could learn from the skating milieu and how to 
implement this insight in real life. They explained the 
necessity of sharing the nice experiences one finds when 
being part of a group so including as the one they were part 
of. Values like openness and belonging were the ones 
mostly rewarded. In regards to implementing their wishes of 
a more inclusive community and public space, they had 
some adequate plans. Building places for youth to meet and 
share their common interest, make it easier for youth to 
participate in sporting activities and bring more people on to 
the street to make the urban space less frightening, were 
good ideas of intervention and redesign in public space.   

V. AN ENHANCED FRAMEWORK 

Using observations and data presented in the case study 
and additional insight from several studies of youth made by 
the author in the context of school when adapting new 
technologies and their response to coolness in the learning 
context [16]–[18], an enhanced framework for divergent and 
convergent thinking is presented. The framework defines 
possible behaviors for both the provocative and the less 
provocative youth in Tables III and IV. Each attribute may 
give relevant knowledge about what we can learn from both 
the more or less provocative youth, how to support them, 
and eventually how to transfer this creative mindset to youth 
not already engaged in creativity and design efforts in public 
spaces. Row one (Being unconventional) in Table III fits 
well when addressing youth acting outside their boundaries, 
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and seeing the known in new light, from row two, was 
present in the group of skaters in the case study, as they 
always were out searching and hunting for new experiences 
and  finally elaborating them into novel skating competence.  

TABLE III.  DIVERGENT  THINKING IN YOUTH 

 

Divergent thinking 

Tendency for 

behavior among 

provocative 

youth 

Tendency for 

behavior among less 

provocative youth 

1 Being 

unconventional 

Often in place Difficult  

2 Seeing the known in 
a new light 

Often in place Difficult 

3 Combining the 

disparate 
information 

Difficult Often in place 

4 Producing multiple 

answers 

Possible Possible 

5 Shifting perspective Often in place Difficult 

6 Transforming the 
known 

Possible Possible  

7 Seeing new 

possibilities 

Possible  Difficult  

8 Taking risks Often in place  Difficult  

9 Retrieving a broad 

range of existing 
knowledge 

Difficult Possible  

10 Associating ideas 

from remote fields 

Difficult   Possible  

 
For the provocative youth, row 3, 9 and 10 in Table III 

have in common a need for retrieving enough and relevant 
knowledge to accomplish a creative task and a possible 
indication that they may have problems in achieving that 
goal. Although observations from the case study show that 
the youth in the skate group often used several digital 
channels, peers and older participants of the milieu they 
belong to, to get information, the question is whether this 
effort is adequate. The area of interest, in this case skating, 
may be niche based and the attribute “Associating ideas 
from remote fields” (row 10) seems to require additional 
perspectives outside their range.  

For the less provocative youth, the attributes in row 3, 9 
and 10 may be more often in place, and a timely question 
could be if a cooperation between the less and more 
provocative youth could help the latter achieve their goal. 
Table IV, presenting attributes contributing to convergent 
thinking [9], is also interesting as the attributes seems to be 
more difficult for provocative youth to achieve, as the 
thinking phases are more close to a mature mindset. In fact, 
the final goal in schools is the concretization of the learning 
process in tests and exams, requiring primarily convergent 
thinking [19], and this paper addresses also the necessity to 
find out how youth manages to perform this form of 
thinking, as it is mandatory to accomplish creativity [9]. 

Rows 6, 9 and 10 in Table IV can be related to how the 
knowledge and the competence of a person need to converge 
and to be closely related to the problem area. Therefore this 
tension between the different tendencies the more or less 
provocative youth has, may have a specific  effect especially 

in rows 6, 9 and 10, as it seems that a cooperation between 
them has fruitful results.  

Finally, the attribute in row 8, (Playing it safe), is the 
only one with an obvious opposite value between the two 
different types of youth behavior, and have the inverse value 
in Table III (Taking risk). This attribute is quite interesting as 
it has an enormous impact, and implies that collaboration 
between youth with different behavior has to occur for 
creativity to take place. 

TABLE IV.  CONVERGENT THINKING IN YOUTH 

Convergent thinking 

Tendency for 

behavior among 

provocative youth 

Tendency for 

behavior among 

less provocative 

youth  

1 Recognizing the 

familiar 

Often in place Often in place 

2 Combining what  
“belongs” together 

Often in place Often in place 

3 Being logical Possible   Possible 

4 Homing in on the 

single best answer 

Often in place  Often in place  

5 Reapplying set 

techniques 

Often in place  Often in place  

6 Preserving the 

already known 

Difficult Often in place  

7 Achieving 
accuracy and 

correctness 

Possible Possible 

8 Playing it safe Difficult Possible   

9 Sticking to a 

narrow range of 

obviously relevant 
information 

Difficult Possible   

10 Making 

associations from 
adjacent fields only 

Difficult  Possible  

 
In fact, collaboration and co-invention between youth 

with opposite provocative behavior has some testimonial 
stories in company start-ups like Apple, Google, and 
Facebook. Even today, innovative companies seems to be 
governed by a mindset rather than management rules.  

VI. DISCUSSION  

The introduction of the paper has pointed out several 
examples of motivation to support and enhance youth’s 
creativity and design in public spaces. As mentioned youth 
often interact with their surroundings in unpredictable ways, 
while today’s society is not prepared or willing to learn and 
absorb their inputs. One can observe youth staying and 
hanging out on the outside of stores or inside malls, or skate 
communities using concrete, wood and more to construct 
new infrastructure and reshaping the public space as a way to 
comment and address more or less functional solutions in 
urban life. Artists have also used the urban and public space 
as an arena to communicate their narrative and 
understandings of today’s living in visual ways (Fig. 2) [20].  

One relevant question to ask is, if the urban living of 
today is the one we need and wish for? Allowing 
interventions and creativity in the public space to be an 
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accepted form of communication and not a counterculture, 
seems not so easy. A current example is how easily even 
Banksy interventions in the public space have gotten 
censored when addressing the unpleasant reality of the 
European refugee politics (see Fig. 3) [21].  

 

 
Figure 2. Companie Willi Dorner, Bodies in Urban Spaces [1][20]. 

 
Exclusion is also a form of censoring, with countless of 
examples and reducing the possibility young people have to 
intervene in the public urban space, represented by an 
example from a restriction of skaters in the Metro stations in 
Oslo (see figure 4). A final example of negative intervention 
in the public space is the attempt by a cultural institution in 
the Italian city of Bologna to dismantle different graffiti 
artwork and move them into an exhibition, often without  
permissions [22].   
 

 
Figure 3. Banksy urban intervention being censored in London [21]. Photo 

from a news report by the Norwegian Broadcasting Corporation [23].  

 
The group of skaters in the case study lived and 

perceived the public and social space from a creative stand. 
For them, the environment was linked to the attributes of 
divergent and convergent thinking as part of a creative effort, 
where the Design Thinking approach gives a sound 
understanding. One of the tension between the interventions 
of the skaters and creativity in the public space is the 
temporal use of the space, while this volatile attribute is 

difficult to monitor the effects of [15]. Addressing the 
different elaborative forces in Design Thinking may have 
good perspectives to give youth a framework consisting of a 
platform to cooperate on and enhance creativity, bringing 
together the physical and digital world where youth act in, 
and finally to take advantages of their willingness to make 
changes in a creative way. This way of interaction can also 
resolve the issue with the temporal use of space.  

A platform for digital interventions may be consisting of 
a group of services included in the SoMe sphere to allow 
them to meet, discuss and share, after all, the majority of 
youth has smartphones, and using those services in the 
public space should be quite normal. The platform should 
also support a bridge between the physical and digital space 
based on the Internet of Things (IoT) where light, sound, 
smell and the narrative of living in form of pictures, text and 
drawing, could act as a catalyst for interventions. In regards 
to technology, every day new tools, gadget and services are 
entering the SoMe and IoT market, and youth often tries to 
redesign them in unpredictable ways, and in unthinkable 
areas, for instance like libraries [24]. The Internet of Things 
has already opened new frontiers in regards to interaction in 
the public area, from controllable street lights in the aim of 
the sustainable city, to city art, as in the use of light drones in 
Austria [25].  
 

 
Figure 4. Restrictions in the Oslo Metro stations. Photo by Gasparini   

 
A holistic approach to both SoMe and the IoT using Design 
Thinking gives a deeper understanding of how divergent and 
convergent thinking can be fully enhanced to support 
creativity among youth wishing to be engaged in civic 
matters. The case study shows their interest in contributing, 
whilst they did not have an easy platform to use.  

However some new trend seems promising. Geo tags, 
Google street presents the public space with an augmented 
reality [26], and in this context the users has already allowed 
their own privacy be more open. The trend represents a 
willingness to share their locations. The use of Tinder, 
Facebook and others applications are examples of urban 
living connect with the digital word, and can be seen also as 
a digital layer that can be modelled and designed, and 
therefore promising for new solutions and possibility. 

The elaborative forces of Design Thinking, for instance 
rapid prototyping, may take advantages of the tension in the 
creativity act when performed by the more or less 
provocative youth. Tables III and IV show they both need 
mentoring as it seems necessary in regards to knowledge 
acquisition, and knowledge transfer between them as the 
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approach to gathering the correct insight is quite different. A 
platform to help them cooperate and enhance creativity 
should support a service where youth could get access to 
knowledge in an easy way. Using the possibility the Internet 
of Things and SoMe gives, the solution could function by 
using libraries, youth clubs, sports groups, schools, malls and 
more as an intersection between youth and access to 
knowledge, based on their creative mindset.     

VII. CONCLUSION AND FUTURE WORKS  

The paper proposed the use of a designerly based 

framework to enhance youth’s creativity and design in 

public spaces, based on collaboration and co-creation across 

technology, space and grounded on their creative mindset. A 

platform where youth can share their interests and 

willingness in defining the way they want to live in the 

modern society should address how their divergent and 

convergent thinking functions. How skaters share 

information among them and their vision of the public space 

is an example of how young people are willing to share their 

insight and change their surroundings while the public space 

has a lack of platforms to engage them. Their willingness to 

make changes should be taken seriously and finally take the 

advantages of the impact they may have.    
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Abstract—The changing technology landscape has reshaped 
the relationship between producers and consumers and has 
signaled a shift towards more collaborative and social cultural 
forms. These changing cultural practices are referred to as 
‘Participatory Culture’. While the Internet offers an always on 
and readily accessible mode of engagement and involvement 
within participatory culture, these platforms need to be 
complemented with collaborative and creative participation in 
physical spaces for sustained engagement in real world cultural 
activities. Recent research on maker cultures and the growth of 
maker-spaces offers very relevant lessons in this regard. Using 
this research as a point of departure, we propose a 
decentralized and semi-organized form of maker-spaces called 
‘pop-up’ maker-spaces that could act as triggers to create 
engagement within communities towards creative and 
collaborative production and informal knowledge sharing. 
Further, we describe three workshops that were setup as ‘pop-
up’ maker-space environments as a part of a case study to 
discuss our findings and insights. While all the workshops had 
a pre-defined thematic area, the final outcomes were very 
different and represented differing conceptual and material 
explorations conducted by the participants. 

Keywords- Participatory Culture; Collaborative Spaces; 
Creative Engagement; Co-operation; Awareness; Motivation; 
Digital Engagement. 

I.  INTRODUCTION 
The changing technology landscape has reshaped the 

relationship between producers and consumers and has 
signaled a shift towards more collaborative and social 
cultural forms. These cultures re-consider the passive role of 
consumers as mere users of content from controlled and 
established channels to a much more active social and 
collaborative role - one where they actively access content 
through ever increasing number of dispersed channels, 
discuss, re-appropriate and share it. Media scholars and the 
Human Computer Interaction (HCI) community refer to 
these changing cultural practices as “participatory culture” 
[1] - a culture of creation, re-appropriation, sharing and 
collaboration. Literature points to the importance of 
participatory culture in today’s society including 
collaborative learning, an informed attitude towards 
intellectual property, better civic engagement and a more 
empowered concept of citizenship [1]. While the most 
common and current examples of participatory culture do 
seem to come from Internet based services and platforms, the 
history of participatory cultures predates these technologies 

and has always existed as a form of de-centralized 
expression particularly amongst the youth [2].  

While the Internet offers an always on and readily 
accessible mode of engagement and involvement within 
participatory culture [3], research suggests that such 
platforms are not always successful in sustained engagement 
in real world civic and cultural activities [4][5]. Papert [6] 
also stressed on the importance of face to face interaction, 
with a diverse mix of skill levels, from complete beginners to 
experts, for informal learning in a social setting. While 
participatory culture is discussed exclusively as a form of 
Internet based media production and sharing [7]–[9] there is 
growing interest in the HCI community on a different but, in 
our opinion, closely related phenomenon of ‘maker cultures’ 
[10]. Maker cultures refer to alternative practices of material 
and technology ownership and use with a focus on Do It 
Yourself (DIY) repairs, craft, hacking, digital fabrication and 
electronic tinkering [10][11]. Research has also highlighted 
[11]–[13] the role of collaborative co-creation spaces called 
‘maker-spaces’ [14] and ‘fablabs’ [15] in catalyzing maker 
cultures. These spaces aim to create accessible co-production 
platforms for physical products and promote collaborative 
and social problem solving [14][16], which is in-line with 
Jenkins’ [1] description of participatory culture. Hence, we 
propose that platforms like maker-spaces should be seen as 
the physical counterparts of online content production and 
sharing platforms and have the potential to configure 
participatory cultures within communities by aiding creative 
production and discussion. However, while maker-spaces 
and maker culture in general have an openness, 
democratization and empowerment driven intent 
[10][12][14], critical research has also pointed out the gaps 
between the ideal nature of their intent and the realities of 
practice [17][18]. The highly technological nature of the 
material and culture in maker-spaces tends to also make 
them exclusive and limited to a ‘techno-savvy’ audience 
[13]. In light of such critiques, we suggest that maker-spaces 
need to take a more decentralized and semi-organized form 
with permanent spaces being complemented by ‘maker’ 
community run temporary or ‘pop-up’ maker-spaces that 
could serve to engage larger communities in the means of 
creative and collaborative production and informal 
knowledge sharing. We argue that the temporal nature of 
these pop-up maker-spaces could serve to create interest in 
otherwise disengaged communities and help translate the 
open and democratic intent of the maker culture without 
requiring the large scale investments needed for a traditional 
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maker-space. Moreover, the advent of ‘maker’ oriented 
portable kit based technology platforms like littleBits [19], 
SAM [20] and Printrbot [21] allows these spaces to take a 
mobile and decentralized shape and does not limit them to 
fixed areas with expensive hardware on site. Hence, we 
suggest these ‘pop-up’ maker-spaces could act as bridges for 
grassroots participation by virtue of being accessible and 
offering a low barrier to entry.  

In this paper, we use one such platform, littleBits [19], 
and examine the role it can play in conjunction with specific 
spatial arrangements and low-fidelity materials in 
configuring a ‘pop-up’ maker-space setup intended to 
provoke creative engagement within different communities. 
We describe three workshops that were setup as ‘pop-up’ 
maker-space environments as a part of a case study to 
discuss our findings and insights. While all the workshops 
had a pre-defined thematic area, the final outcomes were 
very different and represented differing conceptual and 
material explorations conducted by the participants.  

The paper is structured as follows: The conceptual 
considerations and the technological platform that we build 
on to develop the construct of pop-up maker spaces is 
introduced in Section II. In Section III, we present our case 
study using three workshops that used the pop-up maker 
space construct in real world scenarios and highlight our 
approach with participants from different age groups and 
professional areas of practice. Finally, we discuss our 
findings in Section IV followed by a conclusion in Section 
V.  

II. CONCEPTUAL AND TECHNOLOGICAL 
CONSIDERATIONS 

In this section, we briefly outline the theoretical 
considerations that helped frame the approach and design of 
the elements of decentralized and mobile “pop-up maker-
spaces”. 

A. Participatory Cultures 
Jenkins et al. [1], in their seminal work, defined 

participatory culture as  
“a culture with relatively low barriers to artistic 

expression and civic engagement, strong support for 
creating and sharing creations, and some type of informal 
mentorship whereby experienced participants pass along 
knowledge to novices.”  

They also argue that a participatory culture also allows its 
members to believe in their contributions and feel “some 
degree of social connection” [1] with others and their 
opinions about their creations. In general, participatory 
cultures reward participation but do not force it. This idea 
stems from the advancements in technology that has allowed 
people to shift from their roles of passive consumers to 
active creators of content and more recently products using 
self-fabrication techniques [22][23]. Further, Delwiche and 
Handerson [24] discuss three broad classifications within 
participatory culture, depending on the nature of 
participation. Their work suggests that the nature of 
participatory culture is largely defined by real world factors 

like space, participants and their level of engagement with 
the community and the media being generated. 

1) Consensus cultures 
This is an “agreement based” culture that is typically 

work or productivity oriented, usually with specific goals 
that need to be met or problems that need to be addressed. A 
special form of this kind of participatory culture can be seen 
in “expert cultures” where people with “specialized 
knowledge” come together like in think tanks. 

2) Creative cultures 
This is a culture which encourages its participants to 

create, re-purpose, remix, share and comment within a safe 
and supportive environment. Participants are often very 
passionate about their areas of interest and creativity and are 
willing to share and build on their knowledge and creations. 
This kind of participatory culture is known to foster 
sustained engagement. The maker, remix and art cultures are 
examples of this type of culture. Work within this thesis 
would primarily explore participatory culture in this context. 

3) Discussion cultures 
This is a culture that fosters participation around specific 

topics of personal and professional interest rather than 
specific objects and outcomes. Engagement in this kind of 
culture is varied with participant’s interests changing over 
time. Since the objective of this kind of culture is discussion 
and debate, the nature of participant exchange may vary from 
support to heated disagreement, often in real time. News 
sites and fan forums are examples of this type of culture. The 
discussion outlined in this paper primarily concentrates on 
creative cultures, with its focus on collaborative exchange, 
sustained engagement and creative production. 

B. Maker Culture 
Maker culture refers to practices related to DIY, craft, 

electronic tinkering and technology repair leading to the 
development of alternate notions of material ownership and 
use within ‘maker communities’ [12]. Lately, maker cultures 
have been given a lot of interest within HCI with empirical 
studies on maker identities and values [12], analysis of the 
modes of material engagement [25][26] and larger 
investigations into the democratizing effects of maker culture 
on technology and technological practices. Maker culture is 
also turning into a popular phenomenon rather than a fringe 
activity for specialized communities largely propelled by the 
rise of maker-spaces, hacker-spaces or fab labs across the 
world [10]. While discussions on maker cultures tend to take 
a largely technology centric stand point as opposed to the 
media centric outlook of participatory cultures, we argue that 
there is a natural overlap between them with a focus on 
practices of community building, knowledge sharing and 
democratized expression and material access. Further, we 
suggest that maker spaces provide the spatial setting and 
cultural framework for sustained engagement with diverse 
means of creative production.  

C. LittleBits 
LittleBits [19] is a technological platform for aiding rapid 

prototyping and electronic tinkering aimed at people with 
little to no prior experience with electronics. The platform is 
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designed to be modular and plug and play in nature with 
little to no configuration needed. It consists of an assorted set 
of color coded magnetic ‘bits’ that encapsulate a specific 
function like temperature sensing, light sensing, USB power, 
Direct Current (DC) powered motors, servo motors, Light 
Emitting Diode (LED) lights and so on. Based on the nature 
of the bits, they are divided into four categories – power 
(blue), input (pink), output (green) and wire (orange). These 
functions can be arranged in linear sequences that can then 
be triggered using programmatic, cloud connected or sensor 
driven bits. The color coding of the functions allows for ease 
in identification and configuration aided by their magnetic 
nature that only allows the bits to be connected in their 
correct orientation (since the bits repel each other in an 
incorrect orientation). The bits by themselves are intended to 
act as alternatives to bare bones electronics components and 
allow ease of use while prototyping the interactive functions 
of a concept. Therefore, they are intended to be used along 
with other lo and hi-fidelity materials that would create the 
external form and tangible interfaces for the concept being 
prototyped. LittleBits [19] were chosen as the technological 
material for the purposes of our workshops because of their 
ease of use and configurability due to the limited time 
available to the participants in a pop-up maker-space 
scenario.  

III. CASE STUDIES 
As stated in the introduction, our goal was to explore the 

portable kit-based platform littleBits [19] as a material in a 
workshop setting to explore the construct of a ‘pop-up’ 
maker-space for configuring creative participatory cultures. 
These workshops were conducted as a part of larger project, 
which aims to investigate technology centric design 
interventions as a means of configuring public engagement 
and participatory culture. In this paper we describe and 
discuss the outcomes from three workshops conducted with 
different user groups: (i) Children from the age group of 7 to 
12 years, (ii) Design researchers, (iii) Professional graphic 
designers. These groups highlight a broad spectrum of 
creatively inclined individuals with differences in age, nature 
of practice and access to technology. While all three groups 
identified engaged with creative production, with children 
regularly engaging in creative activities at school and in their 
home environment, design researchers using various 
prototyping methods in their design projects and graphic 
designers primarily engaging with creative production in a 
professional setting, all groups had limited to no experience 
with the use of tangible technological materials in practice.  

We organized pop-up maker spaces in a workshop setting 
with each group of participants separately. Due to the 
differences in the nature of each group, the approach used to 
engage with them in the workshop was different. However, 
the physical space in each case was temporarily converted 
into a maker space like setting, with free and easy access to 
prototyping materials like colored paper, card sheets, foam 
boards, paints, scissors, brushes, ice-cream sticks, rubber 
bands, cups, assorted lego bricks and play-doh (Figure 1). 
Multiple littleBits [19] workshop kits were used as the 
primary technological material for provoking electronic 

tinkering. The quantity of each material differed based on the 
themes of each workshop. This also helped us evaluate the 
role and impact of supportive materials on the nature and 
form of engagement when used in conjunction with littleBits 
[19].  

 

 
Figure 1.  The spatial setup (top) and the materials used (bottom) in the 

pop-up maker-space. 

As the workshops were conducted in the form of open 
pop-up maker spaces, the format of participation was either 
open (walk-in) or sign-up (pre-registation) based. While the 
sign-up based workshops began with an informal 
introduction to the littleBits [19] platform and a loosely 
defined theme for the day and ended with a presentation and 
feedback, in the open workshop setting, the introduction was 
interspersed between the activities. Previous experience with 
littleBits [19] or any other technological tools was not 
required for any of the workshops. 

The sub-sections below describe each workshop in 
greater detail. Photo-documentation was the main analytical 
tool used for the purposes of this research. Therefore, a large 
number of photographs were collected during the workshops, 
both of the final outcome as well as the interim explorations 
by the participants. These photographs were then analyzed to 
identify differences in the mode of engagement and 
processes undertaken by each group of participants to arrive 
at their respective outcomes.  

A. The First Workshop with Children 
The first workshop was conducted as an open (walk-in) 

exploratory pop-up maker space with children. It was 
conducted as a four hours long workshop, with 23 
participating children. There were three moderators in the 
workshop. All moderators were well versed with littleBits 
[19] and were practicing designer researchers and ‘makers’. 
The theme of this workshop was “Sound and Motion”. This 
workshop was setup as a part of a larger maker event, open 
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for children from the age group of 7-12 years. An enclosed 
hall was taken up for the workshop adjacent to a library’s 
open lounge area. The materials for the workshop included 
the littleBits [19] kits and craft materials described earlier. 
As there was no planned introductory session, artifacts such 
as a bend sensor controlled wind mill and a simple draw-bot 
were made and displayed on the tables in the workshop area 
along with the littleBits [19] and the craft materials to give a 
visual explanation of the bits’ potential and to provoke 
interest. Multiple copies of the littleBits [19]  ‘getting 
started’ guide containing simple projects were also placed on 
the tables. The tables were arranged linearly with chairs for 
working. The bits themselves were grouped by color and 
kept on a central table along with other materials.  

The workshop started with children observing the 
demonstrative interactive artifacts. The moderators gave a 
quick demo of the different ways of connecting the bits to 
the children in small groups by connecting and making a 
small circuit with sound and light. The participants explored 
the bits on their own for half an hour in the workshop. The 
interaction between the participants and moderators was 
more intense during this exploratory phase when the children 
were trying to identify different possibilities of using the bits. 
However, after the first half an hour, children started 
working on their own projects. Some of them who knew 
each other beforehand worked in groups of two while rest 
engaged with them individually. While most of the projects 
started with creating a sound or light driven artifact, slowly 
they progressed towards creating a button driven car, a 
drawing car and interactive music boxes that worked through 
different sensors (Figure 2).    

 

 
Figure 2.  Some outcomes from the first workshop. 

Looking at the artifacts made by the participants, 
littleBits [19] in conjunction with the available craft 
materials and the open spatial configuration where all the 
participants engaged in similar activities played a pivotal role 
in triggering creative engagement. Further, the ease of 
connecting littleBits [19] lowered the barrier to entry 
tremendously and a quick demo was effective and sufficient 
for the children to get started with making things. Finally, 
successfully being able to build feedback in the system 
developed confidence in them leading to greater engagement 
and attempts at creating more complex artifacts.  

B. The Second Workshop With Design Researchers 
This workshop was conducted in a design lab with 

similar materials as the first case at a university with eight 
participating design researchers. Amongst them, four were 
PhD fellows and the remaining participants were professors 
in design research. Participation in this workshop was based 
on pre-registration and it was conducted over a duration of 
three hours. The theme of the workshop was light and 
motion. The participants in this workshop had no previous 
experience with using littleBits [19].  

This workshop started with a formal presentation on 
littleBits [19], which introduced the participants to the 
platform and its basic functions and interactions. Possibilities 
of using the platform as a prototyping tool in design projects 
were also explained briefly to closely relate the materials 
with the participant’s practice. After the introduction, the 
participants used the littleBits [19] manual do some initial 
exploration followed by a round of brief ideation. They 
moved organically from very roughly thought out ideas to 
trying to make interactive prototypes of their concepts, 
highlighting the really low barrier to entry to the prototyping 
process. One wireless remote based car was made by one 
group of three participants while other participants made by 
a ‘head banging’ light device that blinks with neck motion, a 
drawing machine and Arduino [27] connected lights (Figure 
3).  

 

 
Figure 3.  Light following bot and drawing bot created by participants in 

workshop 2. 

We observed all the participants completely engaged in 
looking for extra materials on their own in their environment 
to complete their prototypes. Although all the participants 
felt that they lacked a very clear intent of a project to make 
something more complex and just littleBits [19] were not 
enough invoke more advanced projects ideas. However, most 
of them indicated that they wanted to come back to this 
space to prototype their own design ideas.  

C. The Third Workshop with Graphic Designers 
The third workshop was carried out in the context of a 

design school. There were twelve participating graphic 
design professionals and students in this workshop. An open 
foyer in the design school was identified as the space for 
setting up the pop-up maker-space. A similar set of materials 
was arranged for the participants in this workshop as well 
with a higher quantity of sketching and painting tools like 
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brushes, different kinds of paints, crayons and markers due 
to the workshop theme - ‘printing/drawing machines’. It was 
a full day workshop conducted over a duration of five hours. 
Like the previous workshop, the first activity in this 
workshop was a formal presentation on littleBits [19]. It was 
introduced as platform for quick prototyping and sketching 
in hardware and a tool that can be easily incorporated by 
graphic designers with no experience with technological 
prototyping as a means for creative expression. When the 
making session started, it was conducted as a round table 
activity. The participants formally introduced themselves and 
their backgrounds to each other. The initial plan was to do a 
similar exploration exercise with the bits followed by 
jumping into projects afterwards in groups. However, being 
practicing designers, the participants started to work with the 
platform while ideating concepts simultaneously. While two 
participants who were classmates made a group, others 
embarked on individual conceptualization and rapidly 
making ideas.  

 

 
Figure 4.  Drawing machines and artwork created in workshop 3. 

This time we observed the participants did not spend time 
exploring littleBits [19] in isolation. Each one of them took 
time to plan their project outcomes and prepared materials 
for it. Their final projects were more finished in comparison 
to the previous workshops as well in addition to having very 
different interactions despite all of them being drawing 
machines (Figure 4).  

IV. DISCUSSION 
We analyzed our first hand observations and 

documentation for insights with a keen focus on uncovering 
the role of modularized and easy to use technological 
platforms like littleBits [19] in shaping the physical spaces 
into cultures that foster creative engagement and lead to an 
organic sharing of knowledge and ideas.  

Firstly, a clearly designated physical space with an open 
and exploration friendly configuration helped create a 
context for the exploration and use of the technological 
material (littleBits [19]) specifically and engaging with 
electronic tinkering in general. For example, in the first 
workshop with children, even before children could get a 
hands on ‘maker’ experience, the set up of the space with 

demonstrative artifacts, freely kept materials and bits, and 
various manuals combined with free seating arrangements 
conveyed the nature of the space. The crafts materials on 
display also contributed to the maker space environment. 
While the library’s open lounge required greater efforts to 
convert it into a space for creative activity, the design studio 
for the second workshop and graphic design school foyer in 
the third workshop lent itself naturally to the nature of the 
activity.  

Secondly, the technological material combined with 
quick access to seasoned makers in itself played a pivotal 
role in driving the creative focus and confidence in exploring 
ideas which previously seemed out of reach by the 
participants. For instance, during the first workshop children 
were fascinated by the interactive windmill on display but 
displayed hesitance in lifting and examining the artifact 
itself. However, when moderators helped them in making 
similar interactions on their own, it led to a realization of the 
ease of getting started with electronic tinkering and the fact 
that they could also create something similar to the artifact 
on display on their own. This led to the children being less in 
awe with what they were seeing but more engaged with what 
they could accomplish on their own by using the bits. 
Although one of the downsides of such a setup was that 
many children started making projects very similar to what 
was already on display. A similar but slightly different 
response was observed in the other two workshops, an 
introduction to the platform and a small session with the bits 
sufficed in breaking the fear of working with technological 
materials and participants then started focusing on their ideas 
and concepts rather than trying to learn the technology itself. 
We could see modularized easy to use platforms like 
littleBits [19] as an encouraging platform that seemed to get 
out of the way and instead let the participants have 
conversations and engage with making things without having 
to go through a prolonged learning processes. We argue that 
such quick access platforms are pivotal in creating initial 
interest in creative maker cultures at ‘pop-up’ or temporary 
spaces where there is limited time to engage with the 
materials at hand.  

Thirdly, we observed that while the bits themselves 
largely formed the internal components of most ideas, they 
were the primary drivers of conversations and the exchange 
of knowledge. As discussed in Section II, this technological 
platform in itself consists of a large number of bits that 
encapsulate a single function that compound exponentially 
into a huge number of potentially complex interactions when 
configured into different kinds of arrangements. Therefore, it 
can be difficult and quite monotonous for one individual to 
sit and learn all of these functional characteristics and 
configurations. However, engaging in the act of making and 
in an organic and exploratory manner coupled with 
exchanges with other participants, the participants 
inadvertently get exposed to most of the different 
components through the process of helping and watching 
other people engage with them. This was observed more 
prominently in both the second and third workshop, where 
individuals working on their idea kept to themselves during 
the making process but constantly engaged in listening and 
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contributing to the discussions around the function and use 
of a new bit along with inquiring about bits that they 
stumbled into or saw lying around.  

  Finally, craft materials were used to construct the 
physical form of the ideas conceptualized by the participants 
and remained pivotal in all the three workshops. The bits 
made complex concepts feasible and quicker to configure 
than with traditional electronic toolkits like the Arduino [27] 
but the craft materials allowed for the interactive functions to 
have an engaging and usable form. For instance, in one of 
the projects in the third workshop made by a two graphic 
design students, the function of a large scale drawing 
machine was prototyped using the bits but the concept could 
not have been complete without the rotating plates and the 
scaffolding for the paint bucket. Finally, the use of external 
camera lights added an element of drama to the art 
installation and made it even more engaging. Therefore, we 
argue that a technological platform like littleBits [19] needs 
to be situated within a larger ecosystem for exploratory and 
creative engagement. Specifically, in the case of a ‘pop-up 
maker space’ having a diverse set of electronic and non 
electronic reconfigurable tangible materials is critical to 
engage and fully involve participants and help them in 
physically realizing their ideas to their fullest potential. The 
temporal nature these pop-up arenas leave little space for 
isolated struggles with the tools themselves which can 
hamper the drive to work with the ideas in the limited 
timeframe.  

V. CONCLUSION 
The paper illustrates the use of ‘pop-up’ maker-spaces as 

a construct to configure creative culture based engagement 
and participation, using modular and easy to use 
technological platform in conjunction with craft based 
materials and an open spatial setup for fostering creativity in 
participating communities.  Three workshops were 
organized, in the form of pop-up maker events. The first 
featured children from the age group of seven to twelve 
years, while the remaining two were focused on design 
researchers and graphic designers. The main tool for 
engaging the workshop participants in process of tangible 
construction and representation of their ideas was littleBits 
[19]. The process was photo documented and analysed.   

First, we remark that using the modular technological 
platform, littleBits [19] for DIY prototyping proved effective 
for the workshop participants. While the intent of 
participating in the pop-up maker-spaces differed for all 
three categories of participants in the three workshops, the 
ease of access and understanding of littleBits [19] played a 
pivotal role in engaging the users. We witnessed that the 
participants engaged extensively with the bits and the other 
craft material provided to make their ideas in all the 
workshops.  

Our key finding was that a hands on popup maker-space 
environment engaged participants in collaborative exchanges 
around an easy to use technological platform led to creative 
outcomes even though all the participants were completely 
new to electronic tinkering. The spatial configuration and 
access to technical and craft based materials helped catalyze 

the engagement and explorations. Moreover, they also served 
as triggers for exchange of knowledge and informal 
conversations among the participants who suggested 
alternative bits and techniques to each other based on their 
limited experience to aid the construction of each other’s 
artifacts.  

The insights and early results from these pop-up maker-
spaces can serve as a foundation for further research on the 
role of technological toolkits and materials on sustained 
engagement and creative expression. Our future work would 
involve identifying design patterns for configuring pop-up 
maker-spaces along with exploring other technological 
toolkits, materials and diverse spatial configurations for 
exploratory and creative DIY engagements amongst 
participants.  
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Abstract—In recent years, it is becoming more common for people
to use applications or devices that keep track of their activities,
such as fitness activities, places they visited, the music they listen
to, and pictures they took. These data are used by the services
for various purposes, but usually there are limitations for the
users to explore or interact with them. Our project investigates
a new approach of visualizing such Quantified Self data, in a
meaningful and enjoyable way that gives the users insights into
their data. The paper discusses the feasibility of creating a service
that allows users to connect the activity tracking applications
they already use, analyse the amount of activities, and then
presents them the resulting information. The visualization of the
information is proposed as an avatar that maps the different
activities the user is engaged with, along with the activity levels,
as graphical features. Within the scope of this work, several user
studies were conducted and a system prototype was implemented
to explore how to build, using web technologies, such a system
that aggregates and analyses personal activity data, and also to
determine what kind of data should and can be collected, to
provide meaningful information to the users. Furthermore, it was
investigated how a possible design for the avatar could look like,
to be clearly understood by the users.

Keywords–Quantified Self; Avatars; Data Visualization.

I. INTRODUCTION

Making active use of most entertainment, productivity,
lifestyle, health and fitness, etc. applications and services can
produce a large amount of personal data. There is a growing
interest in collecting data generated from users’ everyday lives,
indicated by the increasing emergence of technologies and
applications available to track users’ activities. One of the
commercial purposes for doing this is recommendation. An
application used to listen to music does not only keep record of
the songs that were played, but can also give recommendations
to further songs and artists a user might like, based on the
information of what other users are listening to. This is done,
e.g., by Spotify [1]. A similar approach is used by Amazon,
who provides recommendations for products based on what a
customer bought in the past, what they have in their virtual
shopping cart, their ratings and likes, as well as the behaviour
of other customers who viewed or bought similar items [2].
There can also be other purposes, such as for maintaining per-
sonal records. A user might use an application in combination
with her fitness activities to get detailed information on, e.g.,
how long and how fast she was running. But although many
of the applications and services keep track of activity data,
they do not necessarily provide detailed feedback to the users.
Users are also not always aware of how often they are actually
making use of some applications, e.g., how often they use an

application that allows them to take pictures to share with their
friends.

The concept of the Internet of Things (IoT) is rapidly grow-
ing, connecting more and more real-world physical objects,
like household appliances, buildings and human bodies, as well
as items like food or clothing, to the Internet [3]. Many devices
are now available that, besides communicating with each other,
can sense and collect a variety of data from users’ behaviour.
These include ubiquitous mobile phones and smart wearable
devices. These substantial and heterogeneous data are used by
the different services, but are not necessarily shared with the
users, and usually there are limited ways to analyse and process
the information.

Recently, interest has been growing in collecting data about
health, sports, sleep and other activities within our everyday
lives [4]. Although people worry about sharing too much
information about themselves via social media platforms and
being tracked by ad networks, the interest in generating more
personal data is increasing [5], and this movement is called
Quantified Self. As Swan [6] describes, “The quantified self
(QS) is any individual engaged in the self-tracking of any
kind of biological, physical, behavioural, or environmental
information.” To track the data, either applications or devices
are used. The QS website (http://quantifiedself.com/guide/)
lists more than 500 tools, which can be used for the data
collection. Examples for tracked data are “weight, energy level,
mood, time usage, sleep quality, health, cognitive performance,
athletics, and learning strategies” [6]. One main aim of col-
lecting QS data is to examine ones life [5]. Though some
people might just be interested in storing information about
themselves to remember it later on, others want to get a deeper
meaning out of their data [7]. Those want to discover patterns
to gain self-knowledge and self-awareness of their behaviour
and thus have the possibility to change and improve their lives.

Large amounts of data are generated by and collected
(usually by the different service providers) from users’ every-
day activities, as well as from making use of smart devices,
wearables and of course mobile phones. The difficulty lies, as
usually noted in the “big data” domain discussions, in inter-
preting the data into useful information (cf. [8]). Numerous
applications exist which can visualize the data, but further re-
search is necessary to offer easily-understandable information
visualization, especially to cross-reference different types of
data [9]. Although these “big data” are used by the applications
and services for a variety of purposes, they remain mostly
unavailable to the users, with limited ways to interact, explore
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and maybe get insights based of their own information. The
work presented in this paper attempts to address this and
explore ways to reclaim the ownership of these “big data”
for more personal uses.

Our project investigates in particular how to build a system,
using web technologies, to aggregate and analyse personal
activity data (related to QS) in order to provide meaningful
information to the user. The focus lies on identifying social
media (and other) services that can be considered as sources
of data, what kind of data can be collected from each of these
services, how the data could be collected and aggregated into
this system, as well as how often the collected data should be
updated. Another equally important aspect of this project is to
determine a possible (graphical) design for the visualization of
the information so it is meaningful to, and understood by, the
users. Based on previous work, it was assumed that a suitable
visualization for such a system could consist of an “avatar”
that would map the different activities the user is engaged with,
along with the levels of those activities, as different graphical
features.

The remaining of the paper is structured as following:
Section 2 presents related work. The methodology is described
in Section 3. An overview of the system prototype, which was
developed in the context of this project, can be found in Section
4. Results and analysis of the study are shown in Section 5.
Finally, Section 6 summarizes and concludes the study.

II. RELATED WORK

Chang [10][11][12] wrote a three-part series about QS
and Gamification, which can be defined as “the use of game
design elements in non-game contexts” [13].He emphasizes the
importance of making the data collection, and thus the sensors,
ubiquitous and hidden, since people are not likely to change
their usual behaviour just for getting some numbers, e.g., by
having to enter all their activities manually in an application.
Furthermore, he suggests to give scores and rewards for
activities, based on predefined rules which are known by the
users, rather than presenting numbers and graphs.

Within the scope of our project, a new approach of vi-
sualizing QS data is explored. The users should not have
to start using a new tracking application for collecting their
data, but having the data gathered from existing services they
already use. After analysing the collected data, these would
be visualized as an avatar. The avatar should show the users
how active they are using certain services; this is something
which they may not be aware of, or it could not directly
correspond to their personal impression. It could also make
them aware of the extent that the different services collect
personal data from them. Such avatars could also be shared
with friends, for example via social media platforms (posts,
status updates, or even profile pictures). This sharing could
allow for comparisons, or competing for which avatar shows
the most or least activity for a certain service, which brings
elements of Gamification into the QS domain.

A. Data Collection and Visualization
Research has been conducted to design personal visualiza-

tions and personal data presentations. Choe et al. [14] investi-
gated how a visualization system should be designed to support
Quantified Selfers, who might not be visualization experts or
data scientists, with getting insights to their own data. The

following four areas were proposed for the development of
personal visualization systems: self-reflection as a personal in-
sight, gaining valid personal insights, communicating personal
insights and visual annotation for highlighting insights. Wang
et al. [15] presented users different personal visualization de-
signs to identify important elements in personal visualizations.
Results showed that through abstract visualizations the users
are more encouraged to explore their data and thus, those
visualizations give them more insights.

To track QS data, usually either an app like Moves, or
devices like Fitbit or Nike+ can be used. Those services usually
offer a website or a mobile application where the users can see
values and related graphs for their activities.

An application that gives immediate feedback to the user in
a more playful way is FitCat. FitCat is an application for the
Pebble smartwatch, which tracks the fitness activities of the
user. With the FitCat application, the watch shows a cat which
behaves in the same way as the user: if the user is walking,
the cat is walking; if the user is relaxing, the cat is relaxing.
The more active the users are, the more virtual money they
get within this application, which they can then use to make
the cat happy.

A tool which allows the users to track any kind of data and
tries to visualize them in meaningful and easy understandable
graphs is Loggr. Similar to this tool is mem:o, which main
focus lies on the design of the visualization using colourful
circles. Although both tools give a nice visualization on the
tracked data, the disadvantage of those two applications is that
the user has to enter all the data manually. Since already a lot
of applications exist which help the user to track different kinds
of data, automatically aggregating the data in order to get a
visualization would be preferable to manual data entry.

B. Avatar Creation
Related to the chosen visualization, the avatar, is the

Musical Avatar [16], a personal avatar generated based on the
users music preferences. Favorite music tracks, provided by
the users, are analyzed and tagged with semantic descriptors.
Those descriptors are then used to create a user profile which
is then represented as a cartoonish avatar. This visualization
only shows music preferences, and is not further updated based
on current user activity.

Research has been conducted on using an avatar as motiva-
tional or biobehavioral feedback. Murray et al. [17] proposes
an avatar as a digital representation of a user for mobile health
applications. Their work presents a theoretical description on
how the appearance and behaviour of an avatar can trigger
changes of the user’s health-related behaviour. Feedback via
avatars was found to be easier to understand for the users,
since they are human-like and we are interacting with other
humans in our everyday lives, whereas interpreting graphs is
not done so often and needs to be learned first. Scott et al. [18]
investigated how avatars should be designed to be expressive
and communicate feedback.

A lot of research has been conducted regarding person-
alized avatars for virtual environments (cf. [19][20][21][22]).
The user’s body structure as well as kinematic properties
should be reflected in the avatar. One possible purpose of
building an avatar based on the user’s body is to create a
personalized shopping avatar; the user can then put clothes
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Figure 1. How the online questionnaires and the prototype development
informed the research.

on the avatar “to preview the appearance of the items on the
user” [23]. All those studies are building avatars based on the
appearance of the user, but do not take the user’s behaviour
into account.

III. METHODOLOGY

Within the scope of this project, a series of online ques-
tionnaires were designed and a prototype was implemented.
Figure 1 illustrates how the different questionnaires and the
development of the prototype informed the research.

A. Online Questionnaires
Over the course of this project, three questionnaires were

designed. An additional questionnaire, for the participants that
allowed to have some of their activities monitored over a period
of weeks, was also designed.

1) Survey Questionnaire: The aim of this initial question-
naire was to find out the popularity of different social network
services and smart/wearable devices among potential users of
the proposed system. By knowing which services and devices
are familiar and actively used, an informed initial decision
could be made regarding which services and devices the system
prototype should support. Furthermore, the reasons why people
started using those services/devices, the reasons why they
keep using them, and how they share their activities, were
investigated.

2) Avatar Design Questionnaire: This questionnaire was
created to explore options and validate the graphical design
of the avatar, in particular regarding the different graphical
features that were intended to correspond to categories of
activities, as identified by the previous Survey Questionnaire
(and also considered feasible to support by the prototype). The
aim of this questionnaire was to investigate if the participants
could recognize, and interpret the meaning of, these features.
Furthermore, it aimed to investigate if the way of indicating
the different levels of those activities (by variations of the
graphical features) was clear.

3) Usage Questionnaire: The final questionnaire was de-
signed to investigate potential users’ preferences regarding to
how an avatar should be updated according to usage patterns,
identified based on data that were collected using the proto-
type, as well as whether it should include date information.

B. Prototype Development
To investigate the feasibility of the proposed system, a

prototype was developed. For testing purposes, ten participants
were asked to register with the system, allowing to collect
activity-related data from them over a period of a month.
The purpose for collecting these data was to get a better
understanding and identify patterns and levels of usage in the
behaviour of users, regarding their activities. Those patterns
were also used as the basis of the Usage Questionnaire.

1) Prototype Questionnaire: Additionally, as a thanking
gesture for their assistance, once the collection period was
over, the data from each participant were analysed and a
personalized avatar was generated, corresponding to their
activities during the testing period. But before their personal
avatar was presented to them, to be shared on social media or
used as a profile picture, they were shown the list of all the
generated avatars and were asked to pick the one they thought
represented them.

IV. SYSTEM PROTOTYPE

A. Functionalities
The implemented system is a tool that allows users to

connect their own accounts from other applications. The tool
then aggregates the usage data and, based on analysis of
how actively those applications were used, it can generate a
graphical avatar which represents each user and (the level of)
their activities.

1) Website: Part of the prototype is a website which
includes a User Management System. Users can register and
afterwards, they can connect their accounts from other ap-
plications/services. Since several services exist which support
the same activities (e.g., Instagram and Flickr both let users
upload and share their photos), the services are categorized. At
the current stage, Human API (“fitness”), Last.fm (“music”),
Instagram (“photos”), and Twitter (“social networks”) are
supported (see Survey Questionnaire results and Table II).
After a period of collecting some initial data, the users are able
to see their personalized avatar. This avatar can be exported
(saved as an image) and then, e.g., be upload as the user’s
profile picture on Twitter or Facebook.

2) Data Collection and Aggregation: Based on the results
of the Usage Questionnaire, once a day the data from all the
services of each user are requested, analysed, and the level of
each activity is saved into the database.

The same type of activities are collected from each service
within a certain category. For example, for “fitness” the dis-
tance and duration of the sport or physical activities can be
considered, for “music” the number of songs the user listened
to, for “photos” the number of pictures the user uploaded
or liked, and for “social networks” the number of posts the
user wrote, commented, shared or liked. For each of these
categories, the different dimensions (e.g., walking, running and
biking for fitness, or posting, commenting, sharing, and liking
for social networks) need to be combined into one value to be
represented on the avatar. This is done in a very simplistic way
and based on subjective impressions of the researchers based
on the results of the data collection.

The activity value A for each category is calculated as
follows. For fitness, the (sum of) the distance for each type
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TABLE I. ACTIVITY LEVELS AS DEFINED IN THE PROTOTYPE,
BASED ON PARTICIPANTS’ DATA COLLECTION OBSERVATIONS.

activity level
category low medium high

fitness x< 10, 000 10, 000 ≤x< 100, 000 100, 000 ≤x
music x< 100 100 ≤x< 1, 000 1, 000 ≤x
photos x< 5 5 ≤x< 10 10 ≤x
social
networks

x< 5 5 ≤x< 10 10 ≤x

provided by Human API was considered:

Afitness = dwalk + 2× drun + 3× dcycle + dunknown (1)

weighted based on average speed assumptions. A way to cor-
respond distance and duration for different types of sports was
investigated, but nothing practical was found. One practical
way would be to consider the calories that were burned,
but only some wearable fitness devices can provide such
information. For the “unknown” type, we simply assume it to
be equivalent to “walking”, especially if no different physical
activities are combined.

For music, the number of songs provided by Last.fm was
considered:

Amusic = nsongs (2)

For photography the number of pictures uploaded on Instagram
was considered:

Aphotography = nuploads (3)

For social networks, tweets, retweets and favourites were
considered:

Asocialnetworks = ntweets +
nretweets

2
+

nfavourites

4
(4)

Posting new content should be considered more active than
responding or liking existing content.

3) Avatar creation: The level of activities can correspond
into one of the following: not connected, connected (but no
activity), low activity, medium activity, high activity. For each
category, two limits were defined: any value lower than the first
limit would indicate low activity, a value between those two
limits would result in a medium activity and everything above
the second limit would be considered as high activity. Table I
shows the levels per category. Based on the category of those
activities, features and feature variations can be added onto
the base avatar figure and generate the most recent version for
each user.

The overall design was intended to be monochrome (black
and white) and minimalistic in an abstract, “cartoon”, style
(cf. the “Big Triangle” in [24]). The base avatar is a simple
outlined figure, as shown in Figure 2a. To indicate that the
user has connected a service, an additional feature is added
to the avatar, as shown in Figure 2b. These are: a headband
for fitness, earphones for music, a Polaroid camera for photos,
and a smartphone for social networks. To indicate the levels
of activity in each of them, three levels of variation are added:
drops of sweat from the headband, music notes coming out of
the earphones, photos dropping out of the camera, and birds
(implying activity on Twitter) flying out of the smartphone, as
seen in Figure 3. Each of the features and its variations was
meant to occupy a separate and distinct part of the avatar, with
no overlapping. Figure 4 shows different avatar examples.

(a) Base.

(b) Left to right: fitness, music, photo, social networks.

Figure 2. The avatar along with the features that indicate the different
services.

Figure 3. For each of the avatar features, variations that indicate increasing
(left to right) levels of activity.

Figure 4. Different avatar examples.

B. System Architecture

The implemented system is distributed over three compo-
nents (see Figure 5). The three components share one common
database, but work independently from each other. The User
Interaction Server is the only one that the user interacts with.
This server hosts the website where the users can register
and login, respectively, and where they can view their avatars.
Using this server, they also connect external services (at the
current stage Human API, Last.fm, Instagram, and Twitter) to
be used for data gathering. During this connection process,
the server obtains the users authentication credentials for each
service and stores them in the database. Once the user is
registered and has services connected, the Data Collection
Server will request the user’s data from each service, once a
day. After the data is collected, it is analysed and the amount of
activities are written into the database. The actual data, which
were collected from the service, are not stored. The Avatar
Creation Server queries the amount of activities for each user
from the database on a regular basis and generates the avatar
accordingly. The created avatar is then stored in the database.
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Figure 5. System architecture overview.

The system prototype architecture aims to provide main-
tainability, scalability and extensibility. Application Program-
ming Interfaces (APIs) can change over time, services that do
not have an API yet could offer one and also new services can
come up in the future. To be able to cope with those changes
and integrate new APIs without much effort, the system needs
to be maintainable as well as extensible. Scalability helps not
only to deal with more and more data, which is requested daily
for each user, but also to handle a possibly increasing number
of users.

Splitting the three functionalities of the system – user
interaction, data collection and avatar creation – to three
servers instead of having all functions on one server supports
maintainability, scalability and extensibility. The system is
“maintainable” due to being able to have two parts function
properly even if an error occurs in the third part. Furthermore,
the error cause can be searched within a limited environment,
i.e., on the particular server that showed unusual behaviour,
instead of the whole system. The “scalability” of the system is
given, since not one single server has to handle all the requests
from the users and the ones to the external services. While
one server is responsible for managing the user requests and
retrieving the authentication credentials, another server gathers
the actual data from those services. Further scalability could be
achieved by having two separate databases, one for storing the
amount of activities and the other one for storing the avatar
images. The separation of the three different functionalities
makes it easier to add new functions to the system and makes
is easily “extensible”. Possible extensions are adding a new
category or a new service in an already existing category,
having more levels of activity for each category, and so on.
In addition, the possibility of adding another server with new
functionalities, which makes use of the data in the database(s),
is given.

C. Technological Background
The development of the prototype application was intended

to use currently emerging technologies. An important aspect

was to build a maintainable, scalable and extensible system.
To achieve this, not only a proper architecture is needed,
but also the use of technologies that should support these
characteristics. In this section, the tools and technologies that
were used for the implementation are described.

1) HTML5, CSS3, and JavaScript: The client-side of the
prototype application is built with HTML5 in combination with
CSS3. Additionally, JavaScript and its library jQuery is used.

2) Node.js, Express, and Jade: The server-side is based
on Node.js. This platform allows to build fast and scalable
network applications [25]. It makes use of a single-threaded
and event-driven programming style together with a non-
blocking, asynchronous I/O model [25][26][27].

Traditionally, when a process wanted to do some I/O
operations, the process had to wait until the I/O operations
were done and could only then continue running. To avoid
those waiting times and having the possibility of several users
at the same time, multi-threading was introduced. Each process
can use different threads; within one process, all threads share
the same memory. Using this model, another thread can use
the CPU, as long as one thread is waiting for I/O operations
to finish. If several CPUs are available, various threads can
run at the same time. The disadvantage of this model is that
programmers do not know which thread will be executed at
which time, and need to take care of concurrent access to the
shared resources. It is not unusual that bugs appear randomly,
which can be hard to debug. Event-driven programming is an
alternative to multi-threading, and used by Node.js. It is based
on an event loop, i.e., one process contains only one thread. It
basically runs two functions, event detection and event handler
triggering, continuously. Every time the event loop detects that
an event happened, it triggers the corresponding event handler,
which is usually registered as a callback function. When I/O
operations are performed, the process is not blocked and thus,
several I/O operations can be executed in parallel.

In 2003, Kegel described first the C10K problem: how can
one server support ten thousand concurrent clients [28][29].
Multi-threading allows serving multiple clients at the same
time, but the number of threads is limited since only a certain
amount of memory and processing power is available. Thus,
multi-threading does not support a high capacity. In contrast,
event-driven programming is more (resource) efficient. Using
events as light-weight constructs and its non-blocking I/O
model, Node.js is able to handle high capacity and thus, not
facing the C10K problem.

Furthermore, the programming language used for Node.js
is JavaScript. Its closures and first-class functions make it
useful for event-driven programming. In addition, JavaScript
is widely used in (client-side) HTML-based web applications.
With Node.js, developers use JavaScript also on the server-
side and therefore, only one programming language is needed.
Another benefit of using JavaScript on both sides, is the JSON
format, which is native to JavaScript and useful for any data
exchange between the server and the client.

For the prototype, together with the Node.js platform, the
Express framework is used to handle the middleware and Jade
as template engine for HTML templates.

3) MongoDB: As data storage, the document-oriented,
non-relational database MongoDB is used [30]. Non-relational
– also called Not Only SQL (NOSQL) – databases like
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Figure 6. Composition of different images (base, feature, variation) to create
each avatar.

MongoDB support scalability through scaling out (balancing
data and load across multiple servers) which allows them to
be used for a high amount of data [30][31][32]. In contrast,
relational databases support only scaling up (getting a new and
bigger machine), which makes them inefficient to be used for
such a use case. In addition to effective scalability, MongoDB
offers a good query performance even for a massive amount of
data, which makes it very suitable for “big data” applications.

Since MongoDB uses “JSON-like” documents, it is easy
to use together with the JavaScript code on the server-side
through the Node.js platform [30]. Those documents can con-
tain a complex hierarchical structure, which might correspond
more to how object-oriented programmers think about their
data than the, in traditional rational databases used, “rows”.
Furthermore, no definitions for those structures exist. Keys
and values do not have a fixed type or size. It is easy, to
add or remove fields within a document. This means, that the
structure of the data can be easily changed if necessary. On
the other hand, developers need to be careful to not end up in
a complete mass of data.

4) ImageMagick: To generate the avatar based on the users
activities, several images – up to two for each category (one
for the feature and one for the variation) plus the base avatar
– need to be composed dynamically on the web server (cf.
Figure 6). For this purpose, the tool ImageMagick is used,
which is a command line tool to create, edit, compose or
convert bitmap images. The library GraphicsMagick allows to
use the tool on a Node.js server.

5) Integrating APIs: The purpose of the system is to anal-
yse each user’s activities, via their use of various applications,
and to then visualise the result as an avatar. Apart from
determining popularity and usage from different services, to
see which of those are reasonable to include in such a system,
it was investigated which services offer a suitable API that
would allow to gather the appropriate data.

One limitation can be the lack of access to an API, e.g.,
Nike+ has an API, but the company only gives access to
specific partners and therefore, it could not be used for the
current prototype.

On the other hand, there exist some APIs that already
connect multiple services and allow developers to just integrate
one API, while still be able to get data from all those sources.
The users can then choose which of those service(s) they want
to connect. The advantage of integrating only one combining
API instead of separate ones for each service is not only
less programming effort, but also guarantees that the data
structure is the same, no matter from which application they
are retrieved.

Developers integrating other services via their APIs need
to be aware that those might change over time. Some changes

TABLE II. PARTIAL RESULTS REGARDING POPULARITY OF
VARIOUS SOCIAL NETWORK SERVICES AND WEARABLES.

service or
wearable

used often or
sometimes

never used or
not familiar

Facebook 74 4
Google Drive 59 19

Spotify 50 28
IMDB 50 28

Google+ 43 35
Twitter 42 36

Instagram 39 39
LinkedIn 36 42

Wordpress 29 49
Flickr 28 50

Nike+ 13 65
Fitbit 3 75

only add new functionalities and do not affect currently run-
ning applications that already make use of this API. However,
other changes require developers to integrate them in their
applications, which can involve a lot of effort and time.
For example, after the last change of the Facebook API,
several applications needed to shut down because they were
using functionalities which were not available any more (see
http://techcrunch.com/2015/04/28/facebook-api-shut-down/).

Furthermore, some services do not allow to make use of
any features that might not correspond to their core features
and functionalities. For example, Facebook shuts down ap-
plications that would notify the users if someone unfriended
them, because this would violate the Terms of Service (see
Facebook Policy section 4.4, and Facebook Legal Terms sec-
tion 3.2). Two examples were “Unfriend Finder” in 2013, and
“Who Deleted Me” in 2015.

V. RESULTS AND ANALYSIS

A. Survey Questionnaire
1) Demographics: Two identical versions of this initial

questionnaire were created, one that was deployed in Sweden,
and the other one in Austria. Note that many of the participants
in Sweden were connected to Linnaeus University, and had
an international background. There were no big differences
detected in the results between the two groups, so in this
section combined numbers are shown.

The questionnaire was filled out by 78 participants aged
between 18 and 32 (average 24.8, standard deviation 3),
whereof 40 were male and 38 female. 51 of the participants
were located in Sweden, the rest in Austria.

2) Results: The initial questions presented two lists of
social networks and wearables, respectively, and asked the
participants to indicate which of those they are familiar with,
and if so, how often they use them. Partial results are shown in
Table II. Unsurprisingly, most participants used Facebook. In
contrast, the majority of the participants were unfamiliar with
smart devices and wearables (very few used Nike+ or Fitbit).

The next questions investigated the reasons why the partic-
ipants started to use social network services and/or wearables
and why they are still using them. Most (around half) of the
participants started to use different social network services to
keep track of their activities, and that remains the reason that
they still use them. But overall, it appears that most participants
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did not consider that they keep using the services for the same
initial intentions.

A distinct difference between sharing behaviours was also
noted: in Sweden, more participants shared on social media
platforms, and in Austria more participants shared with their
friends offline.

According to the results of the questionnaire, participants
are interested in keeping track of their activities and how
much time they spend on them. Furthermore, there is a higher
percentage of people who start using an application with the
intention to share their activities with others, than users who
engage in actual sharing. Although the investigation of the
reasons for this behaviour are beyond the scope of this paper,
proposing a tool which creates a visualization (e.g., an avatar)
based analysis of the activities, might help to increase the
number of people who are actually sharing their activities (via
this visualization). In addition, it would not only allow others
to see “how active” users are, but also the users themselves to
see their own activity levels, something that might differ from
their personal impression.

However, the main outcome of this questionnaire was
the initial selection of services which were integrated and
supported by the developed prototype. Informed by the results,
different categories of potential activities could be defined:
social networks (Facebook, Twitter, Google+), work related
(Google Drive, LinkedIn, Wordpress), music (Spotify), films
(IMDB), photography (Instagram, Flickr), and fitness (Nike+,
Fitbit). The following subsections consider these possible
identified categories, and discuss which APIs were finally
supported. Based on the previously presented architectural
decisions, the prototype can be extended with more APIs per
category or more categories without much effort.

Social Networks: The most actively used social media
platform is Facebook. However, Facebook changed its API
recently and requires an elaborate and long-winded review
process which was considered as out of scope for this project
and thus it was not included in the prototype. Google+ and
Twitter were considered similarly popular. Due to development
time constrains, the choice between them was based on the fact
that it is more complicated to change (via API) the user profile
picture on Google+ than it is on Twitter. Therefore, Twitter is
initially supported as it fits easier with the envisioned overall
system workflow.

Work Related: None of the services identified in this
category offers a suitable API. LinkedIn has a restricted API
that gives access only to personal data (no possibility to
get another user’s activities) for open use, and only offi-
cial partners are allowed to have more access (see https://
developer.linkedin.com/ and http://mashable.com/2015/02/12/
linkedin-closed-api/). Google Drive and Wordpress did not
provide any useful data about the users’ activities and were
therefore also not included in the prototype.

Music: Considering music, the API of Last.fm can be used.
Users can listen to music directly on Last.fm, or they can
connect this service with various other music services and ap-
plications, among others Spotify. Those connected applications
then send the information about what songs the user is listening
to Last.fm (Last.fm calls this “scrobbling”), which can then
suggest songs to the user which are similar to the ones she
listens to.

Films: IMDB has no official API and therefore was not
supported by the prototype.

Photography: To keep track on how active the user is
regarding photography, the Instagram API is used. Flickr also
provides a suitable API but since more people stated to be
using Instagram, for development time constrains, only the
latter one was supported.

Fitness: As a variety of fitness applications can be used,
similar with the music category, the decision was made to
take advantage of the integration of the Human API, which
combines many of them in one single API.

B. Avatar Design Questionnaire
1) Demographics: In contrast to the previous question-

naire, only one version was distributed, with an additional
question in the end, stating if the participants were living in
Sweden or abroad.

This questionnaire was filled out by 56 participants aged
between 19 and 54 (average 27.5, standard deviation 7),
whereof 29 were male, 25 female, one trans* and one who
preferred not to disclose. 33 of the participants were located
in Sweden.

2) Results: Based on the Survey Questionnaire and the
technical feasibility, four categories of activities were identified
and therefore considered as potential features of the avatar:
fitness (via HumanAPI), music (Spotify, etc. via Last.fm),
photography (Instagram) and social networks (Twitter). For
each category for which the user has a service connected to
gather data, a graphic feature could be added to the basic
avatar. The levels of activity for each of these could be signified
by variations of these features.

For the initial group of questions, the participants were
presented different avatars and asked what they thought the
avatar was doing. Most of the participants’ interpretations cor-
responded to the design intentions: e.g., they associated head-
phones or earphones to listening to music, taking photographs
with the Polaroid camera, and the smart phone with being
active in social networks. But some designs were not so clear.
In the avatar with the headband, 32% participants interpreted
the “drops” as blood (and not as sweat), and therefore that the
avatar was injured; however, 49% participants interpreted the
same avatar design as being physically active.

The next group of questions showed different avatars and
asked if the participants agreed that the avatar is doing a
specific activity. Similar to the previous questions, most partici-
pants confirmed the intended design. But (in line with previous
impressions), a few participants insisted that the “physically
active” avatar was injured. Some additional comments were
made (mainly by participants that did not agree) that the
avatars were perceived as being too “passive”, and not really
“active”.

The next group of questions examined the perception of
the activity level variations. Two avatars were presented at the
same time, having the same feature (headband, music player
and earphones, Polaroid camera, or smart phone) but with addi-
tional variations (sweat drops, music notes, Polaroid photos, or
birds). Encouragingly, very few participants misidentified the
compared activity levels. Some offered alternative interpreta-
tions: e.g., some participants did not agree that being “more
active” can be represented by an increased number of, e.g.,
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photos or music notes; the user is simply taking more photos
(which is not the same as having interest in photography) or
listens to “louder” music.

The next group of questions presented avatars with a
combination of features, and asked the participants to identify
the activities, which the majority did correctly.

The final group of questions presented pairs of avatars
with different activities and levels of activities, and asked
the participants to compare them. Again, the majority of the
participants did so correctly.

Overall, the results showed that the design was understand-
able by the participants, and that they seemed to understand
what the different features where designed to represent.

The suggested feature for physical fitness, as well as the
use of feature variations (amount) to symbolize different levels
of activity, were not entirely clear to all participants. Many
participants interpreted the drops as blood and thus did not
see the avatar as physically active, but rather as injured. To
overcome this issue, the use of colours might be taken into
account. For example, blue drops might rather be associated
with sweat than with blood. Another possible way to indicate
activity levels would be to adjust the transparency and not
the amount of, e.g., the music notes. This method could also
potentially allow for more activity levels than the current “one
plus three”.

C. Usage Patterns
Ten participants (friends and colleagues from Linnaeus

University, Sweden) were invited to register with the prototype
system and let their data be collected over the period of a
month. The aim of this data collection was to identify patterns
in the behaviour of the users regarding their activities.

The first identified pattern is having low activity during
most days, with a peak of a lot of activity for a, usually
single, day. A typical example for this pattern was a user who
took long bike tours once a week, which were tracked by a
fitness application, but who did not track any other fitness
activities. The second identified pattern is almost the inverse:
having typically a lot of activity, and a sudden drop for one
or two days. This behaviour was exemplified, e.g., by users
who listened to a lot of music while they are working during
the weekdays, but who hardly listened to their music during
the weekends. The third identified pattern is of having more
or less consistent activity. A user who was using a wearable
device to keep track of all their steps during each day typically
showed this type of pattern.

D. Prototype Questionnaire
After the collection period, an avatar was created for each

participant according to their (overall) behaviour. Before these
were revealed to them, the participants were given a list of
all of the created avatars and they had to choose the one they
think that represents them. Out of ten people, four selected the
correct avatar, and another two selected an avatar that matches
all the features of their avatar but that had different variations
for at least one item. From the remaining participants, two
selected an avatar that was similar, but that had one feature
more or less than their actual avatar and a diverse number of
features for at least one item. Only two users selected an avatar
that was very dissimilar to their actual one.

E. Usage Questionnaire
1) Demographics: This final online questionnaire was

filled out by 29 participants aged between 19 and 57 (average
27, standard deviation 7), whereof 14 were male, 13 female
and two trans*. No location information was asked.

2) Results: This questionnaire was designed to investigate
potential users’ preferences regarding to how the generated
avatar should be updated according to usage patterns, as well
as whether it should include date information.

Interestingly, only slightly more than half considered that
having some date information displayed with the avatar would
be useful. Those that did also showed a strong preference for
this information to be displayed below the avatar, mostly in a
“name of month, date of month, year” format (e.g., May 15,
2015).

Based on observations regarding the identified activity
patterns, two issues were investigated: how often should the
avatar be updated (based on the activity information), and
whether any peaks or drops of activity should persist over the
subsequent days.

The participants were presented with three different stories
(each corresponding to an activity pattern) and for each of
those stories a series of figures with ways that the avatar
could be updated. To keep things simple, each of the stories
mentioned only a single category of activities – photos (Insta-
gram), social networks (Twitter), and music – and the options
were a (not explicitly stated) mix of update options (every
day, every second day, every week) and persistence (peak or
drop indicated on only according to the events of the story or
smoothed over more days).

More frequent (every day or every other day) updates were
shown to be the, not very surprising but consistent throughout,
preference. What was not so expected was the preference for
no persistence “smoothing” over time. These findings, together
with the inclusion of date information, further informed the
development of the system and the avatar design.

VI. SUMMARY AND CONCLUSION

It is hoped that the work presented in this paper can be
further extended in terms of supported services and function-
alities, any graphical design issues improved, and potential
system users provided with a way to, at the same time, be
entertained, as well as gain some insight by the visualization
of their personal activities, reclaiming in a meaningful way the
data that are collected from their personal activities.

A series of user studies (using online questionnaires) were
conducted, and a system prototype was implemented within the
scope of this research. This paper presents the development and
the architecture of a proposed system, that can aggregate and
analyse personal activity data in order to provide meaningful
information to a user.

Based on the results of the Survey Questionnaire, a selec-
tion of most used social networks and wearable devices was
identified and categorized. Not all of these could be currently
supported; the implemented four categories (and the APIs)
are social networks (Twitter), music (Last.fm), photography
(Instagram), and fitness (Human API). Due to the extensibility
of the proposed architecture, further services can be relatively
easily added and supported in the future.
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Not every service can be integrated in such a system,
depending on the availability and suitability (restrictions, not
relevant activity data) of an API. In some cases, there exist
APIs that already combine different services and thus multiple
services can be integrated with less implementation effort.

A selection of the available data were chosen to be analysed
and visualized (in our context). For fitness, the distance of the
sport/physical activities; for music, the number of songs the
user listened to; for photography, the number of pictures the
user uploaded; and for social media, the number of tweets,
retweets and favourites. Every time the data are requested and
analysed, only the category activity levels are afterwards stored
in the system database, and not the collected data.

Based on the results of the Usage Questionnaire, the
potential users would prefer to get updates frequently (every
day or every other day), and the visualization not to consider
any persistence (“smoothing” over time). Therefore, the data
are requested and aggregated as well as analysed once a day,
generating an updated (depending on the activities) avatar.

As a possible visualization of users’ activities, the graphical
representation as an avatar was chosen and further investigated
and validated by the Avatar Design Questionnaire. For each
category for which the user has a service connected, the
base figure of the avatar gets an added feature (a headband
to indicate fitness activities, earphones for music, a Polaroid
camera for photography, or a smartphone for social networks).
The representation of the levels of activity is done by adding
some feature variations to the avatar: drops of sweat from
the headband, music notes coming out of the earphones,
photos coming out of the Polaroid, and birds (related to the
Twitter logo) flying out of the smartphone. Although the
overall graphic design was well received and understood by
the participants, there is always further room for improvements
(e.g., the feature and variations for the fitness category should
be redesigned).

A. Limitations
During the development phase, as well as during the test

run of the prototype, some aspects were identified which
developers need to take special care of, and some which require
further considerations and improvement.

When a “mashup” (an application that combines data
requested from various other applications) is created, it is
important to be aware of that this application will depend
on those integrated services. One point of this dependency
is the availability of those services. For example, on the day
when the trial of the prototype was started, the Instagram
API was (temporarily) not available and thus, the invited
users who registered could not at that time connect their
Instagram accounts. Luckily, a few days later, Instagram fixed
that particular issue, and these users could then connect their
accounts. Furthermore, only certain data can be requested via
an API that the services provide. For instance, the Instagram
API does not provide an easy way to get comments that a user
wrote. Thus, only the uploaded pictures as well as the “likes”
could be used.

Additionally, some services allow to specify a date for
which the data are requested. This is very useful for the
prototype, since the data is gathered once a day, for events
that took place the previous day only. But some services do

not provide this option. A few services (e.g., the Twitter API)
allow to request all data after a specific id. This gives the
possibility to get all new data since the previous request was
made, but it is not certain that all those events happened on
the specific day. However, it is hard to obtain some data on
the first time the prototype requests them, especially if the user
was already using this service for a long time. For example,
again with Instagram, this caused a bug regarding the number
of “likes”, and therefore this data were not considered for the
photography activity. Instead, only the number of photos is
currently used. Further development could address and fix this
issue.

Another aspect regarding the use of external services which
needs to be taken into account, is that some services have
a limited amount of requests which are accepted within a
certain time frame. This is especially important if the mashup
is used by a large number of users. For the trial of the current
prototype, the API use stayed within those limits.

Another limitation of the proposed system is the rather
simple analysis of the gathered data. Further investigations and
user studies are necessary on how to combine the different
dimensions per category into a composite value (e.g., walking,
running and biking for fitness; posting, commenting, sharing
and liking for social media or photography). The generation
of avatars for the participants who registered for the system
was determined on subjective impressions of the researcher
based on the results of the data collection (to determine the
activity levels). For further work on this project, a more general
solution needs to be found.

Using an avatar as visualization of the activities, also has
some limitations, since for example only certain levels of ac-
tivities can be differentiated before the design gets too complex
and incomprehensible for the users. The current system uses
four different levels for each category (just connected, low
activity, medium activity, high activity). Gathering data from
more users could determine if this segmentation is enough or
if more differentiation would be required.

B. Future Work
As mentioned in previous sections, the avatar design was

kept simple, and this project has several possibilities to be
enhanced by future work, further investigating the preferences
of the users regarding a perhaps more complex design.

One interesting aspect would be to integrate more services
in the existing categories, or even more different categories, to
address more users.

An open issue is the analysis of the gathered data, es-
pecially when it comes to the combination of the different
data dimensions of one service into one composite value. For
example, fitness and health applications can report a variety
of heterogeneous data (distance, time, heart rate, etc.); social
networks as well. These could be represented as multiple sub-
features on the avatar, or convert them to a common unit of
measure (e.g., for fitness this could be the burning of calories).

The presented avatar generation used global values to
define the activity levels for each category, meaning these
values were the same for all users, independent on their
individual behaviour. Another possibility would be to have
personalized limits, depending on a user’s behaviour – e.g., if
she is usually very active, she needs to be “even more” active to
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have her avatar showing a “high” amount of activity, whereas
other users who are usually inactive just need “some” activity
to have their activity shown as high on the avatar. Another
approach would be to compare the activity to the activity of
the previous day(s) or even week(s). If the user is more active
than she was during the previous timespan, the avatar shows
high activity, if the user is approximately as active as during
the previous timespan, the avatar shows medium activity and
if the user is less active than during the previous timespan, the
avatar shows low activity.

Since it was not clear for all participants that the higher
amount of properties is connected to more activity, other
ways of showing the different levels for each category could
be investigated. As already mentioned before, one possibility
would be to work with transparency. Another one might be
to work with different colours for different levels. The use of
colour could also disambiguate some features (e.g., clarifying
that a physical active avatar is not injured and bleeding, by
making the sweat drops, coming from the headband, blue).
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Abstract—In recent times, application of Ambient Intelligent
services, e.g. smart home, remote monitoring and assisted
healthcare, the use of smart phones for the recognition of
human activities has become a topic of high interest. Simple
activities like sitting, running, walking can be recognized easily
but semi-complex activities like ascending and descending
stairs, slow running, jogging, fast running etc. are often
difficult to recognize accurately. We aim to reduce the error
rate of recognizing these kinds of activities by applying
Dynamic Time Warping (DTW) algorithm and introducing
context filtering. We used heart rate data and barometric
pressure sensor data as elements of context filtering. We used a
steady state as template and matched every activity with this
steady state. To get optimum threshold values, we applied K
Nearest Neighbor (KNN) algorithm on the score of DTW. After
primarily classifying activities, we used the context filtering
approach to further recognize activities by removing
confusions. After completion of our study, we have seen that
accuracy level has increased significantly for differentiating
similar kinds of activities. Overall, our novel approach of
applying DTW algorithm and applying context filtering shows
considerable performance improvements at a low cost.

Keywords-Human Activity Recognition (HAR), context filtering,
DTW.

I. INTRODUCTION

In recent years, Human Activity Recognition (HAR)
through smart phones became a well known field of
research. As we have entered the era of intelligent
environment, the automated detection of Activity has
become a point of high interest. Intelligent environments
generally exploit information gathered from users and their
environments in order to produce an appropriate action [16].
In this regard, different studies have been conducted in this
field. Based on these studies, we observed that basic
locomotion activities like Walking, Running, Sitting, Lying
on bed can be detected with good accuracy rate
[15].However, similar activities, such as Going upstairs or
downstairs, Slow running (Jogging), Fast Walking can not
be detected perfectly [15]. It is important to detect these
activities for development of systems that promote the
improvement of people’s Quality of Life (QoL) through the
recognition of human activities. Especially, our focus is on
differentiating and detecting similar kinds of activities: slow
walking, fast running, going upstairs and going downstairs.
We use DTW algorithm to recognize these activities from
the inertial sensors available in smart phones. Moreover, we
equipped the users with heart rate sensors and took the
barometric pressure sensor data. These two factors are used

to further improve the activity of the recognition. The latter
factors are termed “context filters”.

From the start of 21st century, HAR became a point of
very high interest. In the beginning, it was confined to only
surveillance using video camera but now it is incrementally
used for different areas of study directly related to HAR.
Ambient Intelligence (AMI) and Ambient Assisted Living
(AAL) are two areas of study that are directly related to
HAR.AMI is a system mainly focusing on environments
that behave intelligently based on the actions of users
associated with the system. These systems are unique in
many ways, e.g. systems that intelligently anticipate the user
needs based on information (e.g. activity patterns, past
events and their solutions). These environments need
seamless interaction between user and system. Smart Homes
and Smart Cities are examples and concepts of such
systems. Another important field is Ambient Assisted
Living. This is accomplished by incorporating different
systems together into a health monitoring system for elder
people. Due to enormous advancement in Medical Science,
people are living longer. One study based in Europe showed
that by 2060 the elderly (namely people over 65 years) will
be near 30% of the entire population as opposed to a 17%
by 2010 [18]. In addition to the elderly, about 15% of the
total population has some kind of disability (WHO 2011)
[19]. So, there is a large area where AAL can bring
numerous benefits. These AMI and AAL systems need
continuous information from the user and from the
environment. Detection of human activity can work as input
to these kinds of systems. We aim to detect these activities
unobtrusively by exploiting the use of smart phones as input
to these kinds of systems.

The rest of this paper is organized as follows. Section 2
gives an overview of different approaches for the activity
recognition problem. It also describes the reasons of
choosing DTW algorithm as the classifier to classify and
recognize activity. Section 3 proposes a solution to
recognize human activity with further accuracy. Section 4
includes description of the implementation of the proposed
methods and also contains the evaluation of proposed
methodology. Section 5 presents our result analysis and
comparison with different studies. Finally, Section 6
concludes the paper.

II. BACKGROUND STUDY

In HAR, different types of studies have been
conducted so far:
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A. External or Environmental Sensors

From the very beginning of activity recognition research,
video cameras were the first choice. Video cameras were
employed in Poppe [13] for marker-less vision-based human
motion analysis. Apart from video cameras, Bian et al. [14]
used microphones for sound source localization in a home
environment for communication activity inference. Taka et
al. [3] used a Microsoft Kinect’s depth sensor as an ambient
sensor for position and orientation tracking for an indoor
monitoring system for Parkinson’s disease (PD) patients.
These kinds of systems require a static infrastructure which
limits their range of operation to a constrained space. So for
a static environment, such as in a room it gives satisfactory
performance but for dynamic environments it is less useful.

B. Wearable Sensors

Wearable sensors are commonly attached to different
body parts such as the waist, wrist , chest, legs and head, as
shown in Figure 1.

Figure 1. Wearable sensors

Skin temperature, heart rate, conductivity, Global
Positioning System (GPS) location and body motion are
some examples of variables that can be measured with
current wearable sensor technologies [4]. All of the systems
in this class are obtrusive and always conducted in a
controlled environment. It is also relatively harder to
synchronize the components of the system.

C. Smartphone as Wearable Sensor

Today’s smart phones incorporate an array of
diversified sensors within, e.g. inertial sensors
(Accelerometer, Gyroscope), barometer, proximity sensor
etc. and it also remains unobtrusive to users. As a result, it is
now one of the main tools to recognize human activity
automatically. Kwapisz et al. [5] used labeled accelerometer
data from Android phones whereas Yang [6] used Nokia
N95 phone. Miluzzo et al. developed CenceMe [7] using
off-the-shelf, sensor-enabled mobile phones (Nokia N95)

and exploited various sensors (such as a microphone,
accelerometer, GPS, and camera) that are available for
activity recognition. Different studies have been conducted
using accelerometer embedded cell phones to detect physical
activities with varying phone locations [8].

While basic activities can be recognized almost perfectly
with smart phone sensors, semi–complex activities like
ascending and descending stairs can be complex to recognize
and differentiate between them [15].

D. Combining Different Sensors

This class of techniques involves including smart phone
sensors along with other external sensors. Subramanya et
al. in [9] built a model using data from a tri-axial
accelerometer, two microphones, phototransistors,
temperature and barometric pressure sensors, and GPS.
Choudhury in [10] used multiple sensor devices consisting
of seven different types of sensors to recognize activities.
Cho et al. used a single tri-axial accelerometer, along with
an embedded image sensor worn at the user’s waist to
identify nine activities [11]. Györbıróet al. [12] used 
“Motion Bands” attached to the dominant wrist, hip, and
ankle of each subject to distinguish between six different
motion patterns. Kawser et al. [1] used phone’s
accelerometer and another plantar pressure sensor attached
in shoe to recognize activity. They mainly focused on
combining data from different sensors and getting the final
result based on these combined data.

As for the choice of classifier, one can use either
temporal classifiers or non-temporal ones. In case of non-
temporal classifiers like Decision Tree, Artificial Neural
Network, k-Nearest Neighbor, K-Mean etc, one cannot
provide the raw data as input directly to the classifier. First,
one needs to extract some features from the raw data and
then pass these features to the classifier. So there is a pre-
processing on the raw data before sending it to classifier. In
this case, the features that are mostly used are the following:

• Arithmetic Mean
• Standard Deviation
• Max, Min
• Median Absolute Deviation
• Frequency Signal Weighted Average

In case of temporal classifiers like AR and DTW, etc.,
there is no need for feature extraction. These algorithms
take input of data as a time series. Moreover, one can easily
plot the accelerometer and gyroscope data acquired from the
smart phone into a time series. Hence, a temporal classifier
is a better choice for classifying activities using the data
acquired from smart phone sensors. As DTW works best on
time series data, this makes DTW a good fit for our purpose.

A summarization of various HAR systems is provided in
Table 1 below.
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TABLE I. SUMMARY OF HAR SYSTEMS

HAR
System

Sensors Machine
Learning
Algorithm

Accuracy

1. Ferdaus,
Sheikh,
Richard
(2015)

Accelerometer,
Gyroscope,
Planter
Pressure
Sensor

Decision
Tree

94.37
- 99.53%

2. Davide,
Alessandro,
Luca,
Xavier,
Jorge
(2012)

Accelerometer
Gyroscope

Support
Vector
Machine

89.3%

3. Wu et al.
(2012)

Accelerometer,
Gyroscope

k-NN 90.2%

4. Jennifer,
Gary,
Samuel
(2010)

Accelerometer,
Gyroscope

Decision
Tree,
Logistic
Regression,
Multilayer
N

91.7%

5.Maninni,
Sabatini
(2010)

2D-
Accelerometer
(Wearable)

NB, DT,
kNN, ANN,
GMM,
cHMM

92.2 -
98.5%

From Table I, we can observe that, to obtain higher
accuracy rate for recognizing Human Activities, Multimodal
systems are more efficient than others.

III. OUR APPROACH

From the literature review, it is clearly observed that
simpler locomotion activities can be detected easily but
similar kinds of activities are difficult to differentiate. We
are particularly interested in differentiating these similar
activities correctly. As DTW algorithm has never been used
before in HAR studies but it seems particularly suited for
the purpose, we propose to apply DTW algorithm for
classification purpose. We also introduce context filtering
methods in HAR to filter the data for achieving a more
precise result. Explanation of the context filtering is
provided below.

We construct a multi-modal system that takes user’s
smart phone accelerometer and gyroscope value as input. It
also concurrently records the change of altitude of the smart
phone using its barometer sensor and the user’s heart rate
using a heart rate monitor during the period. Accelerometer
and gyroscope values are used by the classifier to classify
the data. The altitude and heart rate observation is then used
as a context filter. So when classifier generates a result, it is

passed through context filter and the output from the context
filter is the final result.

From background study, we have shown that it is
difficult for classifiers to classify similar activities like
going upstairs and going downstairs, fast walking and slow
running etc. The highest accuracy for detecting ascending
and descending stairs is around 55-60%. The idea of context
filter is particularly applicable here and it will be able to
differentiate these similar activities using the observance on
altitude and heart rate values and produce a more accurate
result. It is often difficult to differentiate between these
similar activities by only using accelerometer and gyroscope.
But if we use barometer sensor here, this may improve the
result. From the barometer sensor, we get the altitude. So
while walking if the altitude of the person is increasing then
we can assume that the person is going upstairs. If it is
decreasing, then we can say the person is going downstairs.
And if the altitude is stable, then we can assume the person
is just walking. So, by normalizing the barometer and heart
rate sensor values and then setting up rules corresponding
with those, we can setup the Context Filter.

Context filter may not create an impact on the classified
results instantly because the heart rate and the altitude
values do not increase or decrease instantaneously. For
example, when somebody starts running, his heart rate stays
normal in the beginning but after a period of time, it starts
increasing gradually. So our context filter will always be
observing the altitude and heart rate values of the near past
and will try to find a window containing noticeable
fluctuation. When it will find it, it will again filter the
results. This time it will filter with the new window for
better optimization of the result. Figure 2 explains this
scenario.

Figure 2. Context filtering Methodology

From the above figure we can see that rate of change of
heart rate is gradually increasing.

IV. METHODOLOGY

Data from the Heart rate monitor and inertial sensor’s
data from Smartphone have been collected by an Android
app. After collecting data in the Android app, it is sent to
server through Wi-Fi. On the server side, all the data is
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processed by an offline data processing system. The
classification of the data is done in the server. Figure 3
depicts the system architecture for our system.

For our study, we needed a smart phone which
incorporates tri-axial Accelerometer, Gyroscope, and
Barometric sensor. It must be ANT+ supported as we use
Garmin Heart Rate Monitor as our sensor for obtaining heart
rate data. A Samsung Galaxy S4 (I9505) smart phone was
used in our experiment as it meets all the requirements.

Around 25 persons of different ages were chosen
randomly for our data collection process. They were also
different in physical built, height and weight.

Figure 3. System Architecture

For developing the system, we built the Android app.
This smart phone app was built using Android Development
Tools (ADT) bundle which integrates a collection of the
following programs:
- Eclipse: an integrated environment for the
development of software projects with multi-language
support.
- ADT plug-in: the toolset for Eclipse designed to allow the
development of Android Apps.
- Android Software Development Kit (SDK): provides the
API libraries and developer tools required to build apps for
Android.
- ANT + SDK: provides the API libraries to use the ANT+
sensors.

From the Android App All data is passed to server via
wireless medium. Then, on the server side all calculation is
done. We take samples at a rate of 50 samples/second. The
length of each activity sample is 8 seconds. We also
calculate warp path by applying DTW algorithm. Warp
path is calculated of every test data by taking the distance
from the steady state. DTW works in only one dimension,
but both the accelerometer and the gyroscope have three
dimensions of data. So, we calculated the distance for each
dimension and combined them to a single value which is our
warp path using (1) and (2).

Da = (1)

Dg = (2)

Here Da and Dg is the warp path for accelerometer and
gyroscope, respectively.

For each template, each test data produced a warp
distance indicating the difference from the steady state.
Different kinds of activities produce different kinds of
distances. So using this distance we can train a classifier
which will take the warp path distance as input and then
classify it to a class of activity.

Da or Dg = DTW (Test Data)
Output = Classifier (Da or Dg)

Figure 4. Accelerometer X axis value for different activities

If we observe the accelerometer x-axis values for
different activities from Figure 4, then we will see that each
of the activities has a specific pattern of acceleration
amplitude levels during the activity. For example, in case of
walking it is between 10 to -10, for jogging it is 20 to -20
and for running it is 40 to -40. However, the range is quite
the same for walking, going upstairs and downstairs. All
these characteristics remain consistent for the other
accelerometer axis also. So if we compare these time series
of the different activities with respect to a steady state then
the output will be quite similar for walking, going
downstairs and going upstairs but different for jogging and
running.

There are three axis in accelerometer and DTW can be
applied to only one time series at a time. So the warp path
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distance for each axis with respect to steady state has to be
measured separately and then combined to get a single
value. So we have calculated the DTW warp path distance
for each axis and combined them to a single value using the
approach illustrated in Figure 5.

Figure 5. Applying DTW with respect to Steady State

We have already seen that the amplitude of acceleration
differs for different kinds of activities. But, for walking,
going downstairs and upstairs, the values are quite similar.
That is why the total warp path distance (Da) measured
using DTW algorithm with respect to the Steady State is
quite the same for these activities but different for jogging
and running. Figure 6 shows the various warp path distance
values for five different activities.

Figure 6. Total DTW distance in amplitude

It is clear from the figure that jogging and running has
its separate zone but walking, going downstairs and going
downstairs are in the same zone. So if we consider walking,
going downstairs and going upstairs as a single class
(Combined Class) then using the total warp path distance of
an activity with a classifier, we can differentiate between the
combined class, jogging and running. Using this
characteristic, we have trained a k-NN classifier which takes

the total warp path distance (Da) of an activity as input and
classifies into the combined class or jogging and running
Though the basic classification can be accomplished by the
aforementioned method, still the confusion remains as we
do not know the true class of an activity when it is classified
to the Combined Class. So here we are applying our context
filtering approach which uses barometer sensor values to
differentiate them. When a data is classified as Combined
Class, we are again filtering the decision using Context
Filtering.

If we take the differences of the altitude of the smart
phone from starting to ending point of combined class
activities, i.e.
dA = Altitude of ending point – Altitude of starting point
and plot them on a graph, it will look as depicted in Figure
7.

Figure 7. Altitude difference after applying KNN algorithm to find
optimal threshold

So if we use dA of a combined class activity, we can
easily differentiate them as each of walking, going
downstairs and going upstairs has their own separate area
and it is easily classifiable. We have used another k-NN
classifier here which uses dA of a combined class activity to
identify the true class. This is how an activity can be
classified into one of the five classes by reducing the
confusions.

V. RESULTS

Figures 8, 9 and 10 show the accuracy of detecting the
five activities, respectively, using only accelerometer, only
gyroscope and a combination of both sensors. On the basis
of the different accuracy level of the different cases, it is
clear that using only accelerometer in DTW produces better
result in our approach. The computational complexity is also
decreased as only the accelerometer is enough to detect the
basic activity.

More importantly, the accuracy level for detecting
similar activities like going downstairs and going upstairs
has also been increased with respect to previous studies. For
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these two particular cases, we obtained accuracy of 92.85%
and 100% respectively whereas in previous studies [5], the
accuracy was 59.3% and 55.5%.

Figure 8. Accuracy using only Accelerometer

Figure 9. Accuracy for Using Only Gyroscope Value

Figure 10. Accuracy for using Accelerometer & Gyroscope in
DTW

Activity recognition success rate can again be increased
for people of different category if we use only the data of
that category as training samples. As people of different
categories were chosen for our data collection process, the
result we have acquired is quite for a general case.

VI. CONCLUSIONS

In this paper, we address some critical challenges of
Activity Recognition with Mobile phones. DTW is an
expensive algorithm with respect to time. May be this is the
reason why this algorithm has not yet been used in this
research field before, thinking that it may not be suitable for
real time recognition. But rather using DTW for traditional
template matching with respect to standard templates of
each kind of activity, we are using it only once with respect
to the steady state, reducing the sample number. We have
also differentiated between similar activities like going
upstairs and going downstairs. We all know that mobile
phones have limited power capacity. So we have run our
activity recognition classifier on our server instead on
mobile phones to reduce the use of mobile battery. In the
previous studies of human activity recognition, we have
seen that the orientation and location of the smart phone was
fixed to a certain part of a human body, mostly the waist.
But we have placed the phone in the right pocket of the pant.
So, it is more user friendly than the previous ones.

We also collected heart rate data during an activity.
However, heart rate is mostly person dependent. Each
person has a specific pattern of heart rate characteristic
during an activity. So it is quite difficult to extract a
universal feature from the heart rate values of a group of
people. That is why we could not use the heart rate data to
improve the classification result. However, as heart rate is
person dependent, in case of user dependent classification, it
may have some impact. This would be our future study to
use heart rate for user dependent activity recognition
learning. Recognition of semi-complex and complex
activities like cooking, dancing, and travelling in bus etc.
still remains a challenge. So along with locomotion
activities, we will also try to recognize these complex and
semi complex activities combining smart phone sensors and
the knowledge we gain from our current work.
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Abstract— This paper presents a method to recognize 
Korean language input using hand information extracted 
from 3D information taken from a single camera in a smart 
device environment. The presented method uses the shape 
information of an image of the hand as input for Korean 
mobile phone keyboards. Depth information is used to 
extract the region of the hand in real time. Through 
preprocessing, noise is removed from the extracted region, 
and the hand image is normalized with respect to its size and 
movement. The normalized image of the hand is projected 
using the rotation invariant Zernike basis function to 
ascertain its moment. These moment values of the hand’s 
shape are compared to values saved in a database, and the 
character that has the closest moment value is input. The 
proposed method, which is designed to overcome the 
obstacle that people have unique hand shapes, makes use of 
a system that can easily become familiarized with an 
individual’s hand shape information. 

Keywords-Hand Gesture; Gesture Recognition; Text Input 
System; Hand Shape; Shape Recognition. 

I.  INTRODUCTION 

Electronic devices have become a staple of everyday 
modern life. While such devices have been growing 
smaller, their performance, an indicator of the progress 
made by the electronics industry, has been improving 
continuously. However, input methods for electronics are 
still restricted to traditional methods such as the mouse and 
keyboard. Recent advances have introduced the advent of 
touch control methods, but it is still difficult to control 
devices from a distance. Remote controls have offered 
some solutions to the issue of long-distance control, but 
even this method has the disadvantage of requiring 
hardware to be carried by the user. 

In efforts to solve these types of issues, human 
computer interaction (HCI) research has been steadily 
progressing [1]. Within the field of HCI, hand movements 
that can simply and conveniently express a wide range of 
information are most commonly used [2]. Such hand 
movements are capable of controlling electronic devices, 
and may be applied to the fields of user interfaces (UI) and 
user experience (UX). 

The Shape Key Input Interface (KII) presented in this 
paper is a system that recognizes the shape of the hand, 
associating it to a character in Korean to be used as input. 
Key factors in object recognition such as scale, translation, 

and rotation are normalized to achieve permanence in 
scale and translation. 

 
Figure 1.  System Control Algorithm 

Permanence in rotation is reached through application 
of a Zernike Shape Descriptor [4]. Rather than touching a 
designated space within a 3-dimensional space, 
recognizing the hand shape that corresponds to a keypad 
button makes input simpler. Additionally, a relatively 
small number of hand shapes are used, consequently 
allowing users to provide input without having to look at a 
keypad. To overcome the issue of different users having 
unique hand shapes, a system that can easily familiarize 
itself with users’ hands and be customized according to 
users’ tastes was implemented. 

The system proposed in this paper is composed largely 
of two parts, a region extraction and normalization part 
and a shape recognition and character input part. The 
algorithm of this system is shown in Figure 1. 

II. ZERNIKE MOMENT 

Zernike moment is defined as a complex othogonal 
moment with an absolute value that is rotation invariant. 
The Zernike moment can be considered as a projection of 
the basis function, and the basis function of the n-th order 
at its m-th repetition is defined as follow: 

 . (1) 
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is a set of equations that are normal to a unit circle 
in polar coordinates. Hence, there is no repetition of 
information. n is 0 or a positive integer, and m is a number 
that is even when , and a non-negative integer 
when . is the distance from the origin to the point 
(x,y), and has a domain of .  is the angle that 
the point (x,y) creates with the x axis and has a domain of 

. 
 is a radial polynomial of the Zernike moment, 

and is expressed as given in equation (2). 

 . (2) 

A Zernike moment of order n and repetition m  is 
expressed as in equation (3). 

 . (3) 

where V* represents the complex conjugate. To solve 
the Zernike moment for a discrete image, (3) can be 
approximated as shown in (4). 

 . (4) 

A. Rotation invariant properties of Zernike moment 
The rotation invariant properties of the Zernike 

moment can be derived as follows. When an image  
is converted into polar coordinates , an image 
rotated by an amount  is defined as given in equation (5). 

 . (5) 

Applying equation (5) to equation (3) results in 
equation (6). 

 . (6) 

Equation (6), shown above, is valid, and as such, it can 
be deduced that a rotated image affects only the 
topological values. Expressing this results in equation (7). 

 . (7) 

Hence, using the Zernike moment’s absolute value as a 
feature value reveals its rotation invariant nature [5]. 

III. HAND SHAPE RECOGNITION INPUT METHODOLOGY 

This section deals with using the Zernike moment to 
carry out hand shape recognition, and then translating 
information of the hand shapes to character input. 

A. Hand separation method 
As shown in Figure 2(a), the closest objects in the 

depth image are selected as potential candidates that may 
be the hand. This step resolves the issue of blindly 
selecting the closest object as the hand. Once the 
candidates are selected, the image is binarized (see Figure 
2(b), and then labeling is performed to detect blobs, as 
seen in Figure 2(c). Once the blobs are found, the largest 
blob is selected as the hand Figure 2(d). Figure 2 illustrates 
the above process. 

After hand area recognition, in order to perform 
Zernike basis function projection, the size and movement 
must be normalized. To normalize the hand region into 
even sizes, the hand’s center of mass must be determined. 
To determine the center of mass, a distance transform is 
used. This changes the image such that the brightest pixel 
becomes the center of mass Figure 3(a). Once the center of 
mass is found, using it as a center, an inscribed circle is 
drawn. The inscribed circle can be found by taking the 
image of the hand region and transforming it into a 
contour image Figure 3(b), after which the minimum and 
maximum distances from the contours to the center of 
mass are calculated. The minimum distance is used to find 
the inscribed circle, and all pixel information below the 
edge of the circle is deleted as a means of removing the 
wrist area, leaving only an image of the hand Figure 3(c). 
Conversely, using the maximum distance, a circumscribed 
circle around the hand can be drawn, and then the 
maximum distance value is normalized to a predefined 
size in order to ensure invariance in size and movement 
Figure 3(d). 

 
Figure 2.  Hand separation process (a) Depth image (b) Binarization (c) 

Labeling (d) Largest blob detection 

 
Figure 3.  Normalization (a) Distance conversion (b) Contour image (c) 

Inscribed circle (d) Circumscribed circle 

75Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                           91 / 457



B. Hand image feature value extraction 
The absolute value of the Zernike shape descriptor is 

rotation invariant, making strong recognition of the size, 
movement, and rotation of the hand images Figure 4(a) 
possible. In the previous section, the Zernike basis 
function, combined with the normalized image Figure 4(b) 
was projected to find the moment value Figure 4(c), 
leading to the determination of the image’s feature values. 
To further describe the process, Figure 4 is provided below. 

C. Recognition enhancement through labeling 
Using only the numerical moment values calculated in 

the previous section, it is possible to proceed with 
matching and still retain a high recognition rate. However, 
during the comparison stage when the distance values are 
compared, outliers may lead to similar or completely 
different images being detected. This is especially true 
when there are numerous class variables, which is also 
when sorting performance is at its lowest. To offset such 
issues, a labeling technique is used to detect the number of 
fingers in the image. This particular metric is chosen as the 
number of fingers on a hand excellently reflects the 
geometric properties of the hand. However, the discernible 
types of shape information are limited, and only a 
maximum of five may be detected. 

Comparable classes are largely divided into 5 groups 
and matched in order to minimize the possibility of error. 
The use of labeling to detect the number of fingers is 
shown below in Figure 5. Using labeling to find the 
number of fingers is simple. All pixel data within a circle 
with a certain radius extending from the center of mass are 
deleted. Figure 5(a) is the original image, and Figure 5(b) 
is the image of the circle used for blob detection. The 
number of blobs indicate the number of fingers, which in 
Figure 5(c) is 5. 

Images with only one finger detected can the compared 
with other images with the same number of fingers to 
improve recognition rates and lower the number of match 
attempts required to sort images. 

 
Figure 4.  Feature value extraction process (a) Normalized image (b) 

Zernike basis function (c) Moment values 

 
Figure 5.  Labeling process (a) Original image (b) Circle image (c) 

Resultant image 

D. User database creation 
Identical hand shapes may actually turn out to have 

differing shape images or different Zernike moment values. 
Hence, this paper suggests the creation of a user 
independent and user independent database. 

The user independent database is filled with hand 
shape information of numerous different people. The user 
dependent database saves all the moment values of each 
user’s hand shapes. 

The reason for creating two separate databases is to 
ensure a high rate of correct hand recognition even for first 
time users, and to lay groundwork for creating a 
personalized database to reach near-100% recognition 
rates. 

E. Character input using hand recognition 
To perform character input using images of hand 

shapes, a keypad, as shown in Figure 6, is used. The 
keypad differs from normal keypads in that each key 
corresponds to a certain hand shape. Users may imitate the 
shapes using their hands to type Korean characters. Figure 
7 lists the 15 hand shapes and the numerical values they 
are linked to. 

 
Figure 6.  ShapeKII keypad 

 
Figure 7.  Hand shapes and their associated number values 

IV. EXPERIMENT RESULTS AND APPLICATIONS 

Tests were performed using a computer with an Intel 
Core i7-2600K 3.4GHz processor and 8GB of memory, 
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along with a depth camera DS325 [6] linked at 60FPS. 
Software processing times are listed in [Table 1] below. 
Most of the time was used in creating the depth image. 
Considering the time required to compute the Zernike 
moment and the load required to run the process in real-
time above 30FPS, it was decided that a 15-th order 
Zernike moment would be used. The q-recursive method 
introduced in [7] was applied to the Zernike moment to 
reduce the calculation time. 

To conduct a validation, for the user independent 
database, 5 moment class values each of 15 hand shapes 
were saved – a total of 750 moment values. In the case of 
the user dependent database, 10 moment values were 
assigned to a hand shape – a total of 150 moment values. 
The sentence used to test the system was a Korean 
pangram, 
“키스의고유조건은입술끼리만나야하고특별한기술은
필요치않다” that required 125 separate input characters, 
of which the input speed Figure 8 was measured. 
Additionally, all hand shapes from number 1 to 15 were 
repeated 10 times at random to test for accuracy. 

The obtained results Figure 8 indicate that the mean 
time required to type one character is 0.79 seconds. When 
the user pre-registered his hand shapes, and then attempted 
to type while looking at the instruction screen, recognition 
reached over 98%, but the amount of time required 
between input increased. To increase the typing speed, the 
user memorized each shape and typed without referring to 
instructions. Although this method increased typing speed, 
typo probability increased. Figure 9 and Figure 10 present 
the recognition rates for 10 users who made each hand 
shape from number 1 to 15 randomly 10 times each for 
both the user independent and user dependent cases. The 
user independent case showed a 96.06% rate, which is 
acceptable. The user dependent case, on the other hand, 
although requiring an extra registration process, yielded a 
higher recognition rate of 98.06%. 

TABLE I.  PROCESSING TIME 

Order(n) Zernike Depth Image Total 
0 1 msec 16 msec 17 msec 
5 2 msec 16 msec 18 msec 
10 7 msec 16 msec 23 msec 
15 13 msec 16 msec 29 msec 
20 25 msec 16 msec 41 msec 

 
Figure 8.  Pangram input time measurement 

 
Figure 9.  Independent user hand shape recognition accuracy 

 
Figure 10.  Dependent user hand shape recognition accuracy 

A. Application 
Taking into consideration the findings discussed in this 

paper, a program named ShapeKII was created. Figure 11 
is the hardware setup used. A smart TV using a DS325 
camera was installed in the top right. A gesture analysis 
was performed through a computer connected to the 
television by HDMI cable. Figure 12 illustrates an 
example of how ShapeKII is to be used. 

 
Figure 11.  System hardware configuration 
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Figure 12.  ShapeKII system  (a) Character typing using hand shapes (b) 

Close-up of results screen 

V. CONCLUSION 

This paper proposed a Korean input system that uses a 
single depth camera to extract 3D information of a user’s 
hand. The methodology presented worked regardless of 
the hand’s location, using only the information of the 
hand’s shape to type Korean. A user dependent database 
was employed so users could register their personal hand 
shapes, thereby increasing user friendliness. The presented 
method is currently limited to a short-range detection 
system, but it will be extended to longer-range detection in 
future work and will also be operable on smart devices. 
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Abstract— Most of the spatially moving vehicles and game
controllers use 2-3 degrees of freedom joysticks to manipulate
objects position. However, most of the spatially moving
vehicles have more than 3 degrees of freedom, such as
helicopters, quadrotors, and planes. Therefore, additional
equipment like pedals or buttons is required during the
manipulation. In this study, a passive Stewart platform based
six degrees of freedom joystick was developed to control
spatially moving objects. The Stewart platform mechanism is a
six-degrees of freedom parallel mechanism, which has been
used for simulators. The main challenge of using a parallel
mechanism to manipulate objects is the computational burden
of its forward kinematics. Therefore, an artificial neural
network was used for the forward kinematic solution of the
Stewart platform mechanism to obtain the fastest response.
Linear potentiometers were used for the Stewart platform legs.
A mathematical model of a quadrotor was used to test the
capability of the joystick. The developed spatial joystick
successfully manipulated the virtual quadrotor model.

Keywords- Spatial joystick; Stewart platform.

I. INTRODUCTION

The purpose of this study is to emphasize the difficulty of
traditional manipulation techniques, which are using a multi-
point control such as a lever, pedals, and collective lever.
This multi-tasking event is obviously difficult considering
learning, teaching and application procedure. Therefore, the
main objective of this study is gathering control tools of any
Spatially Moving Vehicles (SMV) into one hand. The
advantages of one-handed manipulation are investigated with
several scenarios, including reflection of external forces to
SMV to the user’s hand and force feedback control of the
manipulation mechanism. In this research, a linear
potentiometer based Stewart platform (SP) as a man-machine
interface is proposed as a means of mechatronic design,
kinematic analysis, and simulation environment to
manipulate SMVs. Through the paper, first, the analysis of
SP mechanism for kinematics and design of the system is
investigated. Then, a “Quadrotor” is modeled using the
Newton-Euler approach, a Proportional Integral Derivative
(PID) controller is applied to the derived model and a user
interface is constructed for operating both the Quadrotor
model and Stewart Platform Mechanism (SPM)
simultaneously. Lastly, the virtual Quadrotor model is
manipulated with a real Stewart Platform Joystick.

Stewart-Gough Platform is a parallel mechanism which
was first used as an universal tire test machine and a flight

simulator by V. E. Gough (1956) and D. Stewart (1965),
connecting a stationary lower and a mobile upper platform to
the two ends of six actuators in parallel and obtaining three
translational and three rotational Degrees of Freedom (DOF)
in space [1][2].

Many methods were studied for the solution of the
kinematics of the Stewart Platform Mechanism (SPM). A
major piece of work on solving the forward kinematics of
SPM was using the Bezout method [3]. This method allows
deriving the kinematics from a 16-th degree equation with
one unknown variable. The fact that one needs a numerical
solution to obtain the final equation is one of the
disadvantages of the method. Obtaining the answer from 16
solutions is one of the disadvantages of this method. Another
solution method uses Newton-Rhapson algorithm and this
was presented for solving the forward kinematics, iteratively
[4]. This method usually converges to the solution. However,
if one of the encoder data is not clear or wrong, the solution
is not able to converge. A nonlinear observer was designed
for predicting the 3 rotational and 3 translational
displacements of the SPM by using the state variables of the
mechanism, [5]. Artificial Neural Networks are also used for
solving the forward kinematics of the SPM [6][7]. This
method is the best suitable solution for real-time
mechanisms.

Human and robot interaction introduces new control
requirements over time [21]. One of them is the force
control. Investigations and comparisons were made on many
force control methods ranging from the simplest to the most
complex [8]. An active stiffness control, which is one of the
force control methods, was applied with the help of a
program for controlling 3 translational and 3 rotational axes
[9]. A pneumatically actuated 6x6 SPM was developed for
endoscopic surgery. The relationship between the endoscope
and the surface was provided by a force control algorithm
[10]. Force control and tactile control methods, which are
very important in terms of human-machine interaction, are
frequently used in rehabilitation systems. 6x6 SPM was
designed for the rehabilitation of the ankle with a user
interface [11]. A 3-axis parallel robot was developed for the
rehabilitation of the wrist and system performance was
investigated including the therapist effect [12][13]. A 3x3
Stewart platform manipulator has been proposed to
manipulate spatially moving vehicles with force feedback
[18]. This mechanism has six linear actuators and a
force/torque sensor to sense the applied force and it
successfully manipulated spatially moving vehicles.
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However, despite its small size, it is still too heavy for
practical applications.

Unmanned Air Vehicles (UAV) have become the center
of attraction due to their contributions to the military, rescue
and aerospace technologies. An important part of research
and development activities is the 4-rotor aircraft quadrotor,
which has 4 DOF and motion capability at 6 axes. The
Newton-Euler method has been used in many studies for
obtaining the mathematical model of the quadrotor [14][15].
Traditional and robust control algorithms were also applied
to a quadrotor [15][16][17]. A simplified deterministic model
of a quadrotor was presented for investigating the problem of
planning/re-planning [20]. In general, quadrotors and other
aerial vehicles have multiple manipulation points. The main
disadvantage of the developed manipulation mechanism is
that the user must carry out multiple tasks at the same time in
a standard multi-point manipulation. Briefly, the contribution
of this work is that the designed mechanism allows the user
to control all tasks from a single point. Section 2-A describes
the mechatronic design of the passive Stewart platform
mechanism. Section 2-B presents the forward kinematic
solution of the mechanism. Section 2-C describes the user
interface of the software and the specifications of the
mathematical model of the quadrotor. Section 3 consists of
the experimental results and discussions. Section 4 is the
conclusion section and addresses future works.

II. MATERIALS AND METHODS

A. Mechatronic Design and specifications

The legs of the SP consist of six linear potentiometers.
The resistance of these potentiometers varies from 0 to 5 kΩ 
with the range of 0 to 100 mm. The diameter of the upper
ring (mobile ring) of the SP is 100 mm. The diameter of the
lower ring (stationary ring) is 140 mm.

Figure 1. Experimental setup of the SP joystick.

Potentiometers were connected both to the upper and
lower part of the SP with spherical joints. Analog input ports
of an Atmega powered Arduino Uno board were used both to
obtain voltage values from potentiometers and to send
position and orientation values of the SP to the computer,
which are obtained from forward kinematics. The
experimental setup of the SP joystick can be seen in Fig. 1.

B. Forward Kinematics

Obtaining position and orientation of the mobile ring of
the SP mechanism from the leg lengths can be called forward
kinematics solution. Iterative solutions and optimized
solutions to solve the forward kinematics of the SP
mechanism have been proposed. However, iterative solutions
are not suitable for real-time applications because of time
delay. In this study, Artificial Neural Networks (ANN) are
used to solve the forward kinematics of the SP, which is
suitable for real-time applications because of fast response.
First of all, the workspace of the SP mechanism is scanned
with inverse kinematics to obtain training data, which are the
leg lengths for inputs and position/orientation values for
targets of ANN. Lawenberg & Marquard feed forward back
propagation algorithm is used to train ANN. The architecture
of the network can be seen in Fig. 2. Weight and bias values
of the network are embedded in the controller board after
training of the network. 20 neurons are used inside the
hidden layer. The leg lengths of the SP, which are obtained
from the potentiometer data, are the inputs to the network
(1).

� = [�� �� �� �� �� ��] (1)

Figure 2. Artificial neural network architecture of the forward kinematics
of the SP

The output of the hidden layer can be expressed using
(2), where “L” is the leg length vector from (1), “W” and
“B” are the weight and bias vectors obtained from the trained
network, respectively. The weight value is the gain of an
input of a neuron. This value changes over the training
period of the neuron considering the importance of the input.
As an example, if the effect of an input is important for the
output, the value of the weight of the neuron should be
bigger. The bias value is the minimum stimulation level of
the neuron. The sensitivity of the neuron is inversely
proportional to the bias value. Mentioned ANN coefficients
are decided during the learning process. The output of a
neuron could be a linear or nonlinear function of input
values. In the present study, tangent sigmoid function (a
special case of logistic function) is used for the neurons in
the hidden layer and linear function is used for the neurons in
the output layer.

���� = 2 1 + ����(�.�����)�⁄ (2)
The output of the complete ANN gives the position and
orientation vector of the SP as in (3).

������ = �2 1 + ����(�.�����)�⁄ �.�� + �� (3)

C. Computer interface

The communication between the SP joystick and the
computer was provided with an rs232 communication
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protocol [22]. A test program was written which includes the
dynamic model of a quadrotor. The controller board of the
SP joystick sends the position and orientation data to the
computer. These outputs of the SP joystick are the reference
inputs of the quadrotor model. A quadrotor mechanism has 6
degrees of freedom where two of them are dependent on
angular motion around its x and y-axes. That means, if a
quadrotor needs to move along x or y-axes, it must rotate
itself around these axes.
Dynamic model and control strategies of a quadrotor have
been investigated by many of researchers. In this study, the
dynamic model of the quadrotor is constructed by using the
Newton-Euler approach [14][15]. A schematic

representation of a quadrotor can be shown in Fig. 3. 41−F

represents the thrust generated by the propellers, l is the
distance of the motors to the center of mass of the
quadrotor, capital X, Y, Z is the translational displacement

of the quadrotor, qqq ψθφ ,, are the rotational

displacements of the quadrotor along the x, y, z-axes, tM
is the mass of the quadrotor, g is the acceleration due to
gravity.

A quadrotor contains 4 dc motor actuated propellers,
which are mounted on the body. Each propeller generates
reverse torques onto the body of the quadrotor. The rotation
directions of propellers are selected to eliminate this effect.

Spatially moving vehicles are exposed to various
physical effects like aerodynamics, inertia, gravity,
gyroscopic forces and friction. Some of the assumptions
listed below were used for modeling.

• Ground effect is neglected.
• Propeller blades are not flexible.
• Construction of mechanism is rigid and

symmetric.
• Thrust and drag forces are proportional to the

square of propeller velocities.
• Air drag friction is included.
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Figure 3. Schematic representation of a quadrotor

Proportional integral derivative (PID) control was used to
control the 4-degree of freedom of the quadrotor, which can
be seen in Fig. 4. The reference values of the controller were
obtained from the output of the forward kinematics of the SP
joystick. The position feedback of the quadrotor was
obtained from the dynamic equations of the quadrotor. The
PID coefficients of the controllers were decided after a series
of simulation considering the settling time, overshoot and
steady state error values.

1'st
Motor

2'nd
Motor

4'th
Motor

3'rd
Motor

ZPID

φPID

ψPID

θPID

Ʃ

Ʃ

Ʃ

Ʃ

-

+

-

+

-

+

+

-

+

+

+

+
Ʃ

Ʃ

Ʃ

Ʃ

Pos. feedback

+

+

+

+

-

-

-

-

Zref

φref

θref

ψref

Figure 4. Control schematic of the quadrotor model.

Figure 5. User interface of the test program

The developed user interface of the test program can be
seen in Fig. 5. The user interface allows the user to observe
both the incoming data from the SP and the action of the
quadrotor model considering the reference data coming from
the SP joystick.

III. RESULTS AND DISCUSSIONS

The dynamic model and the control of the quadrotor were
tested with the developed interface. Reference values of 10
m for displacement along the z-axis, 45 degrees for
displacement around the z-axis, 15 degrees for displacement
around the x-axis, -15 degrees for displacement around the y-
axis were used. The response of the controller is shown in
Fig. 6. The dynamic model of the quadrotor successfully
reaches the reference values.
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Figure 6. Response of the PID controllers

Manipulation of the dynamic quadrotor model was also
tested with SP joystick. The reference values of the angular
displacements of the quadrotor model are the displacement
of the SP around the x, y and z-axes. The reference value of
the linear displacement of the quadrotor along the z-axis
was the multiplication of displacement of the SP along the
z-axis with a coefficient. The test was performed by one
inexperienced user. Moving the quadrotor model separately
around the x, y, z-axis and along the z-axis was requested
from the user.

Figure 7. Displacement of the Quadrotor model and the SP joystick along
the z-axis.

Figure 8. The angular displacement of the quadrotor and the SP joystick
around the x-axis.

Figure 9. The angular displacement of the quadrotor and the SP joystick
around the y-axis.

Figure 10. The angular displacement of the quadrotor and the SP joystick
around the z-axis.

The quadrotor successfully reaches the incoming
reference values from the SP. Fig. 7, 8, 9, 10 depict the
displacement of both the quadrotor model and the SP
joystick. The dynamics of the quadrotor and the PID
controller cause a time delay between the reference values
and the position of the quadrotor. This settling time of the
quadrotor can be clearly seen in the mentioned figures.

IV. CONCLUSIONS

Manipulation of the spatially moving objects is
important considering both the cost of the aerial vehicles
and safety of passengers. Multiple manipulations might
distract the user. The reason for many accidents is the
distraction of the pilot or the user. Therefore, a passive 6
DOF Stewart platform based joystick was designed for
single point manipulation. Classical iterative solutions of the
forward kinematics of the SP cause time delays and errors
considering real-time applications. Therefore, ANN was
used for forward kinematics solution of the SP. A dynamic
model of a quadrotor was derived for testing the
manipulation of the SP joystick. PID controllers were used
to control the axes of the quadrotor. A user interface was
built containing the dynamic model of the quadrotor.
Finally, the quadrotor model was successfully manipulated
from a single point with the SP joystick.

It is very probable that the development of one point
manipulation will become the center of attraction for most
disciplines, including simulation or game development. The
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developed low-cost Stewart platform joystick solution
promises to open a new era for man-machine interface.
Haptic feedback with linear actuators instead of
potentiometers should be provided for the user to sense both
the inertial and other external forces is considered in future
works.
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Abstract— The Brain-Computer Interface (BCI) technology
can convert brain electrical signals into commands able to
control external devices without the need of any voluntary
movement. This can be an innovative solution that allows
interaction, especially for patients with pathologies such as
Amyotrophic Lateral Sclerosis, Multiple Sclerosis, Muscular
Dystrophy or ischemic/traumatic injuries, unable to use
standard Augmentative Alternative Communication (AAC)
devices because of the loss of limbs movements, gaze control or
ophthalmological disorders. Among different approaches of
signal analysis, a recent BCI device, Braincontrol Basic
Communicator, based on event related desynchronization
(ERD) produced by motor imagery (MI), has been recently
developed by Liquidweb s.r.l. and used in the current study to
overcome physical issues of these patients. The aim of this
study was to verify the efficacy of the Braincontrol as an AAC
device and to validate the training methodology with regards
to patients in locked-in state (LIS). The study was conducted,
from 2012 to 2015, on two groups: 42 patients with
communication and motility disorder (of these 13 were in LIS
and 10 in condition similar to the complete locked-in state,
with no feedback and unknown cognitive status) and 63
healthy users. The results of this observation confirm that the
device, after the first phase training, is efficient and robust for
patients. Trainings have been completed successfully for all the
healthy users and patients in initial and severe stage of the
disease, only 2 out 42 patients failed the training. In particular,
the 2 patients were in the condition similar to the complete
locked-in state (CLIS). After this study, 17 locked-in patients
have continued to use the system as a unique tool for
communication.

Keyword-Brain-Computer Interface (BCI); Augmentative and
Alternative Communication (AAC); Assistive Technologies;
Amyotrophic Lateral Sclerosis (ALS).

I. INTRODUCTION

Motor neuron diseases and degenerative neuromuscular
disorders are characterized by a gradual loss of muscular
function while usually retaining complete cognitive
functions.

The progressive neurodegeneration induces progressive
loss of upper and lower motor neurons, causing a
progressive complete destruction of the peripheral and
central motor system. The resulting condition is called
Completely Locked-in State (CLIS).

If rudimentary control of at least one muscle is present,
we speak of Locked-in State (LIS). The principal assistive
technologies for LIS patients include residual movement
controlled systems [16]-[17], voice-controlled systems, eye-
tracking and brain computer interface (BCI). Brain-
computer interface technology interprets electrical signals
corresponding to a specific brain activity and allows the
control of a computer or other external devices [1]-[13][18]
(See Figure 1).

The interaction methods of BCI are classified on the
identification and collection of the signal: there are Invasive,
Partially Invasive and Noninvasive BCI.

The invasive category needs a neurosurgical implant of
the sensors on the cerebral cortex, the partially invasive one
requires the application of the sensors on the epidural or
subdural space to record Electrocorticographic (ECoG)
signal, while the noninvasive category uses external surface
sensors in contact with the scalp permitting to record
different kinds of signals, like Electroencephalography
(EEG), Magnetoencephalography (MEG) and functional
Magnetic Resonance Imaging (fMRI).

A different signal analysis, approaching to the EEG-
BCI, includes Event-Related (P300) Potentials, Slow
Cortical Potentials, Steady State Visual Evoked Potentials
(SSVEP), Sensorimotor Rhythms (SMRs), and the Event
Related Desynchronization or Synchronization (ERD/ERS)
produced by Motor Imagery (MI).

Figure 1. BCI Technology
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Most of projects detects P300 Potentials or Visual
Evoked Potentials but due to the need of sight in order to
concentrate on the desired object, there are many patients
who cannot use this technology. Furthermore, the weak
electrical signal created by P300 requires gel-based EEG
sensors, which means more time and hassle to prepare
before use and clean after use.

Braincontrol system, instead, based on Motor Imagery,
was developed by Liquidweb s.r.l. around the needs of CLIS
and can also be used by blind people.

The first prototype, able to recognize 6 imagined
movements, pull/push, top/bottom, left/right, was released
in the fall of 2010 [14]. It has been continuously
implemented between 2010 and 2012 and tested in the same
period with more than 30 healthy volunteers providing
excellent results and encouraging the development. The first
version, Braincontrol “Basic Communicator”, was
completed in the middle of 2013. It fills a technological void
for CLIS patients who cannot use eye-tracking systems or
other assistive technologies.

Future versions of BrainControl, which are currently
under development, will include advanced communication
and entertainment (virtual keyboard, text-to-speech, social
networks, email,), home automation (lights, temperature,
etc.), control of a wheelchair and robotics (See Figure 2).

Figure 2. Roadmap

Working prototypes of all these functionalities have
been developed and one of these, in robotic field, is
BrainHuRo, a research project that applies BCI to humanoid
robots [15].

The rest of the paper is structured as follows. Section II
explains the aims of this study and the research protocol
with Braincontrol. Section III reports the results of the
study, concerning the percentage of success, while Section
IV draws conclusions about the results.

II. AIM AND METHOD

The first aim of this study was to verify the efficacy of
Braincontrol as an effective AAC communicator in patients
with communicative and motility disorder. This aim will be
evaluated on performing specific tasks described below. The
secondary aim was to validate the trainings methodology in

terms of targets roadmap, sessions timing and number of
sessions, with regards to patients in locked-in state, in
particular using feedbacks and advices from the healthy
control group. The interaction system used is a sensorimotor
rhythm (SMR) based BCI on top of a neurological process
known as Event-Related Desynchronization (ERD). The
ERD is detectable as a decrease in power in the β-frequency 
band on corresponding motor cortices. It has to be adapted
to person-specific by the use of machine learning
techniques. The heart of Braincontrol is a proprietary
classifier of EEG patterns based on neural network
technology and combined with an adaptive Bayesian
algorithm for customizing different needs in different
patients. The EEG headset, by Emotiv Inc. [19], detects and
transfers the signals to the computer through wireless
technology. The electrodes simply need to be dampened
using a saline solution, instead of a special gel required from
other headsets. It works like a mental joystick, detecting 6
types of imagined movements (IM), allowing a computer or
other external devices to be controlled (See Figure 3).

Figure 3. BraincontrolArchitecture

The device used for the study includes a “Yes/No/Don’t
know“ Selector (See Figure 4) and a “Sentence Finder” (See
Figure 5). The user interface uses a scanning mode to move
between available options and utilizes just one movement-
related thought to select the desired choice.

Figure 4. Yes/No/Don’t Know Selector
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Figure 5. Sentence Finder

The trainings have been carried out in four remote
sessions (video conference with remote desktop control) of
one hour each, planned in one month period for each user,
from August 2012 to June 2015, with two groups of users:

I. 63 healthy volunteers
II. 42 patients with communicative and motility

impairment.
The sample of healthy users was considered as a control

group, to improve the quality of trainings through advices
and to verify eventual differences on the roadmap.

During the first training, the trainer explains to the
patient how the system works, its functionalities and the
training purpose, then he starts with multiple iterative
sessions of calibration and testing. During the calibration
phase (See Figure 6), the software records the EEG data
from the user which was asked to stay focused for a few
seconds on the movement-related thought that will be used
for controlling the system.

The test phases consist of asking the patients to select
predefined sequences of choices.

This iterative session is conducted for 30-40 minutes and
is replicated in the followings 3 sessions during the first
month. If the user selects at least 4 predefined choices
without errors during the test phase, the training is
considered successful.

Figure 6. Calibration

After this first training phase the work is focused on the
improvement of performances, by increasing the scanning
speed and reducing the time of selection, in order to have a
fast and efficient interaction.

III. RESULTS

In the period of August 2012 – June 2015 we carried out
sessions of training with two groups of users:

I. 63 healthy volunteers
II. 42 patients with communicative and motility

impairment
A. 19 in initial or severe stage of the disease

B. 23 locked-in (10 of these are in a

condition similar to the complete locked-in state, with

no possibility to give feedback).

The group of healthy volunteers, as the group IIA (19
initial and severe patients), completed successfully the
training phase representing the 100% of the efficacy of the
device.

Also in the LIS group (IIB) 21 out of 23 patients
overcame the training phase (with a percent of 91% of
success). The two, in particular, were in similar CLIS, in
which cognitive abilities were unknown, and no kind of
feedbacks was possible.

These results were stable over time, after the first phase
of training. In patients who achieved the objectives it was
possible to continue with the training and make them
keen and able to use the device independently as a
communicator.

IV. CONCLUSION

The aim of this study was to verify the efficacy and the
effectiveness of Braincontrol as an AAC, improving training
methodology with regards to patients in locked-in state. The
study was conducted from 2012 to 2015, on a group of 63
healthy users and on 42 patients with communication or
mobility impairment, planning four trainings in a one month
period. The results of this observation confirm that the
device, after the first phase training, is efficient and robust.
Trainings have been completed successfully for all the
healthy users and for patients in initial and severe stage of
the disease. Only 2 out of 42 patients located in the locked-
in group failed the training. In particular, these patients were
in similar CLIS, in which cognitive status information where
unknown. Seventeen locked-in patients, who really need this
technology, are presently using the system as a
communicator.
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Abstract—Augmented Reality is a variation of virtual reality
that allows users to view the real world augmented with virtual
objects. Therefore, it can be used to produce systems that
provide users with rich information about the scanned area. In
this paper, we present an application that locates and provides
the users with information about the local surrounding sites.
The application, which we call JoGuide, is designed to help
users in urban areas or tourism destinations to locate places
of interest near them by moving the camera of the device in
all possible directions to overlay information of places around
them. Places captured by the camera are located by adding
bins displaying the place name as defined by Foursquare.com
database. JoGuide is developed with Android and is set to
run on smartphones and tablets with different screen sizes,
computational and memory capabilities.

Keywords-Augmented reality; Mobile Computing; Mobile de-
vices; Text in scene images; Android.

I. INTRODUCTION

Augmented Reality (AR) creates an environment in which
real world and virtual world objects are presented together
within a single display [1]. The core idea behind AR is
overlaying computer generated graphics on top of the real
world scenes to create a seamless spatially-registered envi-
ronment [2]. The main goal of AR is providing applications
and programs to the users that brings virtual information to
their immediate surroundings and also to any indirect view
of the real-world environment (e.g., live-video stream) [3].

Since the first appearance of AR concepts in the 1950’s
in the cinema industry, AR has immensely grown. Cur-
rently, AR applications can be found in many domains
including medical visualization, entertainment, advertising,

maintenance and repair, annotation, robot path planning,
geographical information systems, and education [4] [3] [5].

The use of AR applications on mobile devices (e.g.,
tablets, smartphones, digital cameras) is gaining more at-
tention due to the increasing power and decreasing prices of
mobile devices. Moreover, mobile devices come with various
input means (sensors, cameras, location) that facilitate the
development of a wide range AR mobile applications. Mo-
bile Augmented Reality (MAR) expands the set of services
that AR offers to include a wide range of scenarios in the
rich diversity of the mobile environments [6] [7]. AR can be
used in many types of applications including entertainment
and gaming, tourism, and navigation. A key feature of a
MAR application is that it provides the user with context-
related information in real time. This information can sup-
port various context-dependent applications. For example,
information about surrounding places, products, events, or
moving objects (e.g., transportation means) [8].

In this paper, we present a MAR application, called JoGu-
ide (stands for Jordan Guide), for locating and providing
information about surrounding sites, building, offices, or
any buildings of interest. The application aims to facilitate
the process of searching for sites surrounding the user.
The application can be very useful especially for the user
who goes to places never visited before (e.g., tourists).
The application provides information about surrounding sites
including landmarks, or small objects (e.g., shops, offices,
restaurants, etc.) by moving the camera in the direction of
the desired site. The information is displayed on the screen
without blocking the view.
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JoGuide is designed and implemented keeping in mind the
importance of achieving the following attributes: reliability,
usability, extensibility, and robustness. JoGuide is deployed
to run on Android platform version 4.1 or later and is
developed to work on devices with different screen sizes
and computational capabilities. JoGuide uses Global Posi-
tioning System (GPS) sensor, phone network and Internet
connection to determine current location. The application
uses a global maps website called Foursquare [9] to get
information about the sites of interest. The application uses
the phone camera to catch the scene, sends it to the site and
locates sites of interest. JoGuide allows users to learn more
information about venues and places surrounded them.

The rest of the paper is organized as follows. Section II
presents related work. Section III describes the design and
implementation of the presented application. Section IV
presents a demonstration of the application and discusses
usage issues. Finally, conclusions and future work are dis-
cussed in Section V.

II. RELATED WORK

In this section, we provide a summary of work in mobile
augmented reality that aims at developing tourism and navi-
gation applications. Please refer to [10], [11] for a complete
survey on mobile augmented reality.

Dahne et al. [12] presented a software that runs on Lap-
tops called Archeoguide to provide tourists with interactive
personalized information about historical sites. The applica-
tion was tested on the site of ancient Olympia in Greece.
Using Archeoguide, users can view a virtual reconstructions
of the ancient site. Images and videos are all loaded with the
application (i.e., no real time communication is required).

Fockler et al. [13] developed an enhanced museum guid-
ance application, called PhoneGuide, to introduce exhibi-
tions. PhoneGuide runs on mobile phones and displays
information on the phone when visitors targeted their mobile
phone cameras at exhibits. PhoneGuide runs a perception
neuronal network to recognize exhibits in images taken by
the phone camera.

Elmqvist et al. [14] presented a mixed Reality platform for
navigation assistance in indoor environments. The platform,
which is called 3DVN, provides a multi-modal user interface
for navigating in existing physical buildings. 3DVN supports
both path finding and highlighting of local features.

Another museum guide was presented by Bruns et al. [15].
The guide uses widespread camera-equipped mobile phones
for on-device object recognition in combination with per-
vasive tracking. It also provides location- and object-aware
multimedia content to museum visitors.

Tokusho and Feiner [16] developed an application called
AR street view which provided an intuitive way to obtain
surrounding geographic information for navigation. When
users walk on a street, street name, virtual paths and current

location were overlaid on real world to give users a quick
overview of environment around them.

Marimon et al. [17] developed an Android service plat-
form called MobiAR for tourist information based on AR.
MobiAR allows users to browse information and multimedia
content about a city through their mobile phones. The plat-
form handles location-based information, user preferences
and determines the tourist resource the user is interested in.

Bihler et al. [18] developed a prototypical context-aware
museum guide that uses ultrasonic signals, sent by a cheap,
stand-alone emitter. The smartphone is able to recognize
the exhibits by receiving a modulated ultrasonic signal, but
in any museum an adaptation of the used frequencies is
necessary.

Armanno et al. [19] developed an application called Sky-
LineDroid for virtual Heritage where Augmented Reality is
used on mobile phones to support visitors of outdoor cultural
heritage sites. Virtual and real world are overlaid on the
device screen, according to device position and orientation,
in order to immerse users in the 3D historical reconstruction
of ancient buildings.

Rubino et al. [20] presented a general framework for
the development of multimedia interactive guides for mo-
bile devices called MusA. The framework has a vision-
based indoor positioning system that allows the provision
of several LBS, from way-finding to the contextualized
communication of cultural contents, aimed at providing a
meaningful exploration of exhibits according to visitors’
personal interest and curiosity.

Chianese et al. [21] developed a location-based applica-
tion that aims at exploiting several location-based services
and technologies in order to realize a smart multimedia guide
system. The system is able to detect the closest artworks
to the user, make these artworks able to tweet and talk
during users visit and capable of automatically telling their
stories using multimedia facilities. The system was tested
at a sculptures art exhibition within the Maschio Angioino
castle, in Naples, Italy.

Murino et al. [22] presented an Android touristic appli-
cation called i-Street whose aim is to detect, identify and
read the street plates in a video flow and then to estimate
relative pose in order to accurately augment them with
virtual overlays. The application was tested in the historical
centre of Grenoble, France, proving to be robust to outdoor
illumination conditions and to device pose variance. The
average identification rate in realistic laboratory tests was
about 82%.

Jain et al. [23] adopted a top-down approach cutting
across smartphone sensing, computer vision, cloud offload-
ing, and linear optimization in order to develop location-
free geometric representation of the environment and using
this geometry to prune down the visual search space. They
developed a system called OverLay, which is currently
deployed in the engineering building and open for use to
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regular public.

III. APPLICATION DESIGN AND IMPLEMENTATION

We followed the Incremental Methodology in developing
our application. We choose this approach because it has
features that are suitable to our application. Mainly, it gener-
ates a working software early during the software life cycle,
easier to test and debug during a smaller iteration, and easier
to manage risks [24]. At a glance, incremental development
slices the system functionality into increments where in each
increment, a slice of functionality is delivered through cross-
discipline work, from the requirements to the deployment.
The unified process groups increments/iterations into the
phases of: inception, elaboration, construction,and transi-
tion [24].

We show the package diagram of the proposed application
in Figure 1. As the figure shows, the application consists of
three main components, these are:

1) Graphical User Interface (GUI). The component con-
tains the classes necessary for creating the GUIs. The
classes contained in the package are shown in Figure 2.
The component displays the following screens: (1)
Splash Layout, which includes the start and the wel-
come screens. (2)ArActivity Layout: the main applica-
tion screen, it combines two layouts, Camera Preview
layout, which is a simple wrapper around a camera
and a surface view that renders a centered preview
of the camera to the surface to resize preview aspect
ratio suitable for the screen of the device, and AR
Overlay layout, which shows pins and venues names
as text. (3) the output layout which show the view after
calculating angle between user location and nearby
venues.
Venue information is updated every 50 ms by a
request sent to Foursquare (using the communication
package).

2) Location. Contains classes for managing location in-
formation. The contents of the component are shown
in Figure 3.The location component is used by the
GUI to get and update the user location. Location is
detected every 30 seconds. That is, every 30 second
the application sends a request to the GPS or network
provider to get current user location.

3) Communication. Provides services to the other
two components including: communicating with
Foursquare, communicating with the GPS or the net-
work provider to get location information, and check-
ing Internet availability. Classes participating in the
communication package are shown in Figure 4.

We choose to refresh the location every 30 seconds as
a default value experimentally. The users can decrease this
value when they are moving fast (e.g., driving on a highway)
or increase it when they use the application while walking.
Updating the scenes with information is performed every 50

Figure 1. Package Diagram of JoGuide

Figure 2. GUI Package

ms to give the users a real-time experience and avoid losing
important sites information.

The location information from the GPS is sent to
FourSquare to get information about the nearby venues.
This information is used by the application to compute the
angles between the user current location and the nearby
venues. In addition, the application computes the rotation
and orientation of the camera, using the smartphone sensor.

Using the internal measurement unit of the smartphone
and the angles between current location and venues, we map
the venues locations to their locations that appear on the
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Figure 3. Location Package

Figure 4. Communication Package

screen by drawing an icon on each venue found.
The prototype version of the application is implemented

with Android. The following tools and software are used to
implement JoGuide:

• Eclipse Indigo [25] with android plug-in.
• Microsoft Visio 2013 [26], for preparing the design

documents. We used UML [27] to describe the system
architecture.

• Adobe Photoshop CS5 [28], for designing icons and
images.

IV. DEMONSTRATION

In this section, we demonstrate how JoGuide can be used
to obtain information about surrounding sites and places.
Figure 5 shows the first screen displayed when a user starts
the application. When the application is loaded, it checks
if the GPS is activated, and if an Internet connection is
available. A message is displayed to the user to indicate
whether any of these resources are not available. Otherwise,
the start button becomes active and the user can start
spotting.

Figure 6 shows the screen displayed as the user presses the
start application button and JoGuide working by initializing

Figure 5. Start Screen of JoGuide

camera and loading places. The application accordingly
sends a request to Foursquare and the GPS. This might take
some time depending on the Internet speed.

Figure 6. loading JoGuide

We tested the application in different urban sites, includ-
ing the downtown of the city of Amman, Jordan, the city
of Zarqa, Jordan, and the historical site of Petra, Jordan. In
all our experiments, JoGuide shows to be an easy to use
application, reliable, and provided the needed information
about the sites and shops surrounding the user. In Figure 7,
we show a camera shot with site information. We choose to
display the sites pins in dark blue and the sites names in red
in order to: (1) eliminate potential overlapping with objects
that appear on the screen, and (2) allow the information
to appear when the application is used in the dark. This
is shown in Figure 8 which shows a screenshot of the
application while used in the night. The icons are visible
for the user and the red color can alert the user attention for
the required site while the blue color is bright and easy to
find on a dark background.

It is though important to emphasize that the accuracy
of the displayed information depend on the information
provided by FourSquare maps (which in turn depend on the
information the municipality or the local government can
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Figure 7. Camera shot augmented with sites information (taken at Hashemite University Campus)

Figure 8. A night screenshot of JoGuide (taken at the downtown of Amman, Jordan)

provide for public use).
In order to keep the application light, we only store the

information retrieved from FourSquare obtained the current
session (i.e., the currently spotted sites while the application
is turned on). Users have the option of saving the augmented
images in a special folder on the device or share them via

email or Google Drive.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we presented an augmented reality based
mobile application named JoGuide. The prototype version of
the application is developed with Android, and requests data
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about available sites from maps service site. The application
aims at easing the exploration of surrounding sites and
helping people like tourists to identify nearby places of
interest. In developing JoGuide, our target was to provide a
lightweight application with few memory and computational
requirements. We achieved our goal by minimizing the
amount of data stored in memory, and by retrofiring the
information via web services, and therefore, performing
part of the computations on the server side. We tested
the application in two major cities in Jordan and in one
historical site. The application has shown to be easy to use,
lightweight, and robust.

The presented work can be further extended in many
directions including:

• Enabling the retrieval of more information about venues
in order to give detailed and more accurate results about
the venues and locations.

• Providing the option of saving the visited sites (i.e., trip
tracker). This option will require saving information in
a light local database.

• Providing a vocal guidance option for users with dis-
abilities.

• Developing versions of the application that work on
different platforms (e.g., iOS for iPhones, Windows
phones).
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Abstract—There are different types of games that try to make 

use of the motivation of a gaming situation in learning 

contexts. This paper introduces the new terminology 

‘Competence Developing Game’ (CDG) as an umbrella term 

for all games with this intention. Based on this new 

terminology, an assessment framework has been developed and 

validated in scope of an empirical study. Now, all different 

types of CDGs can be evaluated according to a defined and 

uniform set of assessment criteria and, thus, are comparable 

according to their characteristics and effectiveness. 

Keywords-Serious Games; Gamification; Business Simulations; 

Assessment. 

I.  INTRODUCTION 

Using gaming concepts for teaching approaches provides 
the advantage of transferring the motivation of a gaming 
situation into a learning situation [1]. In addition, games 
provide a safe room which gives players the possibility to 
explore new behaviors or strategies without taking any risks 
on their health or their (business) environment [2]. There are 
three major kinds of games which are used in teaching 
context: Serious Games, Business Simulations/Games and 
the approach of Gamification. According to current research, 
there is no framework or tool that stipulates the capability to 
assess Serious Games, Business Simulation/Games and 
gamified applications in a structured and comparable way. 
One reason for this is the lack of an aligned terminology for 
such games. In Section II and Section III, a terminology 
suggestion will be further motivated and defined. Section IV 
describes a framework needed to handle the new 
terminology. Section V offers an overview about future work 
and further use. 

II. MOTIVATING COMPETENCE DEVELOPING GAMES  

A variety of publications defines the terms Serious 
Games, Business Simulations/Games or Gamification, e.g., 
[3][4][5]. Furthermore, there is a number of definitions for 
game concepts that are close to Serious Games (e.g., Game-
based Learning). By now, some authors argue that these 
kind of game concepts are more or less equal to Serious 
Games [6]. Other authors try to elaborate differences 
between these concepts [7]. However, there is the 
conviction that characteristics, pedagogies and the way of 
game design are too different and that it is impossible to 
handle all three concepts within one approach.  

In order to develop an umbrella term that combines the 
three concepts mentioned within one approach, similarities 
and differences had to be identified: All different kinds of 
game concepts try to teach someone something, by using 
different teaching approaches. There are very simple 
designed games that teach only pure information without 
any pedagogical concept or significant Game Design, Game 
Mechanics, e. g., a vocabulary trainer. Such applications are 
not inside the scope of the umbrella term because they are 
not real games. If you extend the vocabulary trainer with 
ranking systems or with a dynamic vocabulary in simulated 
conversations, you get a gamified application that starts 
touching the target field of the assessment framework. A 
vocabulary trainer teaching the vocabulary inside a 3D-
world while telling a discoverable story (independent of the 
pedagogical nature of such a game) is – by definition – a 
Serious Game and, thus, inside the target field. Games in 
scope of the umbrella term CDG have one characteristic in 
common: They do not transfer information only, they also 
teach how to use them. 

III. DEFINE COMPETENCE DEVELOPING GAMES  

The European Parliament published a recommendation 
for the definition of the term ‘competence’ based on the 
work of the European Universities Continuing Education 
Network (EUCEN). They are defining ‘competence’ as 
follows: “‘competence’ means the proven ability to use 
knowledge, skills and personal, social and/or methodological 
abilities, in work or study situations and in professional and 
personal development…” [8]. This definition of competence 
describes the idea behind transporting knowledge -and how to 
use it- in a sophisticated way. Games have the ability to teach 
knowledge, skills, methodological abilities and how to use 
them. If needed, they can even teach attitudes (Examples: [3]). 
So CDG seems to be a suitable umbrella term. The following 
definition of CDG is based on the above-mentioned definition 
of ‘Competence’: 

A Competence Developing Game (CDG), is a game that 
has the primary purpose to teach knowledge, skills and 
personal, social and/or methodological abilities, in work or 
study situations and in professional and personal development 
of the game player, by retaining the motivation of a gaming 
situation. 
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IV. PYRAMID ASSESSMENT FRAMEWORK FOR 

‘COMPETENCE DEVELOPING GAMES’  

The “Pyramid Assessment Framework for ‘Competence 
Developing Games’“ (short PACDG-Framework) provides the 
possibility to assess any CDG in a systematic way. Assessment 
results are comparable even if CDG are different in their nature.   

A. Framework layers and steps  

With the PACDG-Framework CDGs are evaluated from a 
“Designer” and a “Player” perspective in seven separated steps 
that build up on each other (hierarchical structure).  

The basic idea of having a designated “Designer”-Layer is 
to evaluate the game’s potential by investigating the integral 
game components and the game’s goals. To support this, the 
Designer-Layer includes the Pyramid-steps “Problem”, 
“Learning Goal”, “Story & Pedagogy” and “Game Design & 
Aesthetics”.   

The main goal of the “Player”-Layer is to investigate the 
effect on the players during and after playing the game. In 
scope of that, the game experience and the desired learning 
effect on the player are investigated. The basis for that are the 
Design-Layer results. However, the PACDG-Framework 
provides three pyramid-steps inside the Player-Layer: 
“Experience”, “Aftereffect” and “Impact”. Figure 1 illustrates 
the framework and described the framework steps.  

 

 

Figure 1.  The PACDG-Framework 

Using the framework means to execute the illustrated steps 
from bottom to top. Each layer focuses on another game part. 
Because of the hierarchical structure causes for failures or 
unwanted effects can be found in each underlying step. Every 
step requires different assessment operations. These operations 
are described on the right hand site of every step.  

 

B. Framework derivation and evaluation  

Game types summarized under the CDG umbrella entail a 
variety of frameworks, assessment tools, etc. The PACDG-
Framework combines these established approaches that can be 
found e.g., in [9]. It represents a universal solution for all game 
types summarized under the CDG umbrella. Thus, in scope of 
its development, the most relevant and acknowledged game 
focusing concepts as well as their underlying measurement 
tools have been considered. Furthermore “Bloom’s taxonomy 
of the Cognitive Domain” was taken into account as a common 
measurement tool for learning outcomes [10]. Table 1 shows 
which PACDG-Framework element has been mainly extracted 
from or is inspired by which approach. In order to establish an 
integrating concept by utilizing these different approaches the 
major work had to be done by adjusting the concepts among 
each other. That means, the PACDG-Framework combines 
these concepts avoiding the identified weaknesses. By this, it 
expanded the framework range. The original approaches 
presented in Table 1 support either Serious Games or Business 
Simulations. The PACG-Framework supports both and 
Gamification-Application beyond.  

TABLE I.  DERIVATION OF THE PACDG-FRAMEWORK 

Base Approach PACDG-Framework Step 

Bloom’s Taxonomy [11][12] Impact   

Annetta’s Framework [13] Experience  

Game Design 

DPE Framework [14] Game Design & Aesthetics 

Story & Pedagogy 

SDGA Framework [15]  Learning goals 

Eight fields instrument [2] Aftereffect 

Problem 

 
An empirical study with 39 education experts was 

conducted to validate the hierarchical PACDG-Framework 
structure. The results show that the framework structure is 
valid. First practical experiences using the framework show a 
very suitable way to assess all kinds of CDGs. In addition, the 
assessment results facilitate the description of game problems 
and the identification of the associated causes in a systematic 
way. The theoretical assumptions (game design & learning) on 
which the framework is constructed are based on many 
established and used approaches. That ensures a sophisticated 
level of validity for the theoretical aspects, too. By this, in 
short, the PACDG-framework validity is shown.  

V. CONCLUSION AND FUTURE WORK 

Further explanation about the empirical study and practical 
tests will follow in a longer version of this paper. In addition, 
more detailed assessment criteria underlying the assessment 
operations of each step are being worked on. They will 
contribute a better level of comparability between assessments. 
Next, the framework will be used to assess games developed 
for Cyber-Security trainings. By this, critical success criteria 
for this kind of games should be defined and used for 
developing an exemplary serious game within this scope.  
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Abstract—The aim of this paper is to determine the intention of
supporting the use of a Learning Management System (LMS)
under Modular Object-Oriented Dynamic Learning
Environment (Moodle), in the creation of virtual classrooms as
support tools for on-campus work in higher education. We
used as a case study the points of view of academic authorities
from the National Polytechnic School. The opinion of this
group was considered as they are responsible for policies in
educational institutions: they lead and make decisions at the
university. To prove this objective we considered perceived
usefulness and easy usage. The Technology Acceptance Model
(TAM) was applied; this helped to confirm that the hypothesis
of virtual classrooms used as support tools in on-campus study
is backed by academic authorities, and is in concordance with
global, regional and local trends. The results of the research
show that age influences the acceptance of new technologies. It
is interesting to know that the perception of quality backed by
technology is high and that, based on the TAM model, the ease
of use and obtained benefits were determining variables in
accepting Moodle as an on-campus support tool. This is
important because they prove the current state of the use of
Information and Communication Technologies (ICTs) at the
university.

Keywords-Moodle; virtual classroom; higher education;
authorities.

I. INTRODUCTION

The use of Information and Communication
Technologies (ICTs) in education is a coveted trend if we are
to expand access, eliminate exclusion and increase the
quality in education [1]. In general, ICTs are a set of
different technological tools and resources, used to
communicate, develop, spread, save and manage
information. Within the educational context, ICTs promote
digital literacy by generating essential skills and abilities for
life [1].

Considering its transcendence and linkage with the
teaching-learning process, ICT and education are two
elements that must merge, in order for ICTs to be immersed
in the teaching-learning process through a curriculum;
complement, so as to provide dynamics and motivation
necessary in the traditional teaching-learning process; and

feed off, in order to mutually grow based on updating,
renewal and innovation.

This investigation’s objective is to determine the
intention of using Moodle to develop virtual classrooms as
support for on-campus learning. We used the views of the
academic authorities of a University in Quito - Ecuador as a
case study, a higher public education institution renowned
for its engineering programs.

Regarding the authorities, the information desired is their
perception of quality, ease of use and perceived usefulness of
ICTs in the teaching-learning process, specifically in the use
of virtual classrooms.

To achieve this goal, the paper is organized as follows. In
Section II, we show the importance of using ICTs through
Moodle as support tools for teaching-learning in higher
education institutions. In Section III, we analyze the use of
Moodle as an example of an ICT tool in education. Then,
the used materials and methods are presented in Section IV.
In Section V, the main results of the surveys answered by the
academic authorities are presented. Finally, the main
conclusions and future work are discussed.

II. USING ICTS IN EDUCATION AT GLOBAL, REGIONAL

AND LOCAL LEVELS

A. Global and Regional Context

The inclusion of world policies supporting ICTs in
education has been desired and expected for quite some time.
The first policy referring to the integration of ICTs was
declared explicitly in the Millennium Development Goals
(MDG), described in goal 8F: “In cooperation with the
public sector, provide access to benefits in new technologies,
especially information and communication” [2].

In 2000 at the World Education Summit held in Dakar,
Senegal, governments of 164 countries established eight
objectives and twelve strategies in order to achieve
Education for All (EFA) with a 2015 deadline. According to
UNESCO´s follow-up report for EFA [3], the objective has
not been reached but the number of children and teenagers
without educations has decreased. A lot has been achieved in
gender parity and government care for quality education,
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although financial support has not been available in the use
of ICTs [1].

A tool to accomplish this is mentioned in strategy
number 10: “Harness New Information to Help Achieve
EFA goals” [3], but these policies have yet to be developed
with regard to ICTs in education. However, the World Bank
and UNESCO have supported the realization of global
annual symposia on ICTs, and UNESCO has supported
initiatives [4] that are a guide of ICT goals to achieve better
results in education.

The World Summit on the Information Society (WSIS),
held in 2003 and 2005, established a serious commitment
between governments in pursuit of an inclusive information
society. In the latest meeting in 2015, WSIS mentions two
guidelines related to education in which Latin America and
Caribbean sectors have to be included in their action plan.
The inclusion of the ICTs is explicitly mentioned to reach
this primary objective [5].

Meanwhile, in Latin America and the Caribbean,
governments have circumscribed in their agendas the
inclusion of ICTs in education as a priority theme, although,
in real life, it does not have the same priority, mainly due to
economic index factors that show obvious inequalities [5].

eLAC is an action plan for Latin America and Caribbean
Information Society which states ICTs as tools designed to
promote economic development and social inclusion [6][7].
Therefore, the Action Plan regarding Information and
Knowledge Society of Latin America, sets the following
policies regarding education:

"Develop and implement information technologies and
communications for inclusive education," taking advantage
of ICTs in the teaching-learning process with active
participation of those involved.

"Universalize access and expand the use of information
technology and communication for education" through
broadband connection, ICT teacher training, using teacher
learning networks, and regional educational portals [5].

B. Local Context

Within local context, the regulatory framework that
promotes the inclusion of ICT in Ecuador’s educational
system is mentioned in the Academic Regulations Regime
issued on November 21, 2013. It is the mandatory instrument
for all the Higher Education Institutions, public and private,
issued by the Council on Higher Education (CES). CES
functions include planning, regulating and coordinating the
Higher Education system which mentions the inclusion of
ICTs in the curriculum, learning activities, learning
modalities, digital literacy transversely into higher education,
etc., as mandatory, in articles 15,26,27,28,37,38,42,43,45 [8].

C. Institutional Context

The National Polytechnic School (Escuela Politécnica
Nacional EPN) where this study was carried out is
considered the nation’s top public institution by virtue of
being a High Education Institution (HEI) benchmarked for
its technical engineering, with an A institutional
accreditation level [9].

According to the Regulation of Academic Regime
(RAR), the University is aligned with current regulations and
in light of these new state regulations, internal regulations
have been updated considering government policies and
following local, regional and global trends to support the use
of ICTs.

This research wanted to consider the opinion of
University academics responsible for this case study of using
virtual classrooms that use ICTs in the teaching-learning
process.

This information is relevant since the academic
authorities are responsible for making decisions inside HEIs,
and they also must answer global development and ICT
trends. There are numerous investigations regarding the
opinion of the students [10]-[14] and teachers [15]-[20], but
not of university academics authorities [21]-[24].

III. USE OF MOODLE IN EDUCATION

As we have seen, using ICTs in the teaching-learning
process is one of the requirements made at all Higher
Education Institutions at global and local level. They are
valued and recognized as being an indicator of quality in
higher education [25] so as to promote student intellectual
qualities of higher order thinking, problem solving,
communication skills and a profound knowledge of the
teaching and learning tools [16].

From this perspective, promoting the imminent use of
ICTs in the classroom using support tools such as blogs,
wikis, virtual classrooms, etc. needs to strengthen students’
digital skills [15][26]. It also requires teachers to develop
their skills in using ICTs as 21st century competencies to face
the challenges in changing scenarios and teaching
methodologies [15][27][28].

The 2015 NMC Horizon Report for Higher Education
[26], researches new technologies that will support the
teaching-learning process in higher education. Among these
technologies, we mention: mobile applications, cloud
computing, open content, collaborative environments,
adaptive environments, semantic applications, augmented
reality, blended-learning, massive open online courses
(MOOCs), game-based learning, etc.

Many of these technologies use educational platforms
based on e-learning as support mainly at educational
institutions that need organization in learning. They consider
essential educational foundations in the teaching-learning
process mediated by LMS in order to foster relevant
learning, encourage critical thinking, collaborative and
cooperative work [15][17][19][18][29][30][31].

A major change with the use of virtual classrooms
through Moodle is where the learning environment changes
and evolves the roles of the participants in the teaching-
learning process. In this change the teacher ceases being the
center of the process, giving prominence to the student, who
becomes an active participant in his own learning process
under the guidance of the teacher as facilitator in the cycle
[7].

Another transformation is evidenced when the work
space becomes a timeless space, thereby adapting to all the
settings of teaching-learning in an open and accessible
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structure, according to the needs of the digital age in which
we live.

Virtual spaces expand the boundaries between formal and
informal education, producing effective learning in which
teachers, experts and students contribute.

A. Educational Trends of Virtual Spaces in Higher
Education.

Among the current trends in higher education we cite:
new pedagogical models for teaching-learning; virtual
learning tools to promote intelligent education, i.e. with the
maximum potential; online universities for formal and non-
formal learning saving time, space and money. In addition,
we can mention e-learning support centers for universities,
teacher training, as well as providing infrastructure and
methodology; globalizing e-learning in order to include all
regions by certifying qualifications; Open Educational
Resources (OER), given their accessibility, efficiency and
quality; and finally MOOCs, which encompasses all the
advantages of e-learning and is massively supported by the
best educational institutions in the world [31]. According
these world trends, this research supports e-learning in the
EPN; therefore, the investigation as previously mentioned,
uncovers the support of the University´s authorities in using
virtual classrooms under Moodle to support teaching-
learning.

B. Moodle as Tool to Support the Teaching-learning
Process.

There are many tools to support learning using ICTs, one
being the virtual classroom. The virtual classroom is used
both for full online learning (e-learning) and as support for
on-campus or hybrid learning (b-learning).

The use of virtual classrooms is widespread today, but it
is important to determine what their true function and use is
in education.

This will allow us to determine what resources are used
in the classroom, means of communication used by the
participants, the types of materials used, etc. It will be
considered that, while the tool plays a fundamental role as a
vehicle in the educational process, it is not an end, and for
this educational component, it is essential. [32].

There are numerous platforms for online course
management, but EPN chose Moodle for its recognized
advantages such as: being a General Public License (GNU)
open source system, its fundamental teaching bases in social
constructivism and a great learning community [33]. These
make it a unique LMS. The ease of use for online course
management and the availability of a variety of continuously
updated resources and activities (such as mobile devices)
make it the required worldwide platform. EPN has used
several versions and currently it uses version 2.6 in graduate
courses.

IV. MATERIALS AND METHODS

This investigation was carried out considering as a case
study the EPN, a public institution referenced nationwide.
An online survey was sent to the academic authorities and

professors of the university who are responsible for making
decisions within their academic units. Out of 383 teachers,
only 77 (20%) answered as being authorities of the
institution.

The survey was conducted with nineteen questions using
the Likert scale [34]. The first part consisted of informative
questions and the second part was concerned with previous
experiences of virtual classrooms. Finally, we discovered the
acceptance variables in the use of the tool. Only the relevant
questions will be considered for the investigation; the
questions used can be seen in Table 1.

TABLE I. QUESTIONS IN THE SURVEY

Description
Q.1 Select your gender Female

Male
Q.2 Your age 20-30

30-40
40-50
>50

Q.7 Have you ever taken online classes? Yes
NO

Q.8 How many classes have you taken? No answer
1-3
4-6
>6

Q.9 What is your general perception
about the quality of online classes?

Excellent
Very good

Good
No good no

bad
Bad

No answer

Q.10 What percentage of teachers at the
University do you believe include the
ICTs in their teaching practice?

>76%
51-75%
26-50%
<25%

Q.11 Do you think University has to
include online education in its study
modes?

Yes
No

Q.12 Which learning mode you consider
more relevant in addition to the
classroom in order to use it for a
subject?

B-learning
e-Learning
no answer

Q.14 Do you think virtual classrooms will
allow optimization of teacher’s time
and efforts?

Yes
No

Q.16 Rate the usability of Moodle used at
the University in order to implement
it in virtual classrooms.

5 very easy

1 very
difficult

Q.17 Indicate why you use the following
Moodle communication tools?

Q.18 Indicate what you use Moodle for?
Q.19 Do you consider virtual classrooms

under Moodle to be an accurate
decision in order to be incorporated
as support tool in the learning
process?

Yes
No

Prepared by the authors.
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A. Metothodology

This study used as methodology the Davis [35]
Technology Accept Model (TAM), used for a lot of
investigations [15][18][36]-[41] in order to determine the
acceptance of the technology now applied to conclude about
the acceptance of LMS within Moodle used at the
University.

The TAM model is based on the perceived ease of use
and the perceived usefulness [15].

The perceived usefulness can be conceptualized as the
belief of teachers that this tool will help them perform their
duties, which can be seen in the learning outcomes in the
curriculum [15].

Many studies on the acceptance of ICTs revealed that
perceived usefulness and ease are key for their intended
usage [15][19][36][42].

This paper will focus on the degree of acceptance by the
academic authorities of ICTs in the classroom, specifically
the level of acceptance of virtual classrooms under Moodle
as tools to support classroom learning.

The ease of use and perceived usefulness by teachers are
the most important factors that will allow us to predict the
intention of using virtual classrooms [15]. Benefits such as
improvement in performance are expected when these
technologies are used.

V. RESULTS

The results obtained are as follows:
Question 1 Your gender? 31% of the authorities are

women and 69% are men, which is approximately the
promoted gender equality worldwide and is supported at the
state level, and therefore the University.

Question 2. Your age? 34% were between 20 and 30
years old; 29% were between 31 and 40 years of age, 11%
between 41 and 50 years and lastly, 26% were older than 50
years; this reflects young teachers’ participation in the
University decision-making process.

This generational change is due to new government
policies, and it is important that they are open to the use of
new tools such as Moodle.

Question 7. Have you ever taken online classes Question
8? And how many classes have you taken?

Figure 1. Question 7 and Question 8.

As it can be seen in Figure 1, 84% have taken an online
class; the number of classes taken was not representative
because they had taken only between one and three online
classes. This shows us the reality of this university.

Question 9. What is your general perception about
quality of online classes? 80% believed that quality of
classes is good or excellent and 20% believed the quality was
average or bad.

Question 9. What is your general perception about
quality of online classes? and Question 8. How many classes
have you taken?

Figure 2. Question 8 and Question 9.

In this case, in Figure 2, a combination is done with the
information questions. The results were: the more experience
a professor has with the online education, the better the
opinion about its quality.

Question 10. Do you think teachers at the University
include ICTs in their practice and in what percentage? 49%
of those surveyed believed that 25% of the University
professors used ICTs; 39% of the authorities believed ICTs
are used in 50% in classrooms. This is relevant because we
can observe awareness of an existing problem.

Question 11. Do you think the University should include
online education within its study modes? and Question 12.
Which learning mode you consider more relevant in addition
to the classroom?

Figure 3. Question 11 and Question 12.

In these questions in Figure 3, 77% believe that virtual
education has to be included in institutions, and more
specifically 91% consider b-learning as the best option to
support classroom work.
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Question 14. Do you think virtual classrooms will allow
optimization of teacher’s time and effords? 74% answered
affirmatively.

Question 16. Rate usability of Moodle to be used in
virtual classrooms? Usability is the effectiveness perceived
and the possibility of taking advantage of all its potential (1
very difficult- 5 very easy), 75% rated it as having an
intermediate level of usability.

Question 17. Indicate why you use the following Moodle
communication tools? Table 2 determines why you use the
following communication Moodle tools in the classroom
from the point view of the authorities: To increase
communication frequency, the most used is chat (31%),
Solving Doubts (34%), Present Case Studies (34%),
Feedback (36%), Promoting knowledge construction (54%),
Generate discussion (68) and Encourage participation (43)
.They used the forum as a major communication tool in the
classroom. For Case studies, the blog was the most used,
with 31%. Finally, for Feedback, the mail was the most used
with 22%, as seen in Table 2.

TABLE II. WHY YOU USE THE FOLLOWING MOODLE

COMMUNICATION TOOLS

Prepared by the authors.

Question 18: Indicate what you use Moodle for? Figure 4
shows that the most common use given to Moodle is to
distribute materials (97%), followed by send Homework
(93%) and Organize information and Resources (89%), as
can be seen in Figure 4.

Question 19. Do you consider virtual classrooms to be an
accurate decision in order to be incorporated as support tool
in the learning process? 91% answered yes, which
corroborates international trends and support in e-learning in
Higher Education.

VI. DISCUSSION

The results of the investigation revealed that the inclusion
of tools to support learning is just beginning. The efforts of
this research are needed as real contributions to include tools
such as Moodle to support on-campus teaching-learning.

The results showed the full awareness of authorities
regarding the lack of using Moodle at the university; almost
50% of authorities believed that ICTs are used in fewer than
25% of the classrooms.

Awareness is the first step in solving the problem; the
second step is the intention of solving the problem. 91% of
the respondents supported the use of virtual classrooms as
tools for on-campus work.

0 20 40 60 80 100

Distribute materials

Organize Inf & Rec

Present Concepts

Pose Problems

Cooperative Work

Freelance Work

Reflection & Analysis

Consolidate Knowledge

Send Homework

97

89

76

74

69

81

80

80

93

Not applicable Never

A little Frequently+a lot

Figure 4. Question 18.

Variables that helped to confirm the research questions of
this study were: optimization of professors’ time and effort,
ease of use, usability and b-learning as the appropriate
modality for the research. Moodle reflected the optimization
of time and efforts of the teachers in 74%, which will be
reflected in their performance benefits [15].

The second variable considered in the study was ease of
use; 70% of authorities the believed the Moodle is not easy
or difficult to use.

Usability involved implicit sub-variables as
effectiveness, efficiency, satisfaction with 75%. All validated
variables allow us to confirm the hypothesis presented based
on the confirmation of sub-variables involved. These results
will encourage the authorities to include policies for the
usage and implementation of virtual classrooms under
Moodle.

Another important variable was that the most appropriate
e-learning mode in the context of EPN is b-learning. 91%
regarded it as the most appropriate mode through the use of
virtual classrooms.

Another important result in the research that showed the
respondents overwhelmingly considered Moodle as a means
to distribute information, the respondents had a basic
knowledge as to the potential of communication tools that
Moodle provides us. These results confirm the
underutilization of the platform, therefore it is necessary by
the authorities to support training plans for teachers to solve
this problem.
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VII. CONCLUSION AND FUTURE WORK

We must consider that more and better ICTs do not mean
more and better education; it is essential to promote digital
literacy as a new skill for life [15]. One of the most
important contributions of this research has been the
awareness on the part of the academic authorities on the need
to include ICTs in education.

However, there are still many obstacles to be overcome
in order for ICTs to have the desired impact on the teaching-
learning process. The main obstacle is the will of academic
leaders. They have the power in economic and political
topics to support these changes which will create
transcendence in education as a priority, according to the
development of technology in which we are immersed.

In previous research, as well as in this research, there
exists information about the perception of the Institution’s
students, professors and academic authorities. It would be
wise to carry out a comparative study with other HEIs to find
similarities and differences between participants’ points of
views in the teaching-learning process of their respective
universities in the use of Moodle. After analyzing the stake
holders’ opinion in the teaching-learning process under
Moodle, we propose, as future work a methodological
approach for the usage of virtual classrooms, as well as plans
for teachers training.
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Abstract— This paper discusses the prospects of using layered
graphs and eye-tracking system for describing and analyzing
player activity and his/her decisions in video game stories.
Understanding how the game interface affects the user’s
decision is a very interesting problem, especially in the serious
game field, because of real-life applications of acquired skills.
Very often, the game winning strategies lead players to fall into
bad habits. Reasoning based on the formal game system gives
tools to game analysis and to collect information about players’
behavior for further analysis. Eye-tracking information, i.e.,
gaze plot and heat maps give us knowledge about user
perception of the game screen and helps with answering the
question: what has affected the user during the decision
making process? The main goal of the paper is to show
usefulness of the proposed model while answering the sample
questions about players’ decisions.

Keywords-game design; user decisions; narrations; eye
tracking system; layered graph

I. INTRODUCTION

During the narrative game design process, especially for
games with educational aim and real world dependencies and
knowledge base, there are a few conditions that are
extremely important. Scenarios and situations must be
authentic and adequate and push the player to act. The
scenarios should create the illusion of unlimited possibilities,
but they should be precisely connected with the scope of
knowledge and trained skills. It should be possible to replay
and to explain the meaning of the winning strategies [1].

The comparison of user decisions in the game and in the
real life is connected with both problems of the real life
object representation in the game and the problem of the
perception of the Heads-Up Display (HUD) elements. The
challenge is how to prepare the “computable” model, i.e, the
one which helps us compare different players’ activity as
well as connect user physiological reactions (eye perception)
with the decisions taken.

The holistic model is based on the gameplay graph that
represents the current state of the game. Different groups of
elements can be identified: e.g., characters, locations, items
and abstract narrative elements. These four categories reflect
how players perceive games [2]. These elements could be
identified in traditional narratives as well, but such formal
models were not needed for their analysis. The usage of such
model is connected with gameplay based on user’s decision

while comparing user’s strategies. Our aim was to make all
these elements uniform – so our model would process
elements in the same way. Player actions and all other
interactions in this world are denoted by connections
between these elements [4].

Decision making process is correlated with elements
available in the game, especially those noticed on the screen
at the moment of decision making (others had to be seen
prior) and player’s general knowledge. Especially in
narrative and serious games, it is extremely important to
examine why the user picks a certain game strategy and
condition of decision process. Researchers can speculate on
them using two elements of a given system: typical
sequences of gameplay graph states and information from
the eye-tracking system.

A. State of the art

Eye-tracking is more and more often used in research
game studies, especially as a game controlling device. Many
researches were conducted ease, immersion and player
satisfaction while using eye-tracker as input device, e.g. as
described in [16]. Eye-tracker as an evaluation tool was also
used in research studies to investigate the visual search
patterns and heap maps describing the main area of interest
on the screen [18]. The most popular approach is to collect
heat map data and take into consideration the player activity
throughout the game.

The approach presented in this paper is based on the
dependence between the gaze direction immediately before
decision. This approach is possible due to the graph of user
strategy connected with the eye-tracker data. The gaze
patterns and decision-making patterns can be associated in
this approach.

B. Research goals

The research goal is to find a correlation between players
eye-movement patterns and decision-making actions during
the gameplay. During the work, the simple adventure game
developed in the Department of Games Technology at
Jagiellonian University was tested on a group of students and
a question about their decision on choosing one of the three
strategies was asked. The purpose of the research works is to
show which elements of the user interface influenced the
user’s decision and which are useless in this context. The
idea of the graph representation of the game state is
presented in Section II and formal definitions are explained
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in Section III. Sections IV and V show the experiment and
implementation details and describe user-game interactions
noticed during research, especially the visual elements
influence controlled by the eye-tracking system. The last two
sections describe conclusions and future development.

II. GAMEPLAY GRAPH

The basis for our further considerations will be a
gameplay graph, showing the game state in a specific
moment. It has been developed on a layered hierarchical
graph due to the expansions of the graph structure that layers
and hierarchies offer. Layered graphs have been used in
research models [5] and in video game design [6].

A. Structure homogeneity

First, as mentioned, the representation of the story with
graph nodes and edges is inherently arbitrary. Our goal was
to make it intuitive and homogeneous at the same time. It
means that all nodes and edges are identical in their
structure, so any transformation in the game world is
processed in the same way, independent from its narrative
meaning.

B. Graph representation

The key for understanding the universe of discourse is
the game world with its current state. It is quite intuitive,
because video game is commonly imagined as a virtual
reality – simulation of the elements of the real world [3].
Two types of edges are distinguished: internal edges between
nodes of the same layer and external edges between different
layers. The external relational structure for the game world is
represented by means of the layered graph. Figures 1 and 2
show the general structure of the used graph model and its
specific subsets. Figure 1 shows the general horizontal
dependences between subsets in the game word structure
elements of which layers interact with each other and which
can be embedded. Figure 2 shows the vertical segment of the
graph (a sheaf graph), elements of all layers describing the
character.

Figure 1. An example of a layered graph structure.

Figure 2. A sheaf graph – an arrangement of the structure

The research mode of the gameplay shows how the graph
model changes after every player’s decision. Researcher can
investigate single players activity, creation and destruction of
the edges in the graph or seek for activity patterns e. g.
picking up items, changing locations, etc. it is possible to
calculate time between different activities and other factors.

III. FORMAL DEFINITIONS

Graphs used for gameplay modeling were formally
defined in [7][8], which in turn were inspired by [9][10].
According to them let us define the terms.

Let L be an alphabet of labels for nodes and edges. Let A
be a nonempty, finite set of attributes.

Definition 1. A hierarchical graph is a system
 G = (V, E, s, t, ch, lab, atr), (1) 
where:

• V and E are finite disjoint sets of nodes and edges,
respectively,

• s : E →V and t : E →V are edge source and target
functions,

• ch : V ∪ E → 2V∪E is a child nesting function
• lab : V ∪ E → L is a labeling function, and
• atr : V ∪ E → 2A is an attributing function.

Def. 1 determines types of attributes for nodes and edges. A
graph instance needs values of attributes and is defined as
follows:

Definition 2. Graph G or is layered if and only if:
∀ x ∊ V : lab(x) ∊ Yi ⇒ lab(V ∩ ch+(x)) ∊ Yi  (2) 

(i.e., a node and all its descendant nodes have labels from the
same layer).

IV. GAME STORY STRUCTURE AND USER DECISIONS

ANALYSIS

A. User strategy graph

Commercial video games use high performance game
engines, so graph-based models would not be used beyond
design phase. The main goal of this model is to analyze
player strategies through simpler graph structure – user
strategy graph.
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Knowledge is strong limitation for a player, whose
design activity involves manipulating on the word state
using elements of the language over the vocabulary [10]. As
we compare the graphs created – unconsciously – by the
player, we can analyze these productions.

B. Participants

Data was collected during the sessions of gameplay
(students of the Jagiellonian University and the author). The
used equipment was The Eye Tribe tracker (specification in
[15]).

The game is based on Polish folktale, where a young
shoemaker slays a dragon by feeding it sulfur-stuffed sheep
(by being a shoemaker, he can easily sew the sheep back
together). Apart from this, we have added a way of killing
the dragon by conventional armed force. There are two
versions of the game, each promotes one solution over the
other. The relative difficulty between victory paths in these
versions, as well as player performance are the focus of our
ongoing research.

The player takes the role of the young Shoemaker and
his quest is to defend the land against a Dragon. After doing
it, he may marry the Princess and has the right to rule the
land as a consequence.

C. Implementation

The model is currently developed in the Games
Technology Department of Jagiellonian University. The
game engine was built in C++ using Qt5 [18]. The
communication with the eye-tracking system (The Eye
Tribe tracker, 60 Hz, with latency <20 ms) was established
with open Application Programming Interface relying on the
standard TCP/IP protocol using open-source Node.js
runtime environment.

V. EXAMPLES OF USER-GAME INTERACTIONS

Thanks to the graph model, it is now possible to
connect user decision moments with the specific game state
and exact sequence of eye movements preceding the
moment of the decision.

There were three main factors influencing players
during the decision making process:

• textual scene characteristic with hints and
characters dialogs,

• visualization of game scene and player
condition (e.g., equipment, lives),

• players general knowledge.
In most cases, deliberated decisions were based on

these factors. Of course, there are decisions made by
chance, as a result of free exploration of the game world.

A. Free exploring effects

The group of players can be indicated with specific
user strategy graph: many visited locations (significantly
more then others), some of the locations visited repeatedly,

but in unusual order (other players choose mostly one of a
few sequences of locations visited). Additionally, the time
of each visit was rather short.

B. General knowledge influence

In general, it is hard to prove that some players’ actions
arise due to general knowledge, not the game hints. An
interesting result of analyzing user strategy graph was
finding a fault in the story by our students. Their task was to
complete the game and they had several different paths to
do so. Some of them were stuck in a dead end when they fed
a sheep to the dragon. The sheep was designed to be fed to
the dragon, but according to the original story it should have
been stuffed with sulfur before. Designers knew the story
and did not try to feed the dragon with a raw sheep.
However, some students did not know the story very well
and fed the dragon with the sheep (as the folktale said), but
they did not remember why, so they did not fill the sheep
with the sulfur. As a result, the Dragon was thrived and
killed the player.

C. Textual description influence

Getting information from texts or images in the
gameplay is impossible to deduce from the graph, but there
are sequences of eye-tracking data – gaze plot – preluding
each decision made in the game.

Due to eye tracking studies taken on part of the
participants, there are two main strategies of gathering
information: take into consideration images, then text (an
example is shown in Figure 3); take into consideration text,
then images (different direction of gaze plot, as shown in
Figure 4) or, surprisingly, taking into consideration only the
text (as shown in Figure 5). In the figures mentioned, yellow
numbers show the order of object examined before the
players take action (keyboard event).

Figure 3. Most participants first stare at the screen images, then
take a look at the text
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Figure 4. Some participants have chosen a different order, first read
the text and then look at an image

Typical behavior in the difficult moments of the game
is to slow down (long time between state changes in the user
strategy graph) and to follow several times different
elements of the scene (textual and visual as well) with
player eyes (Figure 6.)

Figure 5. Surprisingly, a few participants did not take images
into consideration.

Figure 6. Typical process of looking for a solution of a difficult
situation in the game

D. Visual elements influence

In most cases, after gathering visual information from
the scene, the user has focused on the text and only then has
made the decision.

There was a way to check whether the visualization
bothered the reception of the gameworld or not. A scene
was prepared where text gives the user advice to take a bath,
but there was no visual hint to do so (Figure 7). This was the
least often chosen way in the entire the game.

Figure 7. Textual hint (indicated by the yellow ring) not
visualized in the image

A surprising result of eye-tracking data analysis is the
fact that no one noticed the equipment backpack located in
the right top corner of the screen (Figure 6: backpack with
the item, Figure 7: backpack without any items). No one
throws a single glance at it throughout the entire game. It is
undoubtedly the fault of the user interface designer.

VI. FURTHER DEVELOPMENT

The next step of the planned research is to take into
consideration educational serious games where information
of the reasons of player decisions is extremely important
and affects the estimate of learning efficiency.

Another problem is to prepare player strategy graphs
not only in the games designed by researchers, but also for
popular commercial games (in the individual cases of
experiments participants, but in such way automatically).

Research field of further challenges is to find closer
correlations between sequences of user decisions (currently
collected in user strategies graph) and eye movement as a
signal of user mental state (seeking the solvation,
determined, sure or lost, etc).

VII. CONCLUSION

The proposed graph model can be considered as a tool
that can be used for testing storylines, as well as analyzing
user strategies. Thanks to automation and standardization,
several variations of a story can be reliably compared.
Players can also be surveyed for their strategies, perceived
difficulty level and general satisfaction with the stories.
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Furthermore the graph-based mechanisms are easily
used for deduction in the assigned logic. Using this
approach to the universe of discourse gives us a way to
investigate designer intentions and decisions.

One of the outcomes of the eye-tracking research is the
unique possibility of comparing effects of the users
decisions made in the game.
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Abstract— Electronic textbooks are a common topic in 

academic research, yet the future is not being investigated 

from a student perspective.  This paper aims to add to the 

current research by outlining students’ reading habits in 

physical and electronic textbooks and identify what students 

believe they need to properly study.  This study utilized focus 

groups with design and engineering students.  These disciplines 

were chosen due to their similar goals, yet different 

approaches.  Findings showed that the two groups of students 

approach their academic readings in a different way and when 

looking towards future electronic textbooks require some 

discipline specific components.  Yet, their similarities caused 

some of their views and ideas to be the same, such as being able 

to insert their own images into the textbooks and the desire for 

less text and more interactive components to facilitate their 

learning.  Understanding discipline needs and including 

student input based on their perceived needs will assist in 

designing future electronic textbooks that will meet academic 

needs. 

Keywords - focus group; electronic textbooks; academic 

reading; design education; engineering education. 

I.  INTRODUCTION 

Electronic textbooks are considered the future of 
textbooks in higher education.  Yet, students are not as 
excited about this trend as many universities.  While 60% of 
students reported using electronic textbooks during their 
academic studies, with half being required to by their 
instructors, student preference for physical textbooks has not 
waned [1].  In fact, many studies have shown that student 
preferences of some components, such as search functions 
and long blocks of text, negatively impacted student opinion 
of electronic textbooks [2].   

While electronic textbooks are starting to evolve past 
simple .pdf representations of the physical text, they are in 
their infancy.  It has been individual schools creating their 
own interactive electronic textbooks, which are shifting away 
from the textbook metaphor [3] and creating this evolution.  
This shift from the textbook metaphor will allow for 
additional materials and components, which will enhance 
and assist with the reading task [4].  Yet, creating this type of 
electronic textbook for individual courses is time consuming 
and impractical on a larger scale.  On the other hand,  
 

electronic textbooks coming from major publishers tend to 
follow a one size fits all mentality, assuming that all 
components included in electronic textbooks can be used 
broadly across disciplines.  This is already accepted as 
incorrect reasoning, as different disciplines are known to 
approach their education in different ways [5], yet is still in 
broad practice.  Regardless of creating electronic textbooks 
specifically tailored for courses or broader textbooks, there is 
still the challenge of selecting and creating new supplemental 
materials and components for this new type of electronic 
textbook [6].   

Not only would academics and publishers find creating 
new content difficult, advancing technology and the use of 
electronic textbooks may have altered the ways in which 
students use textbooks.  Students can now easily read in 
cafes or while travelling [7], moving away from the desks 
and tables that used to confine students.  Being able to study 
in more locations may seem positive, but without normal 
study aides such as highlighters and notebooks, students may 
find themselves slipping from the deep reading required 
during revision, which allows for in-depth comprehension 
and recall [8] to surface reading, which provides students 
with a more limited understanding of the materials [9].  
While some components included in current electronic 
textbooks seem similar to the support activities students 
employ during reading, they are noticeably different.  For 
example, many students take notes in the margins of their 
physical textbooks to support their studying.  While 
electronic textbooks commonly offer notation software, 
notes are typically not displayed on the screen and require 
clicking on a small icon to later revisit.  This could cause the 
students to miss their notes or interrupt their reading process 
leading them to become distracted.  In fact, electronic 
annotation software is used less often than traditional note 
taking done with a physical textbook [10].  The lack of 
tangibility associated with electronic textbooks also 
negatively affects the reading task [11].  Past research has 
stated that electronic textbooks should enhance current 
physical active reading activities while presenting an 
interface that is easy to use [12]. 

Currently, the components being designed for future 
electronic textbooks are not being decided by the students 
[13].  This could lead to new textbooks not being able to  
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fully support students’ study habits and not only failing the 
student but becoming something that is looked on with 
derision.  The purpose of the focus groups outlined in this 
paper was to identify, which components are important to 
students during their studies.  Since each discipline has 
different approaches to studying and different needs, focus 
groups were separated based on the two disciplines studied: 
engineering and design.  This allows for a better 
understanding of how these groups of students approach 
their studies.  It also assists in identifying what type of 
supplemental content needs to be created and what tools 
need to be included to support academic reading in these 
different disciplines. 

This paper also aims to bring a deeper understanding to 
the data from an earlier survey released at The Hong Kong 
Polytechnic University [14].  It also provides insights into 
how students complete their academic readings in physical 
and electronic mediums and how they envision their future 
electronic textbooks based on their discipline specific needs.  
The rest of this paper is organized the following way.  
Section II describes the method employed in this paper.  
Section III presents the results of the focus groups.  Section 
IV discusses the results within the literature and in a more 
general context.  Section V presents the main conclusions 
and presents some future areas that should be explored.   

II. METHOD 

The method chosen to uncover student needs and 
approaches in-depth was focus group [15].  The focus group 
method allows for internal validity, a better understanding of 
the phenomenon that would not be possible through methods 
that use quantitative analysis, and assists in understanding 
truly complex issues [15], which are necessary in this type of 
research. 

A. Participants 

Students were recruited from The Hong Kong 
Polytechnic University.  There were two requirements for 
participation.  The first, students need to be enrolled in either 
an undergraduate design or engineering program.  The 
second, the students needed to have prior experience using 
electronic textbooks during their academic studies.  Once 
students volunteered for participation, they were placed into 
three person focus groups made up of participants only from 
their discipline.  Students were overall balanced male and 
female aged between 18 and 23. 

B. Session Design 

Each focus group session was designed to last 
approximately one hour.  The sessions were made up of 
sixteen semi-structured interview questions, which were 
followed up with questions related to the answers.  Students 
also participated in two activities during the session.  The 
first activity asked them how they define current electronic 
textbooks.  The second activity asked them to envision their 
future electronic textbooks, without considering the 
limitations of current technology.  In this activity, students 
were asked to include components they wanted in their 
discipline specific electronic textbooks and then asked 

questions about how they would interact with these new 
textbooks.  Each session was audio taped and later 
transcribed. 

C. Data Analysis 

Once each session was transcribed, the data was coded.  
The codes used in this research were grounded in the data 
[16] and used to organize the data into recurring topics and 
subtopics for easier analysis and development of theory. 

III. RESULTS 

 
The semi-structured interview questions investigated the 

habits, task requirements, and preferences of students in 
regards to textbooks.  The questions were broken up into 
three segments on physical textbooks, electronic textbooks, 
and future electronic textbooks.  The same questions were 
used for both design and engineering focus groups, although 
follow up questions differed slightly based on the responses 
given by students.  During the future electronic textbook 
segment, students were also asked for feedback based on 
ranking data gained from an earlier survey.  Two activities 
were also completed by students, one during the electronic 
textbook segment and one during the future electronic 
textbook section.  The results presented in this paper are the 
detailed results from one design focus group and one 
engineering focus group.  These focus groups were a part of 
a larger set of focus groups conducted until homogeneity was 
reached [17, 18, 19].   

A. Physical Textbooks 

The questions regarding physical textbooks mostly dealt 
with student habits regarding physical textbook reading.  
Overall, design students reported to using physical textbooks 
around 80% of their time while doing academic readings at a 
desk at home for around two hours in the morning before 
lectures.  They reported using the textbooks as the main 
source of learning concepts.  The location preference is 
related to the reported issue of dizziness from reading 
physical textbooks on transportation.  Engineering students 
reported to using physical textbooks less than 50% of their 
time while doing academic readings.  How often engineering 
students did academic reading varied greatly from only 
during exam times to one hour per day in the afternoons and 
evenings.  They agreed that it should be done in the school 
library due to the quiet environment away from the 
distractions at home.  Engineering students reported that the 
purpose of their academic reading was to review that they 
had learned during the lecture. 

Investigation into the task requirements of academic 
reading in a physical textbook was undertaken.  Students 
were questioned about what types of supporting activities 
they did during physical textbook reading to help them 
comprehend the material.  Design students reported different 
supporting activities such as summarizing important points 
from the text into lists, highlighting, and searching for more 
information by keywords.  These students make notes in the 
margins of the text, or if on a separate piece of paper, they 
attach it to the original text.  Similarly engineering students 
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reported taking notes in the margins, highlighting, looking 
over drafts from class, and looking up definitions in the 
dictionary. 

Students also reported some ergonomics issues and other 
considerations when deciding to use physical textbooks.  
Both groups of students reported that physical textbooks are 
very difficult to carry around and that they are much more 
expensive than their electronic counterparts.  Yet, they 
believe that physical textbooks are much more convenient to 
take notes in. 

B. Electronic Textbooks 

1) Definition 
Before answering questions similar to those asked during 

the physical textbook segment, students were asked to 
complete an activity in which they defined the term 
electronic textbook.  Design students defined electronic 
textbooks as “a tool for learning without physical barriers.  It 
contains lots of text, with additional elements including 
pictures, audio, and video.”  During this process, they also 
highlighted several components as important to their current 
electronic textbooks such as text, animations, images, video, 
dictionaries, and infographics.  Text was considered 
especially vital to the electronic textbook as students felt that 
without text, the textbook loses its main purpose.  They also 
highlighted some ways that electronic textbooks have 
enriched their learning experience such as facilitating 
communication, increased mobility, and increased 
interaction between the reader and the text.  Engineering 
students defined electronic textbooks as “a portable device 
which includes all notes or text, video, and pictures into one 
appliance.  It is cheap, environmentally friendly, and 
convenient when comparing to the physical textbook.”  
Engineering students placed value on the electronic 
textbook’s ability to search for keywords and additional 
components such as animations, video, and images that help 
facilitate their learning.  They believe that the main purpose 
of electronic textbooks is to help students revise concepts 
they’ve learned in the classroom. 

2) Usage 
The questions regarding electronic textbooks mostly 

dealt with student habits regarding electronic textbook 
reading.  Overall, design students reported that they spent 
around 20% of their time reading in electronic textbooks in 
the classroom at their desk during the lecture.  The majority 
of the time they access electronic textbooks, they use 
laptops.  They will use the phone if they need to do a short 
reading and they feel the convenience outweighs the 
limitations.  Engineering students reported that they spent 
around 10% of their time reading in electronic textbooks at 
home or while travelling in the afternoon and evenings.  The 
students access their electronic textbooks on computers most 
of the time.   

Investigation into the task requirements of academic 
reading in an electronic textbook was undertaken.  Students 
were questioned about what types of supporting activities  
they did during electronic textbook reading to help them 
comprehend the material.  Design students reported using 
highlighting tools, music to help them focus, and Microsoft 

Word or the comment function to take notes.  While design 
students reported taking notes while reading electronic 
textbooks, they reported taking less notes than when using 
physical textbooks.  Engineering students reported using 
built in encyclopedia functions, search functions, 
highlighting, and screen capture functions most often. 

While not explicitly asked about physical and cognitive 
ergonomics issues related to electronic textbooks, both 
engineering students and design students brought this subject 
up.  Both groups cited eye fatigue as a major concern 
associated with the use of electronic textbooks, so students 
prefer to use them for shorter readings.  Design students also 
discussed how they would rather print long readings instead 
of viewing them online to facilitate their learning, believing 
that the addition of too many components may destroy their 
creativity, and difficulties reading paragraphs in the digital 
form.  While engineering students stressed electronic 
textbooks were easier to carry and allowed for more 
mobility. 

Students also reported several technical issues and other 
aspects, which influence their interaction with electronic 
textbooks.  Design students repeatedly reported the battery 
on their mobile devices as negatively impacting their 
academic reading along with the scrolling times and the size 
of the text.  Both sets of students also discussed how the ease 
of sharing and downloading electronic textbooks facilitated 
their learning.  In addition, the ability to take digital notes 
makes them less likely to lose said notes.  Yet, students felt 
like typing instead of writing made it more difficult to 
remember and digest the concepts.  Engineering students 
also wished for the ability to draw or write manually in their 
electronic textbooks, but reported that the current technology 
that allows these actions are buggy and slow making them 
unusable.  These students also discussed how cost, mobility, 
and environmental friendliness made using electronic 
textbooks more desirable. 

C. Future Electronic Textbooks 

The future of electronic textbooks was investigated in 
many ways.  Overall, design students reported that they 
would be more likely to use electronic textbooks if they were 
more interactive.  They also desire more features such as 
accurate text to speech and improved bookmarks that used a 
sentence or word as the placer.  Engineering students also 
agreed that they would be more likely to use electronic 
textbooks that were more interactive.  They believed that this 
type of electronic textbook would facilitate their learning, 
speed up their work progress, and make them more efficient 
students.  They wanted less text and more components such 
as 3D and manipulatable pictures and videos to help 
illuminate the concepts. 

When students were presented with information 
regarding the answers from the previous survey, design 
students agreed that the top five components chosen were 
appropriate.  They believed that text was more vital to the  
learning experience than students in the survey rated it, but 
agreed that the readings they have to read are diverse and 
that a lot of it seems unimportant to them, which could have 
influenced the ranking.  Design students also reported that 
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the findings of the undesirable components from the survey 
were valid.  Engineering students thought survey 
respondents had overestimated the importance of text and 
underestimated components such as 3D images.  They 
believed that this was because respondents chose 
components they were more familiar with and could 
envision.  Other than that, students believed the other 
components chosen as desirable and undesirable were valid. 

After this general information was gathered, students 
were asked to complete the final activity in which they were 
given free rein to create the perfect representation of an 
electronic textbook for their discipline.  As this was without 
the constraints of current technology, many of the solutions 
students presented would not be fully functional at this time.  
Design students produced a sketch of their electronic 
textbook, keeping notes on functionality and features 
surrounding the sketch (see Figure 1).   

Their electronic textbook took inspiration from Adobe 
Illustrator’s interface and included the ability to add notes or 
photos directly inline, bullet form text instead of paragraphs, 
adjustable line spacing and text size, a table of contents, 
video, audio, adjustable images, bookmarks, the ability to 
synchronize across devices, translations, a dictionary, and an 
encyclopedia.  They felt that highlighting and annotation 
tools would no longer be needed in their future electronic 
textbook because there would be much less text.  Students 
built in the ability to hide unimportant content automatically 
by extending the text by clicking on the bullet point text. 
Many similar components appeared in the engineering future 
electronic textbook, yet the representation students chose to 
convey their textbook was a list form (see Figure 2).  This 
electronic textbook also relied on less text, yet included some 
discipline specific aspects like interactive equations. 

 
Figure 1. Future electronic textbook by Design Students. 

 
 

Figure 2. Future electronic textbook by Engineering Students. 

 

IV. DISCUSSION 

A. Student Usage 

Student usage of physical and electronic textbooks 
differed in both disciplines in all aspects of use.  The 
mobility offered to students by electronic textbooks change 
where and when they do their studies.  Even with this ease of 
downloading and mobility, students still reported that they 
preferred physical textbooks [1].  Similar to what past 
research has uncovered, students do not want to read long 
blocks of text in an electronic textbook [2].  Many of the 
focus group participants reported that they would print out 
long readings, rather than printing them on the screen.  
Printing out pages from electronic textbooks allows for 
students to continue to experience the four affordances of 
spatial flexibility, manipulability, tangibility, and tailorability 
which students are nostalgic about in regard to print 
textbooks [11].  Supporting activities also changed for many 
students.  They found themselves taking notes less and 
becoming frustrated with built in functions such as 
bookmarking and annotation tools [10].  Repeatedly, 
students reported taking notes in the physical form was 
easier and allowed them to see their notes with the concepts, 
which later assisted in revising the material.  By 
investigating current use of both types of textbooks, the 
differences in usage, and understanding the reasoning behind 
the usage design recommendations, such as shortening 
blocks of text and finding opportunities to incorporate 
aspects reminiscent of the four affordances, such as the 
ability to see notes on the page instead of hidden within an 
icon, can be made for future electronic textbooks. 

B. Future Textbooks 

Student preference for design attributes of electronic  
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textbooks was similar in both fields of design and 
engineering, yet several components differed.  Overall, all 
students agreed that text should be limited to the most 
important information presented in a bullet point form.  
More information could then be accessed through hovering 
over the text.  Students also felt that creating textbooks that 
were more interactive would facilitate their learning and 
allow them to truly understand the material.  Based on 
student responses, making this type of change would rectify 
the change in reading style from surface reading back to deep 
reading [8, 9], which is necessary for succeeding 
academically.  While these reported changes may make 
electronic textbooks more appropriate for the type of reading 
required, reported interaction may have been influenced by 
current ideas of electronic textbooks like the students in the 
focus group found with the past survey results [14].  In 
addition, student enthusiasm for these components may later 
wane yet that should do little to the effectiveness of the 
components [20]. 

Because of the issues associated with students’ dislike of 
long blocks of text and subsequent effect on reading quality, 
it is recommended that designers incorporate short blocks of 
text with extended information hidden.  The loss of 
information in long form can be supplemented with 
components such as multimedia or other engaging 
components. 

C. Comparison of Disciplines 

While there are many similarities in responses from both 
engineering students and design students, there were some 
fundamental differences.  One of these differences was 
illuminated during the second activity in which it became 
apparent that while similar requirements may be requested, 
the way students think and interact are different.  Design 
students felt comfortable creating a visual representation of 
what they thought their perfect discipline specific future 
electronic textbook was and worked together from the start 
to create their ultimate proposal.  This can be associated with 
the nature of design being undertaken as a team project.  On 
the contrary, engineering students presented their answers in 
a list form and instead of compromising and discussing 
opinions during the creation process, waited until after their 
individual lists were made to try and unify their answers.  
This can be attributed to the often solitary nature of 
engineering projects. 

When examining the differences in component inclusion, 
the discipline requirements become apparent.  While both 
groups of students wanted to be able to add their own photos 
to the text inline and have text represented in bullet form, 
engineering students did not feel that taking their own notes 
were necessary in the new textbook.  When asked about this, 
they stated that the information was now in point form and 
they no longer needed to take notes.  On the contrary, design 
students still wanted to take their own notes because of the 
interdisciplinary and creative aspects of the design process.  
Engineering students also requested the component 
interactive equations be included in their future textbook, 
which is consistent with a discipline that requires equations  
 

over those that do not such as design.  Based on the 
educational requirements of both disciplines of students, it is 
important to ensure that components change based on the 
needs of the students. 

V. CONCLUSION AND FUTURE WORK 

Overall, students believe that future electronic textbooks 
need to be improved to become more interactive to facilitate 
their learning and help them fully engage with the material.  
Although, students can agree on this, when comparing two 
similar disciplines that share many fundamental 
characteristics with differences in approaches, it becomes 
apparent that the one-size fits all approach to textbook design 
needs to be abandoned.  Generally, students place high 
priority on making future electronic textbooks more 
interactive, discipline specific, and with less text.  Yet, 
students also note discipline specific components as vital, 
such as interactive equations, in facilitating the 
understanding of their work. 

While design recommendations such as these have 
important applications to industry and academia, more 
research should be conducted to truly verify the practical 
validity of the components suggested.  The educational 
perspective should also be investigated to understand the use 
of electronic textbooks as a teaching aid.  This perspective is 
best investigated on an individual basis because of the 
changing opinions of instructors. 
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Abstract— A training-assistance system using mobile 
augmented reality (AR) for outdoor-facility inspection was 
designed, developed, and evaluated. In inspection training for 
pole-mounted communication facilities for electric power 
supply operation, the realization of efficient, effective, and 
autonomous learning is desired. In light of these, three AR 
functions supporting inspection training, namely, pole 
navigation, visualization for facility attributes, and facility-
defect search, were proposed. To realize these functions, a 
hybrid tracking method for accurate AR overlaying was 
proposed. Moreover, a prototype system was developed and 
evaluated at a real training site. The evaluation results show 
that the proposed system supports efficient, effective, and 
autonomous learning. In other words, AR technology can be 
applied to training in outdoor-facility inspection. 

Keywords-augmented reality; facility inspection; training 
assistance. 

I. INTRODUCTION  

Recently, demand for using smart devices has been 
growing, such as smartphones and tablets, to access various 
types of information during field work. Furthermore, with 
improving performance of such smart devices, “augmented 
reality” (AR) has been increasingly becoming a strong tool 
for supporting field work in various industrial segments [1]-
[6]. In the electric power industry, improving efficiency of 
facility maintenance while retaining reliability has become a 
significant issue. Conventionally, high reliability of pole-
mounted facilities for electric-power supply operation is 
ensured by periodic inspection. Recently, succession of 
inspection skills and maintaining inspection quality have 
become more important. Therefore, to nurture experienced 
inspectors, a supporting framework for efficient, effective, 
and autonomous learning is desired. As for the inspection 
training, a training assistance system using AR technology 
may become an useful solution.  

In this work, a training-assistance system using mobile 
AR technology for inspection training of outdoor facilities 
was proposed. The organization of the paper is as follows. In 
section II, the workflow of typical inspection training was 
surveyed. On the basis of survey results, required AR 
functions for supporting the training were established in 
section III. After the requirements were defined, an AR-

based training-assistance system and an effective user 
interface were designed, and several technical methods for 
the system were proposed in section IV.  In section V, a 
prototype system was developed. In section VI, the 
availability and practicability of the prototype was evaluated 
by active workers and trainers at a real training site. On the 
basis of the evaluation results, the applicability of mobile AR 
technology to training in outdoor-facility inspection was 
examined. In section VII, some related works are introduced 
and compared with our work. Finally, the conclusion and 
future works are described in section VIII. 

II. ISSUES CONCERNING INSPECTION TRAINING AND 

RESEARCH OBJECTIVE 

Electric-power companies manage their communication 
facilities for electric-power supply operation. The inspection-
target facilities (e.g., communication lines and ancillary 
equipment such as hangers and closures) are mounted on 
utility poles. Conventionally, communication facilities are 
maintained by periodic inspection. During the inspection of a 
facility, inspectors visually check the condition of the 
facilities (e.g., cracks, rust, distortion, various separation 
distances, and botanical collision). To check a facility 
comprehensively, an inspector has to learn the accurate 
knowledge about the target facilities, namely, the type, 
specification, normal and abnormal conditions. Recently, 
succession of inspection skills and maintaining inspection 
quality have become more important. Therefore, to nurture 
experienced inspectors, an effective training framework is 
desired. The objectives of the inspection training are 
described as follows. 
 
(1) Ensure trainees understand types, specifications, and 

structures of the facilities. 
(2)  Ensure trainees understand how to inspect the facilities. 

That is, trainees are taught to concretely judge whether 
conditions of each facility are normal or abnormal and 
find defects comprehensively. 

 
In the inspection training, the trainer gives several 

trainees specific guidance on inspection know-how. 
Improving efficiency of the training and trainees’ 
understanding are crucial issues.  
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In consideration of these issues, AR technology was 
applied to facility-inspection training with the aim of 
realizing efficient, effective, and autonomous learning. 
Furthermore, a prototype training-assistance system using 
mobile AR technology was designed and developed, and its 
availability and practicability were evaluated at a real 
training site. 

III.  FUNCTIONAL REQUIREMENTS 

First, in this section, a conventional training workflow is 
defined. Second, functional requirements to support the 
workflow and the system concepts are proposed. 

A. Training Workflow 

The inspection training is performed in a training site 
containing mock utility poles and pole-mounted 
communication facilities. Certain types of  defects were 
preliminarily set in the mock facilities. The conventional 
training workflow is explained as follows. First, the trainees 
confirm the inspection target on a (paper) facility map. They 
move to the target and identify it while confirming it on the 
map. They confirm the target facility and its details (type, 
specification, structure, and so on) using paper-based 
manuals. After confirming the facility details, they check the 
condition of the target against a checklist. In other words, the 
trainees search for the preliminarily set facility defects. 
When they find a defect, they write an inspection report. 
These steps are performed at all facilities. Finally, the 
trainees receive feedback from their trainer. 

B. Functional Requirements and System Concept 

Functional requirements for the training-assistance 
system using mobile AR are described as follows. The 
system is “paper-less” and implemented on a general-
purpose tablet. In view of applicability to the inspection 
training, the conventional training workflow should also be 
supported by the system. To realize efficient, effective, and 
autonomous learning, the three main AR functions required 
are summarized as follows. 
 
(1) Pole navigation 

Trainees confirm their location and surrounding facilities 
on a digital facility map and AR. The system assists in 
identifying the target facility. 

(2) Visualization of facility attributes 
      Trainees acquire facility information (type, specification, 

structure, and so on) by AR, which enables the user to 
link the real facility to that information. 

(3) Facility-defect search 
The system not only provides defect information to 
trainees but also assists autonomous defect search 
utilizing AR. 

IV. SYSTEM OVERVIEW 

This section describes technical detail of the proposed 
system and the concrete methods to satisfy the three above-
listed AR functional requirements. 

A. Pole Navigation 

Conventionally, trainees move to a target facility while 
confirming the target location on a map. Therefore, a 
facility-navigation function for identifying the target was 
devised. The function informs the trainees of their relative 
locations in regard to surrounding facilities. The proposed 
pole-navigation method and user interface are shown 
schematically in Figure 1. The location (latitude and 
longitude) of each utility pole is stored in a database. A 
rough user location is obtained from the GPS (global 
positioning system). User heading is obtained from 
acceleration and geomagnetic sensors mounted on the tablet. 
First, surrounding facility’s data is retrieved from the 
database on the basis of GPS location of the user. Location 
and heading of the facility in relation to the user are 
calculated. On the basis of the calculation results, AR tags 
are mapped onto the tablet’s screen as shown in Figure 1. 
The center of the screen represents user location. Each AR 
tag shows the relative distance and heading of surrounding 
poles. Relative distance from each pole to the user is 
represented by the tag’s color and size. These AR tags are 
rendered every time the GPS location and user heading are 
changed. 

 

Pole ID: 001
(lat001, lng001)

Pole ID: 002
(lat002, lng002)

Pole ID: 003
(lat003, lng003)

GPS location

User heading Camera preview

Pole tag

Camera heading

pole ID:001
distance: 15m

pole ID:002
distance: 10m

pole ID:002
distance: 30m

GPS location

 

Figure 1.  Pole-navigation function and user interface. 

Pole ID: XXX

Assembling 
pattern (X)

Assembling 
pattern (X) Closure ID: XX

Com line A

Com line A

Detailed Info
(picked up from conventional 

training manuals)

Camera preview

AR tag -> tap

 

Figure 2.  Visualization of facility attributes and user interface. 

B. Visualization of facility attributes 

This function enables visualization of facility 
information (hereafter, attributes) using AR. The function 
and user-interface design are summarized in Figure 2. The 
AR contents are defined for each type of facility. Detailed 
information is not suitable for visualization by AR because 
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it is “floating” in accord with the live camera motion of the 
tablet. Therefore, AR is only used to point out the position 
of the target. Facility ID or type is displayed using AR. If 
the user taps an AR “balloon,” detailed information appears 
on the right side of the screen. In this way, the user can link 
the real facility to related information. 

 
To realize the function explained above, an accurate AR 

method is needed. In general, AR technologies are classified 
as vision-based or location-based methods [7][8]. Vision-
based methods identify target objects by using features 
obtained from images. Moreover, they can be categorized as 
either of two approaches: marker-based [9] or marker-less 
[4]. In case of marker-based approaches, the target objects 
are identified by recognizing artificial markers. Applying 
marker-based approaches to pole-mounted facilities seems a 
distant prospect because an enormous number of markers 
are required. Location-based methods, on the other hand, 
identify target objects on the basis of GPS location, heading, 
and geographical locations of target objects [10][11]. While 
such approaches have a merit of low computational cost, 
their identification accuracy is low because of measurement 
errors. The location-based method seems to be suitable for 
this case because geographical locations (latitude, longitude, 
and ground height) of the facilities are already stored in the 
database.  

Therefore, in our previous study, a robust identification 
algorithm was proposed [12]. The algorithm is an advanced 
approach for conventional location-based methods. It uses 
GPS data as well as data from acceleration and geomagnetic 
sensors. Concretely, the facilities are identified on the basis 
of not only a tablet’s current location and heading obtained 
from these sensors but also object distance (i.e., the distance 
between the user and the object being inspected) by a 
triangulation method using acceleration and geomagnetic 
sensors. The facilities can be identified robustly without 
being influenced by measurement errors of the sensors. 

A target facility is initially registered and AR objects are 
overlaid accurately by a robust identification method. After 
the target is identified, it should be continually tracked so 
that the AR contents can be overlaid accurately. Therefore, a 
hybrid tracking method is proposed. The proposed method 
realizes accurate tracking using a combination of tablet’s 
attitude angles and line-detection results from camera 
images (see Figure 3). First, the overlaid AR objects after 
the robust identification keep tracking the target facility by 
using the tablet’s attitude angles (yaw, pitch, and roll) as 
shown in Figure 3(a). Simultaneously, line objects are 
detected by using a probabilistic Hough transform and line-
segment clustering (Figure 3(b)). The objectives of line 
detection are horizontal lines corresponding to the 
communication lines and vertical lines corresponding to the 
utility pole. In an outdoor situation, it is difficult to detect 
these lines only because captured images contain various 
background noises. Detected line objects are therefore 
narrowed down (Figure 3(c)). Concretely, detected line 

objects located near the sensor-based AR objects (Figure 
3(a)) are extracted. The amount of horizontal correction is 
calculated by using the AR object for the pole and a couple 
of vertical lines (Figure 3(d)). The amount of vertical 
correction is calculated by using the AR object for the 
communication lines and the same number of horizontal 
lines (In Figure 3(e), the number of lines is two). The 
overlaid positions of the AR objects are translated by using 
these correction amounts. These steps are launched after the 
identification process is finished and repeated. In the 
training operation, the AR rectangles and lines shown in 
Figure 3(a) are hidden, and this procedure is performed in 
the background. The accurate tracking by the proposed 
hybrid tracking method realizes our training assistance 
functions. 

(a) Sensor-based tracking (b) Line-detection results (c) Narrowing down of  line objects 

(d) Horizontal correction using vertical lines (e) Vertical correction using horizontal lines

Pole object
(sensor-based)

communication
line object
(sensor-based)

Line objects
(detected from
image)

Pole

Extracted 
horizontal 
line objects

Extracted 
vertical 
line objects

Located near the 
sensor-based AR objects

Amount of horizontal
correction

Amount of vertical
correction

 

Figure 3.  Summary of hybrid tracking method. 

C. Search for facility defects 

As mentioned before, the training facilities have some 
preliminarily set defects. The trainees learn how to inspect a 
facility by searching for these defects. The training-
assistance system should not only provide defect information 
to the trainees but also assist autonomous defect search using 
AR. Therefore, a function for searching for autonomous 
defects is proposed. A summary of the proposed function is 
described in Figure 4. The defect locations (latitude, 
longitude, and ground height) are also stored in the database. 
AR objects for the defects are overlaid as transparent objects. 
The correction amounts obtained from the hybrid tracking 
method are used to overlay the AR objects for defects, too. 
First, the user searches for a facility defect. If the user finds a 
defect, they capture an image containing the defect  the 
inside of the blue box shown in Figure 4(b). After capturing 
the image, the user selects a corresponding defect type from 
a check list. Once a defect type is selected, the captured 
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image and selected defect type are linked and recorded. After 
the defect search is finished, the recorded results (i.e., defect 
type and position) are evaluated. That is, captured-image 
position and selected-defect type are checked by comparing 
them with actual defect data, and the user is informed 
whether or not their recorded data is correct. Finally, a 
hidden AR object is displayed to inform the user of the 
correct data.  

The proposed function assists the trainees to search for 
facility defects autonomously while actually thinking for 
themselves. Moreover, learning how to inspect facilities 
becomes more enjoyable for the user in a similar manner to a 
treasure hunt. 

Pole

User

Communication line

Defect

Screen

Defect

Pole Pole

Communication line

Tablet  
(a) Example of defect search. 

Camera preview

Transparent 
AR object

No. Check items

1 Vegetation

2 Separation distance

3 …

4 …

Add

Add

Add

Add

No. Check items ○/×

1 Separation distance ○

2

3 …

Results

Done

Pole

Pole ID: XXX
(i) Search defect
-> capture image

(ii) Select defect type
from check list

-> found defect is recorded

(iii) After done button is pushed, 
recorded data are evaluated.

(iv) Correct defect
is displayed

 
(b) Design of user interface.  

Figure 4.  Summary of searching for facility defects. 

V. SYSTEM IMPLEMENTATION 

Based on the technical methods described above, the 
prototype system was implemented on an Android tablet. 
Operation examples of each function are shown in Figures 5, 
6, and 7. In Figure 5, an example of pole navigation is shown. 
On the left side of the screen, relative distance of each pole 
from the user is represented by the tag’s color and size. A red 
tag means near the pole. On the right side of the screen, a 
facility map and the user’s location are displayed.  

Examples of the function for visualizing facility 
attributes are shown in Figure 6. AR is only used to point out 
the target position. Facility ID or type is overlaid using an 
AR balloon. In Figure 6(a), a pole ID is overlaid on a live 
camera view. If the user taps the AR balloon, detailed 
information about the pole is displayed on the right side of 
the screen. In Figure 6(b), two assembly patterns, one closure, 

and two communication lines are pointed out by the AR 
balloons. As shown in Figure 6, the AR objects are overlaid 
accurately by the robust identification and the hybrid 
tracking methods. An example of the hybrid tracking is 
shown in Figure 7. In normal operation, the hybrid tracking 
is performed in the background. Therefore, the AR 
rectangles and detected lines are hidden. In Figure 7, the blue 
rectangle and the green -lines were overlaid by sensor-based 
tracking. The red lines were obtained by line detection. The 
amounts of horizontal and vertical corrections (expressed in 
pixels) obtained by the hybrid tracking are displayed on the 
upper side of screen. 

 

 

Figure 5.  Pole navigation. 

 
(a) Utility pole. 

 
(b) Attachments (left) and communication lines (right). 

Figure 6.  Visualization of facility attributes. 
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An example of the facility-defect search function is 
shown in Figure 8. In this example, one facility defect was 
preliminarily set. The defect type is insufficient separation 
between two communication lines. In Figure 8(a), the user 
searches for the defect and captures an image containing the 
detected defect point inside the blue box. After capturing the 
image, the user selects a corresponding defect type from the 
check list on the right side of the screen. In Figure 8(b), the 
recorded data (position and type) are evaluated, and the user 
is informed of the evaluation result. After that, the hidden 
AR object is displayed to inform the user of the correct data. 

As explained above, the correct operation of proposed 
AR functions were confirmed by prototyping. 
 

 

Figure 7.  Hybrid tracking. 

 
(a) Search for defect . 

 
(b) Evaluate recorded data and inform user 

Figure 8.  Search for facility defect. 

VI. EVALUATION  

The developed AR system was evaluated as follows. On 
the basis of the evaluation results, the applicability of the 
proposed system to outdoor-facility-inspection training was 
examined. 

A. Evaluation Approach 

The proposed AR system was evaluated in the field (at a 
training center). In the evaluation, seven users were selected 
from active workers and trainers belonging to the power 
distribution department, and the communication facility 
department of Chubu Electric Power Co., Inc. They 
evaluated the system by comparing it with that used in 
conventional inspection training (because they already have 
knowledge of the training). While using the proposed 
system in the evaluation trial, they experience the training 
workflow. After finishing the trial, each user evaluated the 
system by questionnaire, which was based on the web-
usability scale (WUS) [13], the technology-acceptance 
model (TAM) [14], and the AR acceptance model [15]. The 
questionnaire consists of 20 statements on a five-point scale 
(1 (disagree) to 5 (agree)) and a free-comment field. The 
statements were categorized into five categories: usability, 
autonomy, efficiency, understanding, and applicability. 
Autonomy, efficiency, understanding are defined in 
accordance with our research objective. Besides, usability is 
an important factor because insufficient usability may 
hinder the evaluation of the proposed AR functions. The 
statements are listed as follows. 
 
Usability: 
� The system was easy to use. 
� It responded quickly to my commands. 
� It was easy to understand. 
� It was easy to make substantial use of the system. 
Autonomy: 
� The support of a trainer was unnecessary.  
� Learnt to use the system was anxiety-free.  
� Learning by using the system was enjoyable.  
Efficiency:  
� Facility information could be acquired when needed.  
� Information necessary for training could be acquired.  
� Learning was smooth.  
� The system is more useful than paper-based manuals.  
Understanding:  
� It was easy to find where a facility.  
� I could determine facility attributes easily.  
� I could quickly learn how to inspect a facility.  
� The AR contents in the left side of screen are useful.  
� The detailed information appearing on the right side of 

screen is useful.  
Applicability: 
� The system is applicable to inspection work.  
� The system matches the objective and workflow of 

inspection training.  
� The system is promising for inspection training.  
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� I will recommend the system to new employees. 

B. Evaluation Results 

The evaluation results are summarized and discussed. In 
Figure 9, the average scores for each category were 
expressed as a radar chart. Average score and standard 
deviation for each statement are listed in Table 1. According 
to the figure, the average score for each category was more 
than 3.0, which shows the proposed AR system was given 
positive feedback. The category “efficiency” received the 
highest score among the five categories. Especially, the 
statements “Facility information could be acquired when 
needed.” and “Information necessary for training could be 
acquired.” received high scores over 4.0. For “autonomy”, 
the statement “Learning by using the system was 
enjoyable.” also received a high score over 4.0. The 
evaluation results show that the proposed AR functions and 
system are useful for the inspection training. As explained 
above, whereas the users give positive feedbacks regarding 
the proposed AR functions and system, the category 
“applicability” gets a lower score than those for the other 
categories. It consists of several statements for evaluating 
the user’s intention to apply the AR system in inspection 
training. The low score for applicability infers that the users 
have some reservations in regard to applying the AR system 
in inspection training. To determine the reason for the 
slightly lower score for applicability, the free comments 
written by the users are reviewed as follows. Some 
examples of the comments are listed below. 

 
� This system might miss facility defects that should be 

found.  
� When the user moves in the wrong direction or 

chooses the wrong target, assist functions to correct 
these errors are required. 

� The system is useful because it assists with an 
autonomous defect search. However, the training 
contents are insufficient. For example, the user should 
be taught not only how to identify each defect but also 
why it is defect and the safety risk is poses. 

 
These comments suggest two future tasks in regard to 
improving the proposed AR system. First, assist functions to 
correct wrong operation by the user are required. It is 
assumed that these comments may influence the score for 
the statement “Learning to use the system was anxiety-free.” 
Second, more training materials should be prepared. The 
AR system should cover the same training contents as those 
taught in the inspection training course. Moreover, the 
proposed AR system will be more effective if additional 
training materials are displayed using AR. 

As described above, the evaluation results show that the 
proposed AR functions and system support efficient, 
effective, and autonomous learning. If the two above-
described tasks are accomplished, the AR system will be 
truly applicable to training in outdoor-facility inspection. 

3.7 

3.7 

3.8 3.8 

3.4 

1.0 

2.0 

3.0 

4.0 

5.0 
Usability

Autonomy

EfficiencyUnderstanding

Applicability

 
Figure 9.  Summary of evaluation result. 

TABLE I.  AVERAGE SCORE AND STANDARD DEVIATION FOR EACH 
STATEMENT. 

Categories Statements
Average
scores

Standard 
deviations

Usability

The system was easy to use. 3.6 0.7
It responded quickly to my commands. 3.1 1.0
It was easy to understand. 3.9 1.0
It was easy to make substantial use of the system. 4.1 1.0

Autonomy

The support of a trainer was unnecessary. 3.6 0.9
Learnt to use the system was anxiety-free. 3.0 1.1
Learning by using the system was enjoyable. 4.4 0.5

Efficiency

Facility information could be acquired when needed. 4.3 1.0
Information necessary for training could be acquired. 4.1 0.8
Learning was smooth. 2.9 1.0
The system is more useful than paper-based manuals. 4.0 1.1

Understanding

It was easy to find where a facility. 3.6 0.9
I could determine facility attributes easily. 3.7 1.0
I could quickly learn how to inspect a facility. 3.3 1.2
The AR contents in the left side of screen are useful. 3.9 0.8
The detailed information appearing on the right side of screen is useful. 4.4 0.5

Applicability

The system is applicable to inspection training. 3.1 1.1
The system matches the objective and workflow of inspection training. 3.7 1.0
The system is promising for inspection training. 3.4 1.3
I will recommend the system to new employees. 3.1 1.0

 

VII.  RELATED WORKS 

In industrial segments, several researchers have discussed 
applying AR technology to industrial education and training. 
For example, an AR-based educational system for 
automotive engineering has been proposed [1][2]. Moreover, 
support systems for aircraft maintenance, namely, a marker-
based registration method and a marker-less camera-pose 
estimation method, respectively, have been proposed [3][4]. 
An interactive AR application prototype for industrial 
education and training applications has also been proposed 
[5]. In [5], their system was applied to a simple virtual 
demonstration of assembling/disassembling procedures. In 
these works, the target facilities onto which AR information 
is overlaid are used indoors or located locally. Moreover, the 
above-described systems only present maintenance or 
assembly procedures by AR. From the perspective of 
training, these systems may not support autonomous learning 
sufficiently. In industrial education and training, trainees 
should be taught not only “how” they should work but also 
“why” they should work in accordance with the procedures 
in the manual. As described above, AR-based autonomous 
training systems that teach the ability to think for oneself  
have not been studied so much. 
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On the contrary, a mobile AR application for visualizing 
maintenance data about power-distribution facilities was 
proposed [6]. It was developed for facility-inspection work, 
not for inspection training. In detail, a conventional location-
based approach was applied. However, the measurement 
errors of sensors mounted on a tablet were not considered. In 
the fields of industrial education and training area, applying 
AR technology to outdoor widely-scattered facilities has not 
been studied so much.  

VIII.  CONCLUSION 

A training-assistance system for outdoor-facility 
inspection using mobile augmented reality was developed 
and evaluated. In early phase of the research, conventional 
inspection training for pole-mounted communication 
facilities was surveyed. On the basis of the survey results, 
three AR functions to realize efficient, effective, and 
autonomous learning, namely, a pole-navigation function, a 
visualization function for facility attributes, and a facility-
defect search function, were proposed. A hybrid tracking 
method was also proposed to realize accurate AR overlaying. 
Moreover, the prototype system was evaluated by active 
workers and trainers using questionnaire at a real training 
site. The evaluation results show that the proposed system 
supports efficient, effective, and autonomous learning. In 
other words, AR technology can be applied to training in 
outdoor-facility inspection. 

In future work, the proposed AR system will be 
improved on the basis of the feedback obtained from the 
evaluation. Furthermore, the effects of using the proposed 
system on training will be evaluated by further field 
evaluations by more test subjects.  

After applying the proposed system to the facility 
inspection training, some technologies for supporting 
inspection work will be developed and evaluated (e. g., 
facility defect detection using image recognition). 
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Abstract— Gaze tracking functionalities provide a new way of 

interacting with electronic devices. As things are now, they are 

often limited to one specific device and require proprietary 

hardware and software. We propose a solution for web 

applications to counteract those limitations. By using the latest 

web technologies, we ensure platform independence. Due to 

the design and modularity of our solution, gaze tracking 

solutions become interchangeable. Web applications can easily 

consume gaze data provided by a generic event-based web-

interface. The main contribution of this work is a universal 

calibration and mapping functionality. The raw data of 

miscellaneous gaze trackers can be processed and trans-

formed, so that the gaze points are stabilized and correctly 

mapped onto screen coordinates. In the present paper, we 

describe the three-layer-architecture we use. Our work shows 

how to combine recent web technologies and algorithms to 

supply gaze tracking functionalities in a generic way. 

Keywords-Gaze tracking; cross-platform; calibration; eye 

tracking; gaze events; interaction; gaze-enhanced web; e-

learning; real-time; adaptivity; adaptive e-learning 

I.  INTRODUCTION 

In the last decades, eye tracking technologies were 
developed and established for analyzing human eye and 
gaze movements. In the fields of neuroscience, psychology 
and marketing, but also in the field of human computer 
interaction it became a widely accepted tool. However, the 
technology has not been accessible for the consumer market 
for a long time. No affordable solutions existed, since most 
systems were based on expensive hardware components. 
With ongoing development of algorithms and processing 
units, affordable software solutions reached the consumer 
market. 

Even mobile devices are capable of gaze tracking now, 
but existing solutions are still very limited. The diversity of 
gaze tracking hardware and software makes it hard to 
integrate gaze tracking functionalities into existing applica-
tions. 

While trying to simplify the process of application 
development for desktop computers and mobile devices, a 
wide range of approaches emerged to handle this 
complexity. Applications can be written in different 
programming languages and even with web technologies to 
use them as “enriched web applications” in a browser.  
1 Authors contributed equally to the work 

The latter one is advantageous for developing multi-
platform applications, because a browser is available on 
almost every platform. 

This motivates our research group to develop a gaze 
tracking framework based on web technologies. Previous 
works include a client-side web interface to connect mis-
cellaneous gaze trackers to web applications. In this way, 
web applications can simply consume gaze events, without 
caring about the actual source.  

Since gaze tracking affords high accuracy measurements 
and algorithms are quite sensible to various condition 
changes, most systems require regular re-calibrations. This 
makes it necessary to switch to a calibration software, which 
is usually supplied by the manufacturer of the eye tracker. In 
order to overcome this obstacle, we move the entire 
processing of the raw gaze data into the browser. The 
processing unit includes a calibration procedure and a 
mapping function, which transforms raw gaze data to 
display coordinates. This way the user can control the entire 
process through an arbitrary browser, without switching 
between applications. 

The developed solution claims for general usage in web 
applications, but is actually part of the research project 
Adaptable and Adaptive Multimedia Systems (AAMS), 
which is an interdisciplinary research project driven by 
cluster 3 of the ScienceCampus Tuebingen [22]. The 
members of this cluster are from Tuebingen [23], Freiburg 
[24] [25] and Stuttgart [26]. The overall goal is to support 
self-regulated versus external-regulated learning from 
multimedia. Knowing that learning is a very individual 
process, future learning environments should automatically 
adapt to the needs of a user. In order to reach that target, 
advanced techniques have to be developed. Monitoring the 
gaze and eye movements allows to analyze the user’s 
learning behavior and momentary emotional state, which 
gives the opportunity to make adaptations on the system. 
Furthermore gaze trackers can act as input devices to 
enhance the accessibility. 

Before describing our concept of in-browser calibration 
and mapping, we will give an overview of related work in 
the field of eye tracking technology in section II. In 
particular, we focus on the use of gaze tracking together 
with web applications like E-Learning environments. After 
that, we will introduce the frameworks we used or dev-
eloped that enable web applications to consume gaze data 
provided by miscellaneous eye trackers as part of the 
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systems architecture in section III followed by known issues 
in section IV. 

Next we present the results of user studies we performed 
with two different gaze tracking systems in section V. The 
first system consists of a desktop computer and a high-cost, 
hardware-based eye tracker for professional use and the 
second system is an unmodified tablet with a front camera 
available for the consumer market. We evaluated the 
accuracy of both the stationary hardware system and the 
tablet with a user test to be able to compare those solutions.  

We describe our E-Learning environment and motivate 
the usage of eye tracking in future applications like e-
learning, accessibility or games in section IV. 

We finally discuss the project in the conclusion in 
section VII. 

II. RELATED WORK 

Since eye trackers are entering the consumer market and 
even have been integrated in the first mobile devices, the 
development of gaze tracking applications got more and 
more attention. Besides traditional applications for analyzing 
the perception of users, a broad range of different 
applications appeared over the years.  

The idea to use gaze tracking for interactive systems as 
an input device is actually quite old. One of the main 
challenges is to find a suitable way to allow the user to select 
or to confirm something. The first approach to solve the so 
called “midas problem” was dwell time selection, which was 
first suggested by Ware and Mikaelian [19]. The user has to 
fixate a target for a specific amount of time to perform a 
dwell time selection. Naturally this technique introduces 
some latency to the process. To ensure that the user is able 
to keep the fixation point inside the boundaries of the target 
until the dwell time is reached, the target has to be of a 
minimum size, which depends of course on the accuracy of 
the tracker. 

Jacob [11] discussed different gaze interactions such as 
object selection, object movement and scrolling for text. 
Drewes [8] examined different gaze selection methods on 
mobile devices and introduced a new technique based on 
gaze gestures. Dybdal [9] investigated on the feasibility of 
different eye control techniques performed on small 
smartphone displays and compared them to alternative 
selection methods like finger-strokes and accelerometer-
based techniques. Stellmach et al. [17] examined on 
different modalities of gaze-supported pan and zoom. A 
gaze-directed panning with mouse-wheel or touch-based 
zooming yielded high acceptance among the study 
participants.  

There are several options to provide gaze data for web 
applications. Biedert et al. [4] developed a browser plugin to 
transfer the data from the eye tracker into the browser. 
Another browser-independent approach, developed by 
Wassermann, Hardt and Zimmermann [20], is a generic 
interface via HTML5 websockets. The interface technique 
of Wassermann et al. was developed as early part of the 
AAMS project and is also used in the scenario of using an 
SMI native eye tracker in combination with the newly 
developed in-browser calibration framework. 

There are several promising ideas to use gaze data within 
web applications. Besides using the gaze data as an input 
device, it is possible to improve the usability of web 
applications by taking additional knowledge about the user’s 
interaction into account.  

One idea is to use the user’s gaze point to make a 
prediction on what he will do next. Rozado’s, Shoghri’s and 
Jurdak’s studies [16] show that the gaze data can be used to 
predict which link is likely to be clicked next. With this 
additional information, the web content can be prefetched in 
order to speed up the browsing experience. 

Alt et al. [2] investigated on adaptation and tailoring of 
web content based on gazing behavior. With a case study, 
they were able to prove that the adaptation induced a 
significant increase of the user’s attention.  

Similar attempts exist in the field of E-Learning 
environments. Several research groups investigate on the 
integration of eye tracking into E-Learning environments [7] 
[18] [15]. Copeland and Gedeon [6] investigated on the 
gaze-based prediction of reading comprehension. Their 
results have shown, that the number of fixations and total 
duration of fixations are suitable measures for subject 
familiarity and extent of answer-seeking. 

E-Learning environments can make use of such 
measurements to offer additional assistance to the learner 
whenever suitable. One example is iDict, a translation aid 
for language courses, which displays tooltips to support the 
learner in case difficulties arise [10]. 

III. ARCHITECTURE 

Gaze trackers can be classified in two main categories. 
Software-driven solutions have the advantage of being 
independent of additional devices except for a camera, thus 
reducing expenses. In contrast, most external modules 
include a dedicated capturing engine like an infrared camera 
with a special illumination unit, which makes the recog-
nition of pupils more robust. 

During the development of the framework, we used two 
different devices. On the one hand a hardware eye tracker 
from SensoMotoric Instruments (SMI), on the other hand an 
Amazon Kindle Fire tablet with a built-in front camera. 

To be able to use both (or even other) devices for gaze 
tracking, we developed a three-layer-architecture: layer 1, 
which includes the gaze tracking hardware with its drivers, 
layer 2 including different ways to enable the commu-
nication between layer 1 and 3, and layer 3, the JavaScript-
based gaze data processing unit as a web frontend which 
receives the gaze data from the communicator and provides 
functionalities for third party applications to use the gaze 
data. 

Using this three-layer-architecture, gaze tracking 
functionalities can be provided on different devices and for 
different applications. These three layers are exchangeable if 
required, e.g. irrespective of the underlying hardware (layer 
1), the communicator can be enabled to send the gaze data to 
the frontend. Moreover, the application that uses the gaze 
data can be exchanged, e.g. it does not matter whether it is 
an E-Learning-platform or a game. Fig. 1 shows the three-
layer-architecture. 
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Figure 1. The three layer architecture guarantees interchangeability. 

A. Layer 1: Hardware Layer 

The base layer is the gaze tracking hardware with its 
proprietary drivers. Whether you use a purpose-built gaze 
tracking hardware, a desktop computer with a webcam or a 
mobile device with a built-in camera, you still need drivers 
to receive image data from the camera. 

The SMI eye tracker is a typical, purpose-built gaze 
tracking solution which consists of the gaze tracking 
hardware and the proprietary software. The SMI eye tracker 
works with a video camera in combination with an infrared 
LED, which creates a reflection on the user’s eyeball. The 
vector between the reflection and the centre of the pupil can 
be used to calculate the direction of the gaze. We use the 
iTrackServer as described in the following section to capture 
the gaze data in order to use it in the context of the three-
layer-architecture. 

The tablet is equipped with a front camera, which can 
provide a video stream of the user. By detecting the eyes in 
the image, it is possible to compute the gaze point of the 
user. We use the Snapdragon SDK [1] to do this in an 
efficient way. The SDK includes several facial processing 
algorithms which can be executed in real time. The 
Snapdragon SDK is compatible with Android devices 
equipped with appropriate Snapdragon processors.  

For the gaze tracking functionality, we use the face 
recognition module of the Snapdragon SDK. Properties of 
detected faces are stored in FaceData objects, which 
includes the following information: 

 Blink Detection - information about how wide the user’s 

eyes are opened 

 Gaze - information about the gaze point of the user 

 Smile Value - probability of the user’s smile 

 Face Orientation - orientation of the user’s head in all 

three axes 

For our purpose we are mainly interested in the provided 
gaze points. They are presented in a normalized, two-
dimensional camera space with values between -1 and 1. 
The origin is defined by the optical axis of the camera. We 
implemented a mapping algorithm to map this raw data onto 
screen coordinates, seen in Fig. 2, which is described below.  

 

Figure 2. Visualization of gaze tracking 

Since we want to use the gaze data in web applications, 
we embedded a webview [3] in our native application. The 
data is then delivered in a JSON format by injecting code 
into the webview. We will describe this in more detail in the 
next section. 

B. Layer 2: Communication Layer 

Layer 2 is a communication interface between layer 1 
and layer 3, for sending the uncalibrated raw gaze data from 
the gaze tracker to the gaze-data processing unit. This 
interface is implemented in a generic and customizable way, 
ensuring that hardware and processing software can be 
exchanged. 

Benjamin Wassermann and Adrian Hardt from the 
Stuttgart Media University developed a universal interface 
called iTrack [20] as part of the project AAMS. It was 
mainly implemented to provide an interface between data 
from SMI eye trackers and a browser. It consists of two 
parts: an iTrackServer and a JavaScript file called itrack.js. 
The iTrackServer is a command line tool, providing a 
websocket server to forward the data from the SMI software 
to a browser. The corresponding JavaScript is embedded 
into a web page to receive data from the websocket server. 

Websockets offer a bidirectional communication 
between different hardware and software, but Android 
prohibits a device-local websocket communication between 
an Android web view and its wrapping native application for 
security reasons. This fact denies the use of a native 
webbrowser while having access to the systems front 
camera. In contrast, a webview does not have these 
limitations.  

Moreover, building a client-server-architecture on a 
single device to establish a communication between native 
Android code and the contained webview is not an 
appropriate solution. This is why we developed a second 

125Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         141 / 457



way to let layer 1 communicate with layer 3: an injection 
adapter based communicator (injection communicator). 

To establish a reliable connection between Android code 
and the contained webview, we extended the iTrack library 
with an injection communicator which uses JavaScript event 
emitting and event handlers. Depending on the availability 
of websockets, layer 2 provides a fallback mechanism in the 
form of the injection communicator, enabling the layer 1 
software to send the gaze data by triggering JavaScript 
events.  

According to the availability of the communication 
interface, layer 3 automatically chooses the data source to 
handle the raw gaze data. 

C. Layer 3: JavaScript-based processing 

Irrespective of the underlying gaze tracking hardware or 
communication, layer 3 is implemented in JavaScript to 
work in a browser. This browser can be a typical browser on 
a desktop computer or a webview integrated in a mobile 
App. Due to the usage of the extended iTrack library, layer 3 
is able to automatically choose the data source through its 
fallback mechanism. If neither the websocket, nor the 
injection communication is available, layer 3 can simulate 
incoming data by using the mouse or touch coordinates as 
gaze data for testing purposes. 

Like JavaScript emits mouseIn or mouseOut events 
when the cursor enters or leaves an object in the browser, 
the iTrack library emits gaze events like gazeIn or gazeOut. 
These events can be handled by conventional event handlers 
in JavaScript, providing a gaze-tracking API that is usable in 
different contexts. 

Since the iTrack library requires previously calibrated 
and mapped gaze data (as provided when using a calibrated 
eye tracker), we extended the library to be able to handle 
raw gaze data. 

The incoming gaze messages contain two-dimensional 
coordinates of a gaze point. Depending on the hardware and 
its drivers, this data might be normalized within distinct 
limits (e.g. [-1;1]), having its origin defined by the optical 
axis of the camera (Figure 2), but it is not implicitly the case. 
Therefore the calibration procedure has to be able to handle 
different scales and offsets of the raw data. Next we will 
describe our calibration procedure for mapping the (raw) 
gaze data to screen coordinates. 

1) Calibration 

Mapping the gaze data to screen coordinates can be done 
in different ways. Hardware suppliers like SMI provide their 
own software to calibrate and map the raw data, depending 
on particular hardware. 

To be independent from proprietary software and to meet 
the requirements of different display sizes, pixel densities 
and camera positions, we developed a semi-automatic 
calibration procedure which runs in a webbrowser or 
webview. In the following, we give an overview of our 
calibration procedure. 

While calibrating, the user is asked to gaze at reference 
points shown on the display, see Figure 3. These points are 
successively shown for a short while to collect the user’s 
gaze data. The recording of gaze-data is shortly interrupted 

after the reference position moved to avoid wrong 
measurements due to the latency of the user's focus. 

The resulting gaze data is usually noisy and contains 
some outliers. A simple solution to identify outliers is to 
look at the distances between each acquired point and the 
centroid of all points. 

 

Figure 3. Screenshot of our calibration screen. We subsequently display a 

target point (grey targets are in fact currently invisible). 

Those distances are compared to the mean of all 
distances among points. Points with a large relative distance 
are rejected from the further processing. The known screen 
coordinates of the reference points and the collected raw 
gaze data are used to approximate the transformation 
parameters for both horizontal and vertical direction. This is 
a straightforward fitting problem, called linear regression, 
which can be solved by a least-squares technique [27]. 

 

Figure 4. Acquired (noisy) data points, which build the basis to fit the 

mapping functions. 

Since the accuracy of the calibration is influenced by 
conditions of attendance, such as head movement or correct 
gazing, a stability index is computed to check the quality of 
the calibration. If the index falls below a certain threshold, 
the user is informed about the problem and the calibration 
process will automatically restart. 

Our described approach is quite simple and could be 
replaced by a more advanced technique. For example, a 
support vector machine (an advanced learning algorithm for 
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classification and regression analysis) could be used to learn 
a mapping function from the data. During the development 
process we tested a so called epsilon-SVR to fit a mapping 
function. The epsilon-SVR has the advantage that it is more 
robust against outliers and therefore does not need a pre-
filtering step. For our testing purpose, we used the Java 
implementation of libsvm [5] on the tablet. The 
improvements were relatively low in comparison to the loss 
of performance. Therefore, we kept our first approach. 

2) Mapping and Filtering  

The x- and y-components of the raw gaze points are 
mapped according to two independent, linear functions. The 
parameterization is provided by the previously described 
calibration procedure. 

The signal of a gaze tracker can be relatively unstable, 
because it includes a certain amount of noise and also 
measures micro saccades of the eye. Especially, when we 
use the data as a pointing device, we want to smooth those 
small changes, as they are very disturbing for the user. 
Conventional smoothing algorithms, like moving averages 
(a series of averages of different data subsets), are unsuitable 
for this task, since those introduce large delays subsequent 
to a saccade. For this reason, we have to treat fixations and 
saccades separately. Furthermore, we have to ensure 
robustness regarding outliers. Špakov [14] compared several 
eye movement filters for the usage in HCI applications. The 
comparison was based on the introduced delay, smoothness 
and closeness to the idealized data. The outcome of this 
study was that algorithms with state detection (“fixation” 
and “saccade”) and adapted processing generally performed 
better than others. The type of smoothing we use during a 
fixation is less important and can be quite simple. Kumar 
presented an algorithm [12], which uses a one-sided 
triangular filter to smooth the data points during fixations. 
For each new data point, we determine whether it is the start 
of a saccade, a continuation of the current fixation or a 
single outlier during a fixation. For further readings and 
instructions, we refer to the existing works [12] [13]. 

In addition to the smoothing effect, the algorithm 
indirectly generates information about the start and end of 
fixations. This side product can be used to generate high 
level gaze events as proposed by Wassermann et al. [20]. 

In addition, one could consider more specialized filtering 
solutions. For example, the stability could be enhanced for 
gaze pointing tasks, such as activating a button on a website, 
by including knowledge about the position of such gaze 
sensitive areas in the algorithms. Reasonable results were 
obtained by a “speed reduction” algorithm such as described 
by Xinyong, Xiangshi and Hongbin [21]. This method 
reduces the risk that the cursor temporarily leaves the target 
area due to eye jitter or noise. Especially dwell time 
selection benefits from this behaviour. Since our solution 
should be as universal as possible, we did not directly 
include the algorithm in our framework. 

IV. KNOWN ISSUES 

Gaze tracking is complex, especially on mobile devices 
without purpose-built hardware. A reasonable use in 
applications demands in general high reliability and 

robustness. There are additional requirements depending on 
the purpose. Real time applications require a high-frequent 
data supply and applications such as gaze pointing require 
high precision. 

A. Performance 

Since the framework is based on JavaScript, its 
performance depends on the JavaScript performance of the 
device. As things are now, the performance of the Android 
webview [3] we used on the Kindle Fire tablet is limited: our 
measurements have shown, that the webview is able to 
process around four frames per second, irrespective of the 
application which uses the gaze data. 

B. Latency 

The latency between a user’s gaze and the mapped result 
plays an important role. When using gaze tracking as a real-
time application, the latency must be as low as possible. We 
developed our gaze tracking framework and the 
communication layer with low-latency in mind: single gaze 
messages can be dropped if the frontend is not able to 
process those. Since the performance of the webview is 
limited, the latency can grow up to about 250 ms, which 
makes real-time applications unusable. 

Latency is also caused by smoothing algorithms, 
especially when large time windows are used. Therefore 
filtering algorithms should be parameterized, such that a 
reasonable balance between latency and smoothing is given. 
In addition, it is important that algorithms treat saccades and 
fixations differently. It is evident that fixations require 
stability, whereas a saccade demands an immediate 
response. 

C. Accuracy 

The accuracy of a gaze tracking solution means that the 
distance between the user’s actual gaze point and the 
calculated gaze point on the screen should be as small as 
possible. It is influenced by many factors, which can be 
classified into algorithmically minimizable influences, 
unavoidable hardware influences and outside influences. 

Lens-distortions for example can be minimized by 
algorithms, whereas the display size or the monocular 
camera position cannot be manipulated. Outside influences, 
like the user’s position, his distance to the screen and 
movement or influences like light conditions, can be 
optimized but not avoided. 

The degree of influence of these factors vary, depending 
on the eye tracking hard- and software. 

V. TESTING WITH USERS  

As described before, one of the most important parts of a 
gaze tracking solution is its accuracy. Within this project, we 
developed a gaze tracking software for a mobile device, 
extended the iTrack library and built an in-browser 
calibration algorithm. We developed an appropriate 
browser-based calibration checker software to be able to 
give a general statement about the accuracy of this solution. 

Due to the fact that the framework works on both, 
desktop computers and mobile devices, we are now able to 
compare (a) the desktop solution with a hardware-based eye 
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tracker, (b) the hardware-based eye tracker combined with 
the in-browser calibration, (c) the mobile solution with the 
software-based eye tracker and a calibration process written 
in native Android code and (d) the software-based eye 
tracker combined with the in-browser calibration. 

TABLE 1. OVERVIEW OF OUR DIFFERENT TEST-SETTINGS 

calibration Desktop Mobile 

native a c 

in-browser b d 
 
We invited people to an appropriate user test to find out 

if the results are comparable and probably determine a factor 
to compare the accuracy of those solutions. We tested the 
four different calibration methods with 45 subjects. Most of 
them had never used an eye tracker before, neither a 
stationary one nor a mobile one. 

A. Testing a calibration 

It is at first required to calibrate the gaze tracking 
software to test a calibration. The calibration shows 
reference points on the display and meanwhile collects gaze 
data of the subject to determine the mapping function from 
raw data to gaze points. The calibration checker acts in a 
similar way, after collecting data it saves the reference 
points’ coordinates with the actual gaze points' coordinates 
in a plain text format. Subsequent to the user test, we 
aggregated and evaluated the collected data. 

B. Test conditions 

Both, the stationary eye tracker and the mobile device, 
were placed on a table to avoid influences of movement of 
the hardware. The subjects sat on chairs and were told to 
move as little as possible. We tested in a low-distraction 
environment and under constant conditions concerning 
lighting to reduce ambient impacts on the results. 

C. Test procedure 

Every subject was asked to test both, the stationary gaze 
tracker as well as the mobile solution. Both devices support 
a native calibration and our in-browser calibration, so every 
subject had to calibrate and evaluate four times. We shuffled 
the order of calibration processes randomly between subjects 
to avoid systematic errors. 

In every situation, the calibration procedure was started 
first. Afterwards, the calibration checker was started to 
collect data for the evaluation of the calibration. 

SMI provides a proprietary calibration method built into 
the software shipped with the hardware. Since SMI does not 
disclose its calibration algorithms, we cannot provide any 
information on them. 

When calibrating the SMI device, the software creates a 
plain text configuration file. This file contains calibration 
parameters in the form of (a) screen points from the 
calibration, (b) numeric RAWLEFT and RAWRIGHT 
values and (c) numeric COEFFLEFT and COEFFRIGHT 
values and is used by the SMI software to map the raw data 
to screen coordinates. The iTrackServer then sends the 
resulting data of the software to a websocket, which makes it 
impossible to use the SMI eye tracker raw data in an 

uncalibrated state. Since the in-browser calibration needs to 
be tested with an uncalibrated gaze tracker, we overwrote 
the values of (b) and (c) in the mentioned file with random 
numbers. The resulting calibration file was then loaded into 
the SMI calibration software to simulate an uncalibrated 
state. 

D. Evaluation 

The collected data consists of plain-text files containing 
the two-dimensional coordinates of the reference points and 
the actual gaze coordinates for each of the calibration 
methods. The absolute distance between the reference point 
and the actual gaze point describes the mean absolute error 
(MAE). 

TABLE 2. STATISTICAL DATA OF THE EVALUATION 

 Desktop Kindle 

 Browser Native Browser Native 

MAE [px] 89.6 80.0 176.9 163.7 

Std deviation [px] 15.7 14.9 27.2 25.0 

Sample size 20,812 20,330 19,260 18,780 

Outlier count  271 977 1,023 834 

Outlier-ratio [%] 1.30 4.81 5.31 4.44 

 
The aggregated data contains between 1.30 % and 

5.31 % outliers, which are points with distances greater than 
the threshold of 500 pixels (marked grey in TABLE 3 
below). This threshold is about half the display size of the 
mobile device, so we decided to reject those outliers from 
further processing. These outliers can occur (a) through 
distraction of the subject, followed by a gaze point outside 
of the calibrated area or even outside of the monitor, (b) by 
saccades of the eyes of the subject, which are not 
measureable or (c) due to measuring inaccuracy of the gaze 
tracking hard- or software (also due to external influences 
like reflections). 

TABLE 3. NUMBER OF GAZE POINTS WITH A DISTANCE TO THE 

REFERENCE GREATER THAN GIVEN ERROR 

 Desktop Kindle 

Error [px] Browser Native Browser Native 

> 0 9,196 8,712 8,160 8,160 

> 1 9,196 8,711 8,160 8,160 

> 10 9,195 8,532 8,096 8,136 

> 100 5,749 1,852 5,351 5,610 

> 500 170 401 414 475 

> 1,000 63 231 155 82 

> 10,000 3 205 0 0 

> 100,000 3 205 0 0 

 
Excluding those outliers, the mean distances between the 

reference points and the gaze points vary from about  
80 pixels (desktop) up to about 180 pixels (mobile device). 
In Figure 5, these mean absolute errors are shown with the 
standard deviation (SD). Compared to the desktop eye 
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tracking solution, the mean distance between the reference 
and the actual gaze point of the mobile solution is more than 
twice as high which gives hints to a greater inaccuracy of the 
webcam based gaze detection quality. 

 

 

Figure 5. Mean absolute error (MAE) between the reference points and the 

gaze points in pixels with standard deviations 

Figure 6 shows the calibration result from one of the test 
persons with the SMI eye tracker using the in-browser 
calibration. Crosses illustrates the reference points shown on 
the screen, the point near each of the crosses is the collected 
gaze data. Figure 7 shows the data from the same subject 
using the mobile gaze tracker with the in-browser calibration 
as well. Again, the cross illustrate the reference points, 
whereas the collected gaze data is shown as squares (upper 
reference), triangles (right), lines (lower) and circles (left). 

 

Figure 6. Calibration checker result from the SMI eye tracker, the cross 
show the target, the points show the actual values 

As can be seen in the graph, the accuracy of the mobile 
gaze tracker using the same algorithm as the desktop is 
comparatively poor. About 26 % of the collected gaze points 
show an error less than 100 pixels, which is approximately 
one third of the amount of the desktop’s native eye tracker 
(In-Browser calibration: 64 %, native calibration: 74 %). 

The desktop eye tracker is a solution for professional 
use, providing binocular optics with purpose-built infrared 

illumination and proprietary software. In contrast, the 
mobile solution is built from a consumer tablet with a single 
front camera. Keeping these facts in mind, the mobile 
solution is in fact not as accurate as the desktop solution, but 
quite usable to get an estimate of the gaze point of the user. 
In the next section, we introduce possible applications for 
eye tracking.  
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Figure 7. Calibration checker result from the Kindle tablet, the cross show 

the target, the other signs show the actual values 

VI. POSSIBLE APPLICATIONS 

Eye tracking does not necessarily require high precision 
gaze tracking hardware. Depending on the context of use, it 
might be sufficient to be able to distinguish a few screen 
points. 

A. E-Learning 

In the area of E-Learning, gaze tracking provides new 
possibilities for both, the learners and lecturers. For instance, 
the individual learning process could be supported by 
automatic adaption of content or interfaces. By deriving 
information about the emotional and cognitive state of a 
user, we can adapt the learning environment and content to 
their specific needs. For example, the system can provide 
additional information (e.g. a “Bubble Help”) if it discovers 
that the user has problems in understanding the content. It is 
also possible to classify different types of learners (e.g. 
“visualizer”, “verbalizer”, “intermediate”) in order to be able 
to present the knowledge in the most suitable form. 
Furthermore the accessibility can be extended by supplying 
an additional input device.  

The lecturer can also take advantage by better 
understanding how people learn. He can evaluate peoples’ 
eye movement with heat maps, determining which parts of 
the learning matter seem to be the most interesting parts for 
a particular learner.  

B. Accessibility 

Moreover, gaze tracking is an interesting field of 
research for accessibility. Providing hardware-independent 
gaze tracking can optimize functionalities on websites or in 
software. People with disabilities can take advantage of this 
technology, even if they do not own purpose-built gaze 
trackers. 
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Providing different ways to navigate through web 
contents improves the accessibility of a website. However, it 
is not standardized how to connect miscellaneous gaze 
trackers with web applications, which can be done using our 
gaze tracking framework. 

C. Games 

Games, especially browser-based games, can take 
advantage from this technology to provide a new user 
experience and enable attention-awareness. Using eye 
tracking as an input device, it is possible to replace the 
mouse or keyboard input with gaze data, e.g. for moving 
around in a virtual world. 

Furthermore, gaze-supporting games can respond to the 
user’s gaze with changing graphics, e.g. supply additional 
information for the gameplay when looking in one of the 
screen corners. An interdisciplinary field of use are serious 
games and e-learning games. 

VII. CONCLUSION AND OUTLOOK 

In this work we have presented a concept of providing 
gaze data to web applications in a generic way. The concrete 
implementation of the calibration functionality is kept 
intentionally very simple and could be substituted by more 
advanced algorithms. It is also thinkable, that other gaze 
trackers afford higher polynomial mapping functions to 
achieve accurate results. 

User tests proved the capability of our approach for two 
possible systems. We looked at two extremities, a desktop 
computer in combination with a purpose-built eye tracker 
and a low-cost solution on an unmodified tablet without any 
external hardware. 

As expected, the accuracy is highly dependent on the 
quality of the supplied raw data. Inaccuracies actually limit 
the practical use in applications. Primarily real-time usage, 
such as forms of user interactions, are very critical and 
demand high accuracy and low latency.  

For the purpose of antagonizing this issue, one could 
deploy alternative user-interaction techniques. In some case 
it may be feasible to use eye or head gestures. Gestures do 
not require absolute precision and are therefore more robust 
with regard to noise and calibration inaccuracies. In spite of 
those advantages, gestures are not always suitable and 
cannot fully substitute a gaze pointer. On the other hand, we 
expect that the accuracy, especially of low-cost solutions, 
will be improved dramatically in the near future.  

With this work, we made a contribution for the AAMS 
project towards innovative, auto-adaptive E-Learning 
environments of tomorrow. The very next steps will include 
the integration of our framework into the E-Learning system 
developed and used in the project AAMS called Adaptive 
Learning Module (ALM) and the implementation of several 
gaze tracking-based functionalities. 
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Abstract—Gesture learning is a complex and multistep process
where trainees are supposed to improve several psychomotor and
cognitive skills. According to numerous studies, trainees need to
be provided with various types of feedback to improve these skills.
These studies also highlight that benefits of a given type of feed-
back depend on trainees situation. Therefore, feedback must be
chosen according to an analysis of trainees activity. Sensorimotor
approaches have investigated the impact of feedback on specific
learning situations, but the analysis of gestural activity, which
would allow the automatic selection of an appropriate type of
feedback, is still a recurring issue. In this paper, we propose a new
model for gestural training systems based on smart interaction.
This model relies on a recognition module based on Naive Bayes
classifiers, representing trainees activity by a vector describing
their errors, and representing training environments by vectors
describing their set of implemented types of feedback. We present
a platform for calligraphy training we designed and developed
based on our model. Through a user study, we emphasize the
benefits of our approach on trainees development.

Keywords–Training Systems, Interactive systems, Adaptive Sys-
tems, Gesture Recognition.

I. INTRODUCTION

Gestural training systems have been studied in various
research fields, which can be divided into two families: sen-
sorimotor approaches and modeling approaches. Sensorimotor
approaches focus on the impact of providing a specific type
of feedback on trainees activity. Virtual training environments
belong to these approaches, and enhance training by providing
real-time 3D feedback. Such systems have been used for dif-
ferent kinds of gestures, such as welding gestures [1], obstetric
gestures [2], or pottery gestures [3]. Haptic systems are also
part of sensorimotor approaches, as they investigate trainees
kinesthetic memory [4] by adding proprioceptive cues during
visuo-motor learning tasks [5]. These systems have proven to
benefit motor skill training, including within the context of
handwriting [6]. Although these fields focus on the impact of
providing a specific type of feedback in a given context, they
do not question the issue of modeling gestural activity, nor
the issue of adapting feedback according to this model. Yet
results have shown the benefits of providing diversified [7]
and personalized [8] feedback on the learning experience.

Intelligent tutoring systems are part of modeling ap-
proaches. A key feature of these systems is the adaptation of
learning content and difficulty level to the trainee. This adapta-
tion requires an accurate student model [9] which allows for in-
dividualization [10]. These systems process interpretable data
(results from a form, answer to a multiple-choice question).
Such systems do not capture motor skills, which necessitates
the use of sensors and results in huge amount of data which

need to be processed to become interpretable. Furthermore, al-
though intelligent tutoring systems model students knowledge,
very few studies have tackled the issue of modeling gestural
activity.

Calligraphy training is an interesting case study. When
trainees learn calligraphy with a human teacher, the teacher
analyzes trainees gestural and cognitive activity. The teacher
also analyzes trainees drawing to identify patterns of error.
From this analysis, the teacher can provide various guidance
by giving verbal advice and focusing trainees attention on
specific characteristics, or demonstrating the gestures. With
such training, trainees build a knowledge based on their
experience and the kinesthetic memory of the gestures, leading
them to the acquisition of control and regularity, which are
essential skills to produce calligraphy. We believe that being
able to model users activity from sensor data, so that systems
adapt according to this model, would enhance trainees gestural
learning experience. Therefore, our goal is to model and link
highly variable sensor data representing trainees performances
over training time, and training environments containing their
set of implemented types of feedback.

This paper proposes CalliSmart, an intelligent interactive
system with gestural input, relying on a framework which
makes it possible to place trainees in a representation space,
from which it is possible to analyze the evolution of their
performances. By placing feedback types in this representation
space depending on their relevance in a given situation, the
system provides appropriate types of feedback to trainees ac-
cording to their activity. The paper is structured as follows: the
next section present an overview of related studies. Section III
introduces our interaction model. Experiments are presented in
Section IV, and results are exhibited in Section V. Finally, we
discuss these results and introduce future works in Section VI.

II. RELATED WORK

This section introduces several studies investigating the
process of gesture learning, and the impact of feedback on
this process. As these studies advocate to provide a diversity
of feedback, research works on learning modeling and gesture
recognition are then presented.

A. Gesture learning

Trainees learn gestures through different steps, each step
involving cognitive, psychomotor or biophysical skills [4],
[11]. In each of these steps, trainees build very specific gestural
and kinesthetic abilities, and focus on very different parts of
their activity (Figure 1).
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Figure 1. The three steps of motor skill learning, inspired from [11].

Although some questions still have to be answered, most
learning strategies advocate to give very simple and precise in-
formation to trainees in the cognitive step, trainees in this early
stage of learning being very prone to suffer from cognitive
overload. In the associative step, trainees need very specific
feedback to understand their errors and correct them. They
can also benefit from knowledge of performance feedback (KP
feedback). Finally, in the autonomous step, trainees barely need
feedback, but can benefit from knowledge of results feedback
(KR feedback). Hence, it is the variety of (appropriate) types of
feedback which helps trainees during their learning process by
enhancing their perception of their performance. This variety
is also essential to avoid the syndrome of dependence to the
teacher [12], where trainees improve their performances on a
training system but are unable to transfer these improvements
in a real environment.

B. Intelligent tutoring systems

Providing a variety of feedback types is a concern tackled
by Intelligent tutoring systems (ITS). ITS aim at modeling
the students activity by collecting knowledge about them.
Knowledge represented in these models can include students
skills, affect, experience, or stereotypes [13]. From these
models, ITS can analyze how trainees develop over time, and
use this knowledge to determine the most efficient training
situation. To build and update these models, ITS use cognitive
techniques (model-tracing, constraint-based), or artificial in-
telligence techniques (formal logic, expert-systems, planning,
Bayesian belief networks). From a student representation,
ITS can provide various types of feedback by following a
learning strategy. The main learning strategies either follow
the behaviorist approach, which considers learning as a set of
modifications directly correlated with trainees actions within
the learning environment; the cognitive approach, which claims
that unobservable and internal constructs (perception, moti-
vation) influence the learning process; or the constructivist
approach, which holds that individuals construct the world in
their own way, implicating that training should be focused on
the student activity more than on training monolithic strategies.

ITS acquire interpretable data: a score from a test, an
answer to a multiple choice quiz. Thus, ITS cannot deal with
sensor data, as they are not explicit enough to be used directly.
Modeling gestural activity in the same fashion ITS model
students knowledge necessitates a recognition process to make
gestural data acquired from sensors interpretable.

C. Recognition
Research in gesture recognition has been growing to look

for the best way to make sense of sensor data. The most pop-
ular approaches [14] either rely on matching-based strategies
(Dynamic Time Warping, k-Nearest Neighbors), which com-
pute a distance between the data to label and labeled data from
a training database; or on learning models (Markovian models,
Support Vector Machines, Naive Bayes Classifiers), which are
optimized to model or discriminate training examples from
different classes. Such methods have numerous applications,
from intelligent training [15], to gestural training [3], or
human-robot collaboration on assembly lines [16]. A recurrent
issue when dealing with the recognition of gestural or cognitive
activity is the issue of multilabeling, when a data sample can
be labeled not only with one label, but possibly with a set of
labels [17]. The existing methods for multilabel classification
can be divided into two main categories: the problem trans-
formation methods, which transform a multilabel classification
problem into one or more single-label classification problem,
and the algorithm adaptation methods, which extend specific
learning algorithms to directly handle multilabel data [18].
Within the context of gestural training, multilabel recognition
makes it possible to detect several patterns of error at once,
and hence to consider every aspects of trainees performance
when determining which types of feedback to provide.

D. Feedback
Numerous research projects have investigated the impact

of feedback which should, no matter whether it is delivered
by a teacher or a computer, “enhance learning, performance,
or both, engendering the formation of accurate, targeted con-
ceptualizations and skills” [19]. With the possibilities brought
by the emergence of tablets and haptic devices, feedback
has been studied through its sensory modalities (visual, au-
dio, visuo-haptic), certain modalities being more appropriate
than others depending on the context [20]. Temporal features
(static or dynamic feedback, temporal information) are also
determinant, studies showing that changing feedback temporal
features make trainees develop different components of their
gestures [21]. If some configurations have proven to be more
or less effective than others depending on the training situation,
it appears that each configuration has its advantages and
drawbacks, depending upon the learning situation and trainees
abilities [19], [22].

III. INTERACTION MODELING

Providing a variety of appropriate feedback types through-
out the learning enhance trainees learning [22]. A fundamental
issue when creating a gesture training system is therefore to
decide which type of feedback to provide in order to maximize
the benefits for trainees learning. This issue can be split into
four issues: 1) The recognition and modeling of gestural and
cognitive activity. 2) The definition of a set of feedback types
the system can provide. 3)The selection of the type of feedback
to provide depending upon the situation. 4) The evaluation of
trainees learning throughout the training process.

To tackle these issues, the activity first have to be cap-
tured. Then, the acquired data must be recognized and a
representation model of trainees learning state must be built.
Finally, various types of feedback have to be designed and
implemented. Depending on the modeled learning state, a
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subset of feedback types is selected. This subset must be well-
chosen (appropriate according to trainees learning state) to
make them improve their skills (Figure 2).

Figure 2. The CalliSmart process for smart Human-Computer gestural
interaction, within the context of calligraphy training.

A. Capturing calligraphy features
Van Galen [23] defines handwriting as a “multi-component

task implying cognitive, psycho-motor and biophysical pro-
cesses”. Handwriting is a motor gesture, where performers
constantly analyze and modify their movements from their
perception of their current actions, and their internal repre-
sentation of the “ideal” actions. Furthermore, writers not only
react to their actions, but also have a spatial and temporal
representation of the shape they intend to draw. These rep-
resentations imply a principle of anticipation, which means
that performers have, besides modifying in real-time their
movements according to their perception, to anticipate their
future movements. Thus, learning handwriting necessitates
having a cognitive representation of the shape to draw, and a
perception of the different steps necessary in order to construct
this shape (acceleration, angle, curve). It is also essential to
spatially visualize the location of the current drawn shape, by
comparison with locations of the previous shapes and the next
ones which will be drawn (principle of anticipation, Figure 3).

In calligraphy, the goal is to analyze trainees performances
according to two main criteria, which are the regularity and the
visuo-spatial attention. Relying on these criteria, we propose
to analyze trainees activity from identified types of errors. For
each of them, we compute the probability of having the type
of error given the trainee’s performance. Trainees performance
can be modeled by the vector ~U = {x1, x2, x3, , xn} where n
is the number of patterns, and xi corresponds to the probability
of having the pattern i. Each pattern being a pattern of error,
~U = ~0 refers to an expert, and ~U = {1, 1, 1, , 1} refers to an
absolute novice.

B. Interaction modeling
Three phases of interaction can be distinguished from the

process illustrated in Figure 2:

• The trainee performing on the system. (A)
• The system providing feedback to the trainee. (B)

• The trainee making changes/adjustments throughout
the process of interaction. (C)

We propose a space of representation S which aims at
representing these processes. First, (A) is modeled by the
vector ~U as previously explained. Each type of feedback
implemented in the system is represented in S by a vector
~F = {y1, y2, y3, , yn}, where n is the number of error
criteria and yi is the level of the ith error criteria for which
feedback type F is the most relevant. Hence, F is considered
optimal in the situation ~U = ~F (B). Each coordinate of ~F
is empirical and come from an expertise: the expert studies
each type of feedback and decide in which situation it should
be provided. Changes in trainees activity (C) can be tracked
through transition vectors ~Tri = ~Ui − ~Ui−j , 1 ≤ j ≤ i ≤ n,
n being the number of recorded performances for the studied
trainee.

C. Decision
In our approach, ~U represents the performance of a trainee,

and each vector ~Fi represents an element in the set F of
implemented feedback types. According to the representation,
the most appropriate feedback type is the one represented by
the closest vector to the current position of the user. Let ~Fa

be the most appropriate type of feedback in the situation ~Ut,

~Fa = argmin
~Fi∈F

(||~Ut − ~Fi||p) (1)

IV. EXPERIMENTS

By analyzing trainees performances throughout several
exercises, it is possible to investigate the influence of providing
various types of feedback on the evolution of their perfor-
mances, and hence on their progression. Experiments should
determine whether 1) providing feedback will improve the
learning process, and whether 2) providing feedback will re-
duce the variance between performances by enforcing trainees
attention on the task.

Within the process of calligraphy learning, a famous ex-
ercise is the “minimum” exercise (Figure 3). It is used to
train regularity and visuo-spatial attention by asking trainees
to repeat a similar pattern. On a perfectly executed exercise,
white spaces between elements should have the same area, and
elements should have the same shape in term of slope and size.

Figure 3. The “minimum” exercise in calligraphy.

The experiment focuses on the strait vertical lines of the
minimum exercise. Participants are asked to produce a series
of straight lines using a Wacom Cintiq tablet (Figure 4), with
the same obligations than in the minimum exercise: spaces
between lines should be regular, lines should be straight and
vertical. Staves are displayed to limit the calligraphy area. This
exercise exhibits the main features constituting the cognitive
and psycho-motor processes surrounding calligraphy and the
drawing of the “minimum” word.
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Figure 4. The CalliSmart platform.

A. Recognition
A database was created to train the recognition module.

46 participants were involved in the creation of the database.
They had none to very little experience using a graphic table or
practicing calligraphy. Each participant was asked to perform
a series of three exercises, an exercise being a sequence
of 10 to 15 strokes. Experts classified and labeled these
exercises by examining both the gestures (participants were
video recorded) and the results (screenshots were taken at the
end of each exercise). Labels identify three patterns of error:
slope error, size error, and regularity errors (irregular spaces
between strokes). Several errors potentially appearing on a
single exercise, the recognition of an exercise is a multilabel
problem. The acquired database contains 138 examples labeled
by two experts. Examples are unequally distributed among
error classes, as some patterns appeared more often than
others. The training database has been built using a subset
of the 138 acquired examples, making balanced the number of
error patterns. The final training database uses 40 examples
per error pattern. Recognition relies on four Naive Bayes
classifiers, one per class which are trained on examples from
the training database (one-vs.-rest strategy). A 5-fold cross-
validation was performed on the dataset. Classifiers used the
features described in Table I as a representation of an exercise.
Table II shows the recognition results, using classic multilabel
evaluation metrics [17]. As stated in [17], the subset accuracy
metric tends to drop fast when the number of labels grow, or
when the amount of data is small. In our context, finding the
exact combination of label is important, but not essential. The
most important feature of the recognition process is its ability
to recognize correct labels (errors trainees actually made).
Improving these results will be one of our challenges in the
future. An increase in the amount of training data and the use
of a discriminative model may lead to an improvement of the
results.

B. User study
1) Participants: A total of 28 people participated in the

study. Participants were people working at the university,
students in computer science, design and mechanics, with no
to very little expertise in calligraphy. They were randomly and
evenly distributed into the two experiment conditions described
below.

2) Experimental procedure: The first group (no feedback
group) did not receive any feedback. The second group
(feedback group) received feedback from the following set
of implemented types of feedback: 1) Real-time feedback

assists trainees by making them focus on a specific category.
“Regularity” feedback displays where trainees should begin
their next stroke (Figure 5a); “slope” feedback colors the stroke
with a color from green to red depending on the slope (Figure
5b); “size” feedback highlights with a different color the limits
of the drawing space (Figure 5c). Trainees can be assisted
with every combination of feedback types, depending on the
recognition of their activity. 2) Knowledge of results feedback
(Figure 6), indicates the level of the trainee in each category
(“r”, “v”, “l”). KR feedback is always displayed.

(a) (b) (c)

Figure 5. Real-time feedback aiming at assisting trainees with regularity,
size, or slope error.

Figure 6. KR feedback providing trainees with explicit indications regarding
their performance.

Feedback was chosen depending on trainees activity during
a whole exercise. Hence, feedback depends on the previous
exercise and cannot change until the end of the current
exercise. Each participant was asked to perform a series of
six exercises, an exercise being itself a series of 10 to 15 lines
to draw. The first series was not saved and allowed trainees
to familiarize with the platform. For the feedback group, the
system used this first series to decide which feedback types to
provide during the first recorded series. Our hypothesis are:

• H1 Participants in the feedback group will improve
better than participants in the no feedback group.

• H2 Variance between participants will be lower in the
feedback group than in the no feedback group.

At the end of the fifth series, we asked participants to perform
a last series. This series was performed without any feedback
from the system for the two groups, to compare their perfor-
mances in the same conditions. This last experiment should
test our third hypothesis:

• H3 Participants in the feedback group will outperform
participants in the no feedback group in real condi-
tions.

V. RESULTS

To evaluate participants performances, a dataset of expert
performances was created, gathering 22 exercises performed
by three different people. The same representation was used
in the recognition and in the evaluation processes, participants
as well as experts being represented by their feature vectors
(Table I). In a similar way of a k-Nearest Neighbors algorithm,
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TABLE I. Features computed from trainees activity.

Slope error Angle of the most sloping stroke, using real stroke coordinates.
Angle of the most sloping stroke, using linear regressions of strokes.

Regularity error

max(distance)
min(distance)

, using distances between consecutive strokes.
max(area)
min(area)

, using areas between linear regressions of strokes.
(max(area)−min(area))

µ(area)
, using areas between linear regressions of strokes.

Size error Maximum difference between stroke vertical size and stave size

TABLE II. Validation results of the recognition process on multilabel data.

Recall Precision Hamming Loss Subset Accuracy Accuracy
0.79 0.83 0.70 0.55 0.72

we evaluate our method by computing the Euclidean distance
between a trainee performance and its k-closest expert repre-
sentations. Such a method reduces potential bias induced by a
parametric modeling. In our experiment, the value k is empiri-
cally set to three. We carried a Shapiro-Wilk test on the result
data, which showed that data were not normally distributed.
Therefore, we performed the non-parametric Mann-Whitney
test to confirm the efficiency of our method.

Figure 7. Distance between trainees and expert performances over the
training iterations.

Figure 7 illustrates a significant improvement of perfor-
mances for the feedback group, from a distance of 2.88 at the
end of the first exercise, to 1.75 at the end of the fifth exercise,
while the no feedback group only slightly improved, from
a distance of 3.20 to 3.11. A two-tailed Mann-Whitney test
was performed between the two groups for the fifth exercise,
which resulted in a p-value of 0.029. We can hence confirm
our first hypothesis (H1), which is significant at a standard
0.05 threshold. Variance between participants in the feedback
group drops over the training, which implies a convergence
of trainees performances (Figure 7). Variance between partic-
ipants in the no feedback group stays high over the exercises.
These two observations confirm our second hypothesis (H2).
Results obtained in the no feedback group can be explained
by two factors: incomprehension and weariness. The task
proposed in this experiment is repetitive, and participants

in the no feedback group did not see any changes in the
training environment throughout the exercises. From the fourth
exercise, they seem to suffer from a loss of focus as they do
not see any improvement or changes that would reflect their
performances. Participants often asked how well they were
performing, indicating that they were seeking for information
reflecting their performances. People in the feedback group
could see their improvement through the KR feedback at the
end of each exercise. Moreover, a real-time feedback tailored to
the errors made in the previous exercise was provided, helping
them understand their performance, and improve on the aspects
they needed the most. Figure 8 illustrates the results of the
last exercise with participants form each groups performing
in real conditions, without feedback. We note that participants
from the feedback group outperform participants from the no
feedback group. Moreover, performances of the participants in
the feedback group only decrease from a distance of 1,75 to
the expert to a distance of 1,88 between the fifth exercise (with
feedback) and the sixth exercise (in real conditions). This result
is promising, since the dependence to the teacher syndrome
tends to make performances drop significantly when trainees
trained on aided system first perform in real conditions. How-
ever, variance between performances in the feedback group in
the sixth exercise grows compared to variance measured in
the fifth exercise. This grow in the variance is reflected by the
Mann-Whitney test, which results for this last exercise in a p-
value of 0.05486. Differences between our two groups on this
last exercise is hence significant at a 0.1 threshold, but not at a
0.05 threshold. Further experiments should thus be conducted
to fully confirm our third hypothesis (H3).

Figure 8. In real conditions (without any feedback), performances of
participants trained with, and without feedback.
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VI. DISCUSSION AND CONCLUSION

In this paper, we proposed a new model for gestural
training systems based on smart interaction. In opposition to
intelligent tutoring systems input data, our input data come
from sensors and are not directly interpretable. Our system re-
lies on a recognition module based on Naive Bayes classifiers,
which aim at recognizing pattern of errors in trainees activity.
This module provides probabilistic outputs, one per pattern of
errors, that we use to build a representation of trainees activity
in n dimensions, n being the number of possible errors. This
representation is used to determine the types of feedback to
provide to the trainee.

An experiment comparing the progression of two groups,
one with feedback and one without feedback, showed that
trainees perform better when provided with appropriate feed-
back, compared with trainees trained by practicing in real
conditions. Variance between trainees performances was also
reduced when they were provided with feedback. A last exper-
iment, where participants in the feedback group had to perform
in real conditions, showed that they still outperform trainees
from the no feedback group, and that their performances only
slightly drop from training to real conditions. These last results
should be confirmed by further experiment, but seemed to
highlight the benefits of our system to reduce the effects of
dependence to the teacher.

In future works, we will extend our recognition system
so that it should be able to detect a larger number of errors,
and thus have a more precise recognition of the gestures.
More types of feedback should be implemented so that the
system can choose the appropriate configuration in a larger
number of possible situations. An interesting issue regarding
feedback is how well it is adapted to a situation, and to a
trainee. In intelligent tutoring systems, the pertinence of a
specific feedback type is determined empirically or from study
results. One could argue that users have their own sensitivity
and comprehension (cognitive and constructivist approaches,
see Part II-B), and that systems should be able to reconsider,
as experienced human tutors do, what they thought to be
an appropriate type of feedback. We will investigate this
issue, and examine the possibility of adding another degree
of adaptation in our interactive gestural training system. We
will also evaluate the impact of this adaptation on trainees
learning experience.
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Abstract— In this paper, we describe a proposal set of Web 
accessibility guidelines of interaction and interface design for 
people with Autism Spectrum Disorder (ASD) to help Web 
professionals to design accessible Web interfaces for these 
users.  The guidelines were extracted from an exploratory 
bibliographic survey of 17 works published between 2005 and 
2015 including international recommendations, commercial or 
academic software and peer-reviewed papers. We identified 
107 guidelines that were grouped in 10 categories using the 
affinity diagram technique. Then, we systematized the 
guidelines in each group according to similarities and 
duplicated statements, generating a set of 28 guidelines. As a 
result, we evidenced best practices to design accessible Web 
interfaces for people with ASD based on well succeeded 
solutions presented in works of different contexts. With those 
results, we aim to contribute to the state of the art of cognitive 
Web accessibility. Therefore, we intend to make the set of 
guidelines available in a repository on GitHub. 

Keywords- Web Accessibility; Autism; Guidelines; Universal 
Access; Interface Design for People with Autism. 

I.    INTRODUCTION 
Autism Spectrum Disorder (ASD) is a syndrome which 

affects three developmental abilities: social, communication 
and interest skills [1]–[3]. People with ASD usually present 
difficulties regarding social interaction, verbal and non-
verbal communication and imagination, as well as a 
restricted repertoire of interests and activities [3][4]. As a 
spectrum, ASD has a myriad of characteristics and severity 
degrees related to the level of impairment of skills, from 
mild (high-functional autism) to severe. As soon as it is 
diagnosed, ASD has effective treatments to minimize the 
impact of the impairment of skills and improve life quality of 
people with the syndrome and their families [1]–[3][5].  

In the past 20 years, computer technology has been used 
as a support tool for parents, therapists, educators and people 
with ASD [5]–[8]. Previous works showed that people with 
ASD are interested in technology [7] and that is beneficial to 
a) develop their abilities [6][9]–[11]; b) facilitate their lives 
[12]; and c) be a helpful tool for pedagogical, therapeutic and 
everyday life activities [11][13][14], independent of age. 
Nowadays, devices exploring natural interactions and direct 
manipulation with touch screens, such as tablets, increase the 
acceptance of technology by these users [9][15]–[17]. 

However, even having some successful solutions 
available for this audience, software developers still have a 
limited knowledge on how to develop native or Web-based 
applications suitable for people with ASD. Other cognitive 
disabilities are also challenging for developers. This happens 
mainly because they still do not know how technology is 
used in these users’ life [7]. When we analyze the Web 
context, Web developers and designers have a lack of 
experience working with accessibility [18] and, when they 
have it, it is usually only about people with visual 
disabilities. 

Another bias is that we have few Human-Computer 
Interaction (HCI) guidelines to help Web developers design 
for people with ASD [6][19]. Although specific literature 
provides some clues [7][12][20]–[24], the state of art 
regarding cognitive Web accessibility contains fewer works 
than expected [21]. HCI guidelines provide an 
understandable knowledge about needs and preferences of 
people with ASD and can help Web developers understand 
how technology is used by these users [25], also allowing 
Web access equity [21]. 

Thus, researches are needed to investigate which design 
features are critical in providing therapeutic and pedagogical 
support for people with ASD in order to understand the 
potential impact of technology in their change of behavior 
[14][26] and provide a formalization of this knowledge for 
Web developers and designers. 

In this paper, we describe a proposal set of Web 
accessibility guidelines for people with ASD to help Web 
developers to design accessible Web interfaces for these 
users. These guidelines systematize and formalize 
recommendations and best practices extracted from literature 
and reviewed software. 

This paper is organized as follow: in Section II, we 
present previous works related to the development of 
interface and interaction design guidelines for people with 
ASD, including exclusive and non-exclusive guidelines. In 
Section III, we describe our methodological approach to 
identify, extract and systematize the guidelines presented in 
this work. Section IV presents the proposed set of guidelines 
and describes each category, while in Section V we discuss 
their potential effectiveness for people with ASD. Finally, 
we present our conclusions in Section VI. 
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II.   BACKGROUND 
Friedman and Bryan [21] were two of the first to 

formally propose Web accessibility guidelines for people 
with cognitive or neuronal disabilities. Through an extensive 
literature review of 20 studies involving guidelines from 
experts, governments and institutions, the authors established 
the 22 most frequent recommendations on selected works. 
Similarly, Darejeh and Singh [12] investigated usability 
principles for people with low digital literacy, including 
people with cognitive disabilities and ASD. Putnam and 
Chong [8] conducted a survey with parents and educators of 
children and adolescents with autism and adults with autism 
through an online questionnaire to identify software 
solutions that cater to people with ASD. The study does not 
define design recommendations, but highlights aspects that 
can help in building technology products for people with 
ASD considering the objectives, interests and abilities of the 
public. Web Accessibility Initiative (WAI), a W3C (World 
Wide Web Consortium) group to delimit Web accessibility 
guidelines, published in 2012 a draft of principles of Web 
accessibility for people with cognitive or neuronal 
disabilities and potential barriers to this group [24]. As these 
recommendations were a draft, the W3C created a task force 
group called Cognitive and Learning Disabilities 
Accessibility Task Force (COGA) focusing on the area now 
called Cognitive Web Accessibility. In January of 2015, 
COGA published the results of a user research conducted to 
address problems and solutions concerning Web accessibility 
for people with cognitive, neuronal or learning disabilities 
[22]. 

In general, most of the works presented preliminary 
results and need further details about their proposed 
solutions, although they have significant contributions. An 
observed bias is that these works aim to focus on technology 
professional and tend to have more technical content. 
Recommendations considering the skills of a person with 
ASD that can be used by professionals from different areas 
may have a potentially greater adoption and allow 
multidisciplinary works to develop affordable solutions. 

III.   METHODS 
The process to identify, extract and systematize the 

guidelines presented in this work was conducted in three 
phases: 

A.   Phase 1 – Studies selection 
We conducted an exploratory bibliographic survey to 

selected works about accessibility for people with ASD and 
other cognitive or neuronal disabilities published or 
developed between 2005 and 2015. We analyzed 
international recommendations, mobile and desktop 
applications, universal design approaches for educational 
purposed and peer-reviewed papers published in conferences 
and journals. The process of the survey involved an 
extensive search in databases, such as Association of 
Computer Machinery (ACM), IEEE, PubMed and Google 
Scholar. We also performed manual searches to find 
solutions that were not restricted to scientific papers. Table I 

presents the inclusion and exclusion criteria considered to 
select the works. Only the last inclusion criteria were 
mandatory to select or exclude works. 

TABLE I.    INCLUSION AND EXCLUSION CRITERIA TO SELECT THE 
WORKS TO BE ANALYZED IN PHASE 2 

Inclusion criteria Exclusion criteria 

Peer-reviewed papers published 
in conference proceedings or 
scientific journals. 

Unpublished papers, blog posts 
and other materials that did not 
presented verified empirical 
evidences and results. 

Computational solutions for 
people with ASD, specially 
children. 

Computational solutions focused 
on parents, therapists or educators 
of people with ASD. 

Works approaching accessibility 
recommendations for computing 
systems and/or Web acessibility 
for people with cognitive, 
neuronal or learning disabilities. 

Papers that didn’t described 
clearly the design decisions taken 
to develop the solution regarding 
the needs of people with ASD. 

Works approaching mainly 
interaction models based on touch 
screens or Web interfaces. 

Works focused on robotics. 

Works and solutions publised or 
developed between 2005 and 
March of 2015. 

Works out of the inclusion 
criteria. 

 

B.   Phase 2 – Extraction  
In this phase, we performed a triage to extract 

recommendations from selected works, where we identified 
107 potential recommendations and best practices. 
Subsequently, we executed a process to group them using a 
process similar to the affinity diagram technique, in order to 
arrange the extracted statements in logical sets according to 
the patterns we could identify in each statement. This process 
resulted in ten categories of guidelines. 

C.   Phase 3 – Consolidation  
Upon grouping the recommendations by affinity 

diagram, we could perceive similarities between 
recommendations within a group that was not noticed during 
the analysis of the raw material of the 107 recommendations. 
Thus, we did a second grouping process to combine 
analogue recommendations contained in each category, 
refine the statements and systematize the final set of 
guidelines. We also wrote a detailed description of each 
guideline, including how to implement them and their 
respective importance for people with ASD, a gap we 
identified in the selected works. 

IV.   RESULTS 
Through an exploratory review of literature and available 

software, we selected 17 works according to the criteria of 
Phase 1, divided into international recommendations (3), 
software accessible for people with ASD (3), universal 
design guidelines for learning (1) and peer-reviewed papers 
(10). The selected works came from nine countries (United 
States, Brazil, Italy, England, Israel, India, Malaysia, Chile 
and Hong Kong), except the international recommendations, 
which can be considered global. Although contributions 
from United States correspond to 47% of works, it was still 
possible to bring cultural diversity from different countries. 
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Regarding the platform, this work is focused on Web-based 
interfaces, but we selected works exploring distinct platforms 
and applications, such as Virtual Reality, Multitouch Table 
and native (desktop or mobile) due to the possibility of 
generalizing recommendations and interaction patterns that 
can be platform-independent.  Most of the works are 
technology specific or accessible for people with ASD, 
although all works from International Recommendations are 
not exclusively focused on ASD. 

In Phase 2, after extracting the potential guidelines, we 
grouped all 107 recommendations, organizing them based on 
a similarity criterion. This process resulted in ten categories 
carefully labeled to represent common elements in Web 
interfaces. The categories are: (G1) Visual and Textual 
Vocabulary; (G2) Customization; (G3) Engagement; (G4) 
Redundant Representation; (G5) Multimedia; (G6) 
Feedback; (G7) Affordance; (G8) Navigability; (G9) System 
Status; (G10) Interaction with Touch Screen. 

In Table II, we present a summary of recommendations 
extracted from the first triage, where it is observed that the 
most critical interface design aspects are related to Visual 
and textual vocabulary, Customization, Engagement and 
Redundant Representation, according to the number of 
extracted recommendation and number of works from which 
we extracted these recommendations. At first, we had a 
hypothesis that Customization guidelines would be critical 
due to the diversity of characteristics of people with ASD as 
customization allows them to be in control and to tailor the 
interface according to their preferences. However, one of the 
biggest challenges for people with ASD when using the Web 
are:  a) to  focus or comprehend lengthy sections of text [23]; 
and b) to understand visual/textual information due to 
inaccurate visual and textual communication  [12][22]. It is 
worth mentioning that Visual and textual vocabulary is 
recommended to be the first concern for developers and 
should be complemented with Redundant representation in 
order to increase the potential of being understood.  As 
people with ASD, especially children, may be uncomfortable 
with certain distractive elements and also present some 
difficulties regarding focus and attention, Engagement 
guidelines are important to work memory, attention and 
reading skills on the Web interface. 

TABLE II.    DISTRIBUTION OF EXTRACTED RECOMMENDATIONS 
BETWEEN CATEGORIES AND QUANTITY OF WORKS REFERENCED IN EACH 

CATEGORY 

Category Extracted recommendations Referenced works 
G1 26 9 
G2 14 10 
G3 12 9 
G4 12 7 
G5 10 9 
G6 8 8 
G7 8 6 
G8 7 4 
G9 6 4 

G10 4 4 
 

The final step in Phase 2 was a second arrangement 
process to generate unique guidelines and reduce ambiguity 
and redundancy, since several recommendations in each 
category, from different authors, presented similar 
statements. As a result, we would formalize a set of 28 
guidelines distributed in the ten categories, as presented in 
Figure 1. The guidelines from Visual and textual vocabulary, 
Customization and Engagement represent about 43% of all 
guidelines, reinforcing their importance when designing 
interfaces for people with ASD. 

 

 
Figure 1.    Number of unique guidelines generated for each category after 

systematization and summarization. 

A.   Description of the guidelines’ categories 
The consolidated guidelines compound a set of 28 Web 

accessibility recommendations to design and develop 
Websites and Web applications more suitable for people 
with ASD. As mentioned previously, the guidelines are 
distributed in ten categories and each one has a strategic 
scope regarding interface and interaction aspects of a Web 
interface. We describe in the following sections the scope of 
each category. The full set of guidelines ordered by category 
is presented in Table III. 

 
1)   G1 – Visual and textual vocabulary: This category 

presents the most important recommendations, according to 
the works we analyzed. They address the proper use of text 
and images considering particularities of people with ASD. 
About 50% of the works present concerns about text 
structure, language, verbal and pictorial communication, 
reading flow and color contrast. In guideline 1.2 we 
consolidated contributions from four works [12][22]–[24] 
and eight recommendations about the use of proper 
language. Guideline 1.4 summarizes five similar 
recommendations extracted from three works [15][27][28] 
related to real world representation of icons and interaction 
patterns. As people with ASD may face barriers to 
understand information and decode language, the guidelines 
of this category can improve the aspect of engaging in 
communication [29] and approach social and 
communication skills. 

 
2)   G2 – Customization: Guidelines from Customization 

category address recommendation to enable users to tailor 
interfaces according to their needs. It is the second most 
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important category and it addresses how users with ASD 
can adjust the interface in a more comfortably way to them, 
considering that the syndrome presents a myriad of 
characteristics and it is often risky to identify patterns 
between people with ASD, such as colors preferences. 

 
3)   G3 – Engagement: The guidelines of Engagement 

present recommendations regarding focus, attention and 
strategies to help users interact with the system. These 
guidelines address interface design issues and intersect with 
recommendation of “G1- Visual and textual vocabulary” 
and “G6 -Feedback”. 

 
4)   G4 – Redundant representation: Redundant 

representation, along with G5 - Multimedia, refers to 
guidelines reinforcing that information should not be linked 
exclusively to a format (text, image or audio). Multiple 
representations (specially graphical) work as a 
supplementary content [30] and contribute with enrichment 
of the repertory of user’s vocabulary [5][9]. 

 
5)   G5 – Multimedia: Complementing guidelines from 

Redundant Representation, Multimedia’s guidelines detail 
the proper use of multimedia in Web interfaces to work 
memory, attention, visual and textual understanding and 
sensorial integration of people with ASD. 

 
6)   G6 – Feedback: Providing feedback for actions 

performed in interfaces is a common usability 
recommendation independent of the characteristic of users. 
However, incomplete feedbacks or their absence   are 
critical for people with ASD, particularly children, due to 
their potential difficulties to pay attention, deal with changes 
and understand verbal instructions. Thus, feedbacks are 
important for people with ASD to guide them in performing 
tasks, understanding the application behavior and predicting 
the behavior of similar features or elements.  The 
recommendations we extracted were very similar to each 
other, evidencing how this aspect is important and is 
consistently established in different works. As a result, we 
could summarize them into a single guideline. 

 
7)   G7 – Affordance: Guidelines in this category address 

issues to design interface elements that clearly identify how 
they work without a deep investigation or a high cognitive 
effort. Reducing cognitive workload is an important 
accessibility concern when designing interfaces for people 
with ASD. Consequently, interface designers and Web 
developers should pay attention to the Web page element 
which may not specify clearly if they are clickable, 
draggable, pushable, etc. 

 
8)   G8 – Navigability: The guidelines of Navigability 

present recommendation about the navigational structure 
between Web pages. A large amount of information and 
number of links contribute to a bad user experience for 
people with ASD. Therefore, it is recommended to provide 
to the interface: a) a simplified navigation; b) consistent 
location indicators; and c) sequential navigation, when 

applicable. Also, it is important not to prevent users to be in 
control of the navigation flow. 

9)   G9 – System status: The System status’ guidelines 
address recommendations about progress among tasks 
(clearly information about errors, help instructions and 
information related to changes in state of elements). 

 
10)  G10 – Interaction with touch screen: The last 

category presents a recommendation on the use of touch 
screen. We consider this recommendation important since 
Websites and Web applications are increasingly being 
accessed through mobile devices with touch screens. Those 
devices present direct manipulation of interface elements, 
people with ASD tend to interact better to such devices 
[9][15][20] and their interaction model is considered to be 
more natural. Interfaces with direct manipulation require 
less physical efforts and present interaction patterns 
compatible with the real world. 

V.   BRIEF DISCUSSION 
It is possible to find some software, games and 

applications aimed at teaching and learning of people with 
ASD, both in scientific works and business solutions. 
However, for each of these applications, designers and 
developers may need to thoroughly investigate the most 
suitable design solution for the proposed application or may 
follow generic design guidelines that may not be appropriate 
in the context of software for people with ASD [6][27]. 

By proposing recommendations and guiding principles 
for the development of interfaces accessible to people with 
autism, it is possible to mitigate the lack of knowledge of 
developers and enable the development of more inclusive 
technologies. In addition to allowing the developers to know 
what they should consider when developing appropriate 
solutions for people with ASD, design recommendations can 
contribute to raise awareness of these professionals about the 
characteristics of the person with ASD and how technology 
can be valuable to them. Following recommended guidelines 
for proper software design, designers and developers can 
support the educational goals defined for the application. 

Systematizing contributions from 17 works and selected 
solutions generated a consolidation of contributions that, to 
date, have been dispersed in different types of publications or 
were a tacit knowledge in the design of software solutions. 

Some recommendations may not seem new regarding 
Web accessibility and interface design, e.g., "provide clear 
error messages" and "provide feedback". The difference is 
how the fulfillment of these factors has a different impact for 
people with ASD. When we suggest, for example, avoiding 
using metaphorical expressions in the interface content and 
icons, we can consider this as an important guidance for 
neurologically typical children in literacy age, because they 
often don’t understand some non-literal expressions. But this 
recommendation is even more critical for people with ASD, 
considering that people with autism, in different age range, 
may have difficulty understanding and interpreting 
metaphors. The proposed guidelines can be used by interface 
designers, Web developers and other professionals involved 
in the design of applications for people with ASD as a 
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support for decision-making to suggest information and 
resources more consistent with the context of children with 

autism and, potentially, a variety of users. 

TABLE III.    SET OF PROPOSED GUIDELINES 

ID Summary Description Authors 
G1 – Visual and Textual Vocabulary 

1.1 Colors shouldn’t be the only way to deliver content and the contrast between background and objects in foreground must be 
appropriate to distinguish items and distinct content or relate similar information [20][21][23][30] 

1.2 Use a simple visual and textual language, avoid jargons, spelling errors, metaphors, abbreviations and acronyms, using terms, 
expressions, names and symbols familiar to users’ context [12][22]–[24] 

1.3 Be succinct, avoid writing long paragraphs and use markups that facilitate the reading flow such as lists and heading titles [21][23] 

1.4 Icons, images and label of menus and actions should be compatible to real world, representing concrete actions and everyday 
life activities in order to be easily recognized [15][27][28] 

G2 – Customization 

2.1 Allow color, text size and font customization for interface elements [12][16][21]–[23] 

2.2 Provide options to customize information visualization with images, sound and text according to individual user’s preferences [6][7][16][21][31] 
2.3 Provide options to customize the amount of element in the interface, their arrangement and enable features personalization [6][9][16][17] 
2.4 Enable a reading or printing mode for activities involving reading and concentration [21][22] 

G3 – Engagement 

3.1 Avoid using elements that distract or interfere in focus and attention. In case you use it, provide options to suppress those 
elements on screen. [9][23][24][31] 

3.2 Design simple interfaces, with few elements and which present only the features and content need for the current task to be 
performed by the user [12][15][28] 

3.3 Use blank spaces between Web page elements to separate different contents or focus the user attention on a specific content [21][23] 

3.4 Provide clear instructions and orientation about tasks to ease the user understanding of the content and the content language, 
in order to stimulate, motivate and engage the user [7][9][24] 

G4 – Redundant Representation 

4.1 The Website or Web application must not rely only in text to present content. Provide alternative representations through 
image, audio or video and ensure that they will be close to the corresponding text [5][6][21][23][31] 

4.2 Symbols, pictograms and icons should present a textual equivalent near to facilitate symbol understanding and contribute to 
enrich user’s vocabulary [9][21][31] 

4.3 Provide audio instructions and subtitles for texts, but ensure that this is not the only alternate content representation [21][28] 
G5 – Multimedia 

5.1 Provide information in multiple representation, such as text, video, audio and image for better content and vocabulary 
understand, also helping users focus on content 

[5][12][16][23] 
[24][28][31] 

5.2 Allow images magnification for better visualization and ensure they continue to be understandable when enlarged [23] 
5.3 Avoid the use of disturbing and explosive sounds, like sirens or fireworks [20] 

G6 – Feedback 

6.1 Provide feedback confirm correct actions or alerting about potential mistakes and use audio, text and images to represent the 
message, avoiding icons with emotions or facial expressions 

[8][9][15][17][20] 
[21][23][27] 

G7 – Affordance 

7.1 Similar elements and interaction must produce similar, consistent and predictable results [12][23][24] 

7.2 Use bigger icons, buttons and form controls that provide appropriate click/tap area and ensure that the elements look clickable [9][12][21][23] 
7.3 Provide immediate instructions and feedback over a interaction restriction with the system or a certain interface element [8] 

G8 – Navigability 

8.1 Provide a simplified and consistent navigation between pages, use location and progress indicators and present global 
navigation buttons (Exit, Back to home page, help) on every page [21][23][24][28] 

8.2 Avoid automatic page redirects or expiration time for tasks. The user is who should control navigation and time to perform a 
task [21][23] 

G9 – System status 

9.1 Present appropriate instructions to  interact with interface elements, provide clear messages about errors and provide 
mechanisms to solve the errors [9][23] 

9.2 Allow critical actions to be reverted, cancelled, undone or confirmed [21][23] 

9.3 In interactive lessons and educational activities, it is recommended allow up to five attempts before showing the correct 
answer [20] 

G10 – Interaction with touch screen 

10.1 Touch screen interactions should have the appropriate sensibility  and prevent errors in selections and accidental touch in 
interface elements [8][15][16][27] 
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VI.   CONCLUSIONS AND FUTURE WORK 
In this work, we investigated and systematized Web 

accessibility recommendations and best practices to design 
Web interfaces suitable for people with ASD. While the 
works we selected usually presented the recommendations in 
a format of single sentence, we decided to develop an 
extended description for each guideline in order to help 
people to implement the guidelines properly and understand 
the rationale of the proposed approach. Some guidelines may 
present technical details, however, our intention is that the 
guidelines can be applied by multidisciplinary teams and 
educational professionals involved with use of digital 
resources for people with ASD.  

Although the focus of the project is Web interfaces, we 
carefully propose generalized descriptions for most 
guidelines in order to not link them with a specific platform. 
The idea is to enable their application to different interaction 
contexts. 

The full set of guidelines is available at an open-source 
repository on GitHub. Therefore, we hope this content may 
be complemented, distributed, derived and easily   accessible 
to professionals and researches from different areas. 

Finally, the proposed guidelines should provide advances 
in the state of the art of cognitive Web accessibility as: (1) 
support material to develop Websites and Web applications 
adapted to the needs of people with ASD, especially 
children; (2) a guidance documentation about best practices 
and potential challenges about interaction of people with 
ASD with interactive systems; (3) an open source repository 
of recommendations in constant update; (4) a complement to 
literature regarding the biases of Web accessibility for people 
with cognitive or neuronal disabilities, adding techniques 
related to ASD. 

A.   Next steps 
In order to see if the proposed guidelines are effective in 

providing a better interaction for people with ASD, the next 
step of this work involves the development of an educational 
Web application using the guidelines to support the 
interaction design, followed by an experimental evaluation 
with children with ASD. The evaluation aims to observe how 
children react and interact with the application and collect a 
feedback to validate and improve the guidelines.  

Alongside, we intend to: (1) interview parents and 
teacher of children with ASD to understand their perspective 
about using technology as an educational and therapeutic 
resource in order to contemplate their viewpoint into the 
guidelines; (2) perform technical evaluation of the guidelines 
with Web developers, accessibility experts and digital 
educational teachers involved with special education. 
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Abstract—Web accessibility and usability represent an open
challenge for the current research on the Web; in particular,
for specific disabilities such as the Autism Spectrum Disorders
(ASD), to the best of our knowledge, no experimental case study
on an autistic-friendly Website on tourism is available.
However, people with ASD are usually solitary and visual thinkers
and they could take advantage by the use of the Web. This paper
identifies the set of basic and general guidelines provided by
the World Wide Web Consortium (W3C) to make a Website
accessible and usable to this specific set of users, and extends it,
integrating new specific features.
Following these new guidelines, the paper proposes a case study
dedicated to a tourist, autistic-friendly, Website developed in the
area of Rieti, central Italy; it has been validated through expert
reviews, and several trials with users of a specialised centre for
neurological and physical disabilities.

Keywords–Autistic-friendly Website; Accessibility; Usability;
Tourism; Autism Spectrum Disorders.

I. INTRODUCTION

Web accessibility and usability represent an open challenge
for the current research on the Web: they aim to make Web
content more accessible and usable to a wider range of people
with disabilities, including blindness and low vision, deafness
and hearing loss, learning disabilities, cognitive limitations,
limited movement, speech disabilities, photo sensitivity and
combinations of these [1]. Usually, Web developers apply
general standards, following the guidelines provided but the
W3C [2], without considering the importance of a universal
Web access. However, every country supports the application
of the Web Content Accessibility Guidelines (WCAG) 2.0
[1], although adopts a different Web accessibility legislation:
WCAG 2.0 are recommended, but become mandatory only
in specific cases, such as, for example, in Italy, for the Web
sites of public Institutions (see the so-called “Legge Stanca”,
literally Stanca Act [3]).

A. Autism Spectrum Disorders
In this paper, we are interested in the development of

websites for people with the disabilities denominated Autism
Spectrum Disorders (ASD). The American Psychiatric Associ-
ation defines the ASD as neuro-developmental disorders with
persistent impairments in social communication and social
interaction, and restricted, repetitive patterns of behaviour,
interests, or activities [4]. This general definition puts together
people with a wide and different set of features and behaviours;

so, it is difficult create multi-purpose environments, but some
general guidelines may be followed. We have focused our
attention on ASD user profiles with the following features.

Typically, the impairments in social communication are
related to language delays, however, people with ASD often
present good visual abilities. Thus, modern speech therapies
are usually combined with Augmentative and Alternative
Communication (AAC) techniques, i.e., powerful methods that
combine different visual components in order to create syntac-
tically and semantically correct sentences [5] [6]. Among these
AAC techniques a standard approach is to use the Picture Ex-
change Communication System (PECS) which promotes inter-
actions among users with the exchanging of images [7]. People
with ASD are usually visual thinkers, i.e., think in pictures and
express their concepts by visualising sequences of pictures of
the same object [8]. They have often limited attention, i.e.,
limited time in which they might be able to concentrate on
a particular task, thus defining limited, self-contained tasks is
very important. They might also suffer of Sensory Processing
Disorders (SPD), and may thus feel distressed and confused
in particular situations. SPD are neurological disorders that
cause difficulties with processing information from the five
senses (vision, auditory, touch, olfaction, and taste), as well
as from the sense of movement (vestibular system), and/or the
positional sense (proprioception) [9].

B. Website usability and accessibility
Access to information and communication technologies

is a basic human right as recognised in the United Nations
Convention on the Rights of Persons with Disabilities (CRPD)
[10].

Disabilities might be either physical (visual, auditory, etc.),
or cognitive and neurological, might be temporary or bound-
less.

The W3C [1] [2] has proposed different guidelines to pro-
duce accessible websites, however specific features have to be
considered while dealing with people with specific disabilities
such as ASD. As we have previously mentioned, typical prob-
lems that people with ASD face are limited attention, sensory
hypersensitiveness, different way of learning and reacting to
things, problems related to limited text comprehension (e.g.,
not understanding figurative language, etc.). For such a reason
standard usable and accessible websites might not be suitable
for such users.
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Web usability and accessibility are closely related: their
goals, approaches, and guidelines overlap significantly [11].

Usability is all about designing an easy to use website that
appeals to as many people as possible. Websites should be
intuitively usable. Usability is a quality attribute that assesses
how easy user interfaces are to use; it is is defined in [12] by
five quality components:
• Learnability: How easy is it for users to accomplish

basic tasks the first time they encounter the design?
• Efficiency: Once users have learned the design, how

quickly can they perform tasks?
• Memorability: When users return to the design after a

period of not using it, how easily can they reestablish
proficiency?

• Errors: How many errors do users make, how severe
are these errors, and how easily can they recover from
the errors?

• Satisfaction: How pleasant is it to use the design?
For Web developers, a key aspect of usability is following
a user-centred design (UCD) process to create positive and
emotional user experiences [13].

Accessibility is about ensuring an equivalent user experi-
ence for people with disabilities. For the Web, accessibility
means that people with disabilities can perceive, understand,
navigate, and interact with websites and tools, and that they
can contribute equally without barriers.

Usable accessibility combines usability and accessibility to
develop positive user experiences for people with disabilities.
User-centred design processes include both techniques for
including users throughout design and evaluation, and using
guidelines for design and evaluation. UCD helps making
informed decisions about accessible design. Thus UCD is
necessary to improve accessibility in websites and Web tools.

The goal of Web accessibility is to make the Web work
well for people, specifically people with disabilities. While
technical standards are an essential tool for meeting that goal,
marking off a checklist is not the end goal. People with
disabilities effectively interacting with and contributing to the
Web is the end goal [11].

We note that accessibility 6= usability: a website can com-
ply with standards; pass all the automated accessibility checks,
appear to be accessible. However, an accessible website is not
necessarily usable; Web pages can be verified accessible by fo-
cus groups, and still be inaccessible to a third party. Individual
users may have cognitive, technical, or other barriers.

In this paper, we are interested in websites which are ac-
cessible and usable by people with ASD. We thus first present
the state of art of existing guidelines for the development of
websites for people with ASD, and extend them with new
features. We then consider the relation between autism and
tourism, and show the existing solutions for proposing tours
for these specific users. To the best of our knowledge, there are
no existing websites that are usable and accessible for people
with ASD, and let them freely navigate inside them and take
independent decisions (as, e.g., the choice of a tour). We thus
propose an interesting case study of a touristic website for
autistic users and we show some experimental results on a set
of 9 users.

The paper is organised as follows: Section II is dedicated
to the state of art in autism and tourism; Section II-B presents

general guidelines for accessibility and usability, specialised
for users with ASD, while Section III extends them, and
Section IV proposes our case study, focused on accessible
and usable tourism, autistic-friendly website. Finally, Section
V describes the experimentation made with a group of autistic
users and the related results. Section VI ends the paper with
future work.

II. RELATED WORK

The improvement of the quality of life for autistic people
is a big challenge. In this section we analyse the state of art
related to two aspects:

• Autism and tourism;
• Website usability and accessibility for people with

ASD.

A. Autism and tourism
Some issues that have to be considered are: social inclu-

sion, e.g. in community activities, emotional well being, e.g.
happiness, interpersonal relations, e.g. friendship, and physical
well-being, e.g. leisure [14]. All this, may be achieved with a
well planned tourism trip, being it an experience that stimulates
all the above domains. However, this is not trivial since all
the different activities related to a trip, i.e. transportation,
accommodation, etc. have to be adjusted to meet special needs.

The first issue that has to be considered is the preparation
phase since it is well known that autistic people get stressed
in unknown, unexpected situations, thus everything has to be
previously planned, and the user has to be prepared to tackle
each of the trip steps.

In [14] [15] the authors identify some of the issues that
a travel agency or whoever organises the trip should consider
while planning it for an autistic user:

- Survey phase: A questionnaire should be provided so to
identify which are the main physical, sensory, or language
problems the user has, and which are his/her main interests.
According to this, the agency can suggest suitable tourism
destinations or trips. E.g., a person that gets stressed in very
crowded, loud or noisy placed should avoid amusement parks,
crowded exhibitions, etc..

- Trip planning: At this point a trip may be planned by
taking into consideration all the provided information. The first
thing is transportation, so how to move from a home place to
the destination. This can be achieved in different ways, what
is important is that all the steps are previously explained to
the user. If the transportation is by air the airline company
has to be contacted. Some airports offer some pre-planned
visits of the airport [15], the airport of Dublin also offers some
very interesting on-line material which visually describes the
different parts of the airport, following a logical sequence of
actions which a traveller is supposed to do. It also provides
interesting tips on how to face all the different situations while
being at the airport and also some general rules to follow
during a trip [16].

- Accommodation: What seems to be more suitable for
autistic users, are small size accommodations, such as small
hotels and motels, or preferably the renting of a condo where
the user can ”feel at home”. In the USA, there are some hotels
that already provide ”autism-friendly accommodations” with
special rooms, staff, and meals [14].
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- Tours: What concerns the tourism activities, is obviously
based on the preference of the user. Thus, following the
guidelines of the survey is a good starting point. Here, we
have to distinguish between one day trips which obviously
have to be planned in the surrounding area, avoiding too much
stress for the trip, and longer trips of two or more days. There
are obviously different options, depending on the preferences
and also considering the sensory problems which autistic users
might have. Possible options are sightseeing in scenic areas
since autistic users often like silent places and love taking pic-
tures, visiting historical and cultural sites, museums, aquariums
etc.. Some museums are “Autism-Friendly Museums”, and are
prepared to host these special tourists. An example is the Royal
air force museum in London which offers an autism friendly
trail that can be downloaded from the site, and has won an
Autism Access Award [17], or the Metropolitan museum of
art in New York which offers e.g., a social narrative (PDF)
about visiting the Museum with tips, and a Sensory Friendly
Map of the museum with the list of quiet and less crowded
areas [18].

Obviously, general considerations are that first one should
prepare the autistic user to very simple day trips, then these
trips might be planned for a longer time. Daily activities should
not be too intense, locations should be visited in times of the
day during which places are not too crowded, i.e., stressful
situations should be avoided as much as possible. A good
idea, is also to prepare the user for the changes of routine
by illustrating the trip using brochures, photos, videos, etc.
A last consideration is that, often, things might not go as
expected, thus the trip should be planned with flexibility so
to consider last minute changes of planes, i.e., alternative
destination, activities and so on.

The site [19] encourages families with people with ASD
to travel around the world; it provides interesting hints for
travelling, e.g., how to let a person with ASD pack his/her
luggage, interesting destinations and hotels, and so on. It also
states that the benefits of travelling outweigh the problems
one will face. For instance, travelling provides a hand on
experience on some topics which are studied in books at school
(also normal people would benefit from it). Mathematics for
calculating money exchange or tips, art by visiting museum
and galleries, geography by physically moving from a city to
another, literature by visiting homes of famous authors, and
so on. It increases flexibility not only in the daily routine but
also in the dietary restrictions by encouraging the experience
of tasting different food, in the interaction with other people
by enhancing social and language skills, in raising family
bondings, etc..

B. Website usability and accessibility for people with ASD

An interesting reading [20] is provided by Jamie Knight,
autistic developer and senior accessibility specialist: he dis-
cusses on cognitive accessibility and provide some practical
guidelines.

While the Web Content Accessibility Guidelines, WCAG
1.0 and WCAG 2.0 [1] represent the international standard
reference model in this research domain, different practical
and operative guidelines have been proposed [1] [2] [20]-[21].
Given that most of them consider similar aspects, we have
analysed and summarised all of them in the following list:

a) Graphical layout: Users with ADS may easily be
distracted by secondary contents, thus webpages should be
very simple and should not contain information, images,
frames that create distractions. The page layout should be
consistent throughout the website. Images and white space
should be copiously used in order to focus the user attention
and to simplify the concepts absorption. Background sounds,
moving text, blinking images and horizontal scrolling should
be avoided.

b) Structure and Navigation: The website should have
a simple and logical navigation structure, links should be easy-
to-access and to find, and few options should be given in order
to avoid the user confusion. The navigation inside the site
should be limited by three clicks. Each page should contain
the navigation information and navigation buttons at the top
and the bottom of the page.

c) Fonts and colours: Words should be easily read-
able, thus should usually be written in plain Sans-serif fonts
(e.g., Verdana) of at least 12 points. To emphasise words,
bold should be used. The choice of the right color is very
important, people with ASD may avoid the navigation in sites
with particular predominant colours, e.g., red. Foreground and
background colours should have sufficient contrast but not too
much, some ASD users find e.g., that black on white, is too
visually stimulating.

d) Language: The language should be simple and
precise so that it does not create ambiguity, secondary and
irrelevant information should be avoided. The text should be
short and self-contained. The words should refer to things that
“can be seen”, acronyms and abbreviations, together with non-
literal text, and jargon should not be used since people with
ASD literally interpret the text content.

III. SPECIALISING THE GUIDELINES FOR AUTISM

The guidelines proposed in previous subsection II-B define
a set of general features; in this section we specialise them,
integrating new features, specific for the ASD characteristics.
We list them, following the four aspects introduced above:

Graphical layout: Limit the text to very few, simple
sentences, and add many images in a PECS-like style so to
describe concepts and actions through sequences of images.
This is the most important feature, i.e., the copious use of
images throughout the site, in order to transmit all messages.
Repeat concepts, and in the homepage write a sentence that
let the user feel it navigates in its “own” site.

Structure and Navigation: Use simple and sketchy sym-
bolic pictures. If the site is directed to a group of young users,
add, when possible, some simple games to involve the user,
and also to check his/her level of attention.

Fonts and colours: Write sentences in bold, of big size and
uppercase.

Language: Use simple and minimal sentences, and illus-
trate concepts through images, and not though the written text.

To summarise, the main feature that we think should be
added is the use of many figures to explain situations, illustrate
actions, etc.. This choice is based on an Augmentative and Al-
ternative Communication (AAC) approach that is widely used
to improve standard communication. Moreover, we enforce
the involvement of the user on the site navigation by adding
sentences that personalise the site, and by adding games that
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increase his/her curiosity. As we will describe in Section V,
this choice has been proved to be winning in our testing phase.

IV. SCOPRIRIETI: A TOURISM WEBSITE FOR AUTISTIC
USERS

As we have mentioned in the previous Section II, there are
sites that provide tourism destinations for people with ASD,
or that give some tips on how to develop an autistic-friendly
website, however, we could not find sites whose aim was the
independent (or almost-independent) planning of a trip by a
user with ASD.

In [22], we have thus proposed the Scopririeti (literally,
“Discover Rieti”) site [23], an autistic-friendly site, that the
user may use to simply search information, or, what is more
interesting, to independently choose one among different possi-
ble destinations of a one-day tourism trip in the neighbourhood
of Rieti, an Italian town in the north of Rome.

A. The website structure
While developing the site, we made sure that it met all

the accessibility and usability standards we have presented in
Section II-B and Section III. We did this in collaboration with
therapists and operators of the centre Nemo in Rieti, which
hosts different users with neurological and physical disabilities.

Graphical layout. The page layout is essential and simple
so to be enjoyable and comprehensible. The background is
white and it has just some simple bars in a flexible colour
(blue and orange), so to avoid too much contrast on the
colour, and thus prevent visual discomfort. The header of the
website contains typical standards such as the logo, the primary
navigation menu and the search bar, as shown in Figure 1. We

Figure 1. The header bar of our website. The menu contains four main
items: nature, sport, history, and religion.

have inserted many pictures and photos in order to increase
the full comprehension of the site content, which is simple,
repetitive and synthetic. We have also followed the guidelines
and the suggestions proposed by the therapists, and we have
included travel itineraries that well suited the users. In the
homepage we have written a sentence “Sei un ragazzo del
Centro Nemo? Questo sito è stato realizzato proprio per te”
(Translation: “Are you a guy of the Nemo center? This site has
been developed for you”) that would let the user feel happy
to navigate inside his “own” site.

Fonts and colours. We have used simple fonts, big size
and uppercase for letters in order to facilitate the reading (see
Figure 2. Translation: Discover several new places of Rieti and
organise a tour with your friends or your family. What do you
like?).

Language. The language used is simple, sentences are
minimal and do not contain acronyms or abbreviations (see,
e.g., Figure 2). Note that, the site is in Italian since it had

Figure 2. The fonts.

to be accessible by Italian disabled users. We have preferred
to illustrate all the tourism experience with a sequence of
pictures, rather than with some text (see the entire home page
in Figure 3). This prepares the user with ASD to a sequence
of practical experiences and actions which he/she has already
visualized and pre-processed, and thus reassures him/her.

Structure and navigation. The site is organised in at most
four levels. From the logo, the user can go back to the
homepage. In some pages, there is a back command. We
have not included pop-ups in Javascript, background sounds,
moving images so to avoid sensory annoyance.

The user may navigate from the homepage to the secondary
pages by clicking (a) on the images or (b) on the green smiles
below, or from the main menu in the header (see Figure 3).

Figure 3. The homepage.

We have discussed with the psychologists, and opted for
the use of simple and sketchy symbolic pictures. The idea is
that if a user with ASD sees a picture with a bike inside a
bike trail (see Figure 4) s/he will conclude s/he can practice
this sport.

In the homepage, the user faces a decision “Cosa ti piace?”
(“What do you like?”), and has to choose one of the four
itineraries, each of one has the same structure and contains: a
simple question, an image that represents the general content
of the page, links to pictures, videos, four images that link to
subsections which include information on where it is located,
how we can go there, what can we do there, and what to bring
(see Figure 4). All these links can be used to prepare the user
to the trip by visualising in advance a map of the location, the
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Figure 4. A bike trail tour.

way the trip will be done (by car, by bus, with relatives, etc),
how to behave, and what to see. The last link, a backpack,
contains instructions on how pack it and what to bring on that
specific itinerary (see Figure 5).

Some sections contain some games, in which we can check
the level of attention of the user. There are questions as: “Have
you seen this image during the itinerary?” and so on (see
Figure 6).

Finally, at the end of most of the pages we can find a print
command (“stampa la pagina”) and a back command (“torna
indietro”), see Figure 7.

Itineraries. We have chosen four possible itineraries, for
a one day tourism trip in the neighbourhood of Rieti and the
options are: nature, sport, history, and religion. These topics,
well fit these users since people with ASD like to explore
quiet and relaxing places (nature and religion), love to move
around (sport), are very good at memorising dates and images,

Figure 5. What to bring in the backpack.

Figure 6. A partial screenshot of the game, Sı̀, No (literally Yes, No).
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Figure 7. A print and a back command.

and often like to take pictures (history). As we will mention
in Section V, all these itineraries have all been very much
appreciated by the users of the experimentation.

All these itineraries can be done in one day, having as a
starting position the centre Nemo, and given that some are
urban tours we have pointed out known places inside town to
facilitate the comprehension of the destination location.

V. EXPERIMENTAL RESULTS

We first describe the methodology we have used and we
then illustrate our experimental results.

A. Methodology.
The development of the Scopririeti (literally, “Discover

Rieti”) site [23] has followed different steps:
Collection of medical material.
The first phase was the search for the medical material

on the specific disability, and the study of the characteristics
that define these specific users. This is important both to well
meet the accessibility requirements, and for the choice of the
appropriate content for the site.

Literature survey.
In the second phase, we have collected all the information

about usable and accessible websites for users with ASD, and
we have proposed some new interesting features that the site
should include (e.g., pictures, games, etc.)

Interviews.
In the third phase, one of our group members (Elisa) has

interviewed a group of specialised therapists and professionals
of the centre Nemo of Rieti, Italy. This centre hosts people
with different neurological and physical disabilities. Elisa has
collected information about the different disabilities and about
the limits and expectations one could meet while developing
the site. She has also participated to different meetings in
order to analyse the methodology used by the professionals for
approaching these users. What we have realised in this phase
is that the site had to be developed for users which were not
“too much serious”, given that it is not easy to include users
with big behavioural problems in tourism activities outdoor.
Thus, we have developed our site for users with non-serious
or mild disabilities, that had some elementary ability with the
use of a computer and with reading.

Website development.
The forth phase was the development of the website

applying the four categories of guidelines (discussed in sub-
section II-B and in Section III), and the hints and suggestions
collected in the two previous phases.

Preliminary test on a single user.
The fifth phase was a preliminary test on a single user. We

wanted to ensure that the site had been appropriately developed

and was comprehensible. We have collected the impressions
both of the user and the therapist that was following the
meeting. We have thus accordingly adjusted and improved the
site.

Test on a group of 9 users.
In the sixth phase, we have then presented this new version

to a wider set of users which were first instructed, and were
then left free to navigate and explore the site. We have then
collected their impressions.

Assessment questionnaire.
The last phase, was the collection of the impressions from

the relatives of the users by an assessment questionnaire.

B. Outcomes of the tests and of the assessment questionnaire.
We have tested the site with a set of 9 users (1 female and

8 male) with non-serious or mild disabilities, with different
backgrounds and general expertise, with some computer skills,
and with some interest on this touring activity.

Disabilities. Our 9 users (whose names have been omitted
for privacy reasons) had the following disabilities:

• U1 (19 years old), U2 (18 years old), and U3 (18 years
old)
ASD and medium mental retardation;

• U4 (19 years old)
ASD and mild mental retardation;

• U5 (14 years old), and U6 (15 years old)
Asperger syndrome;

• U7 (22 years old) ASD and psychosis;
• U8 (15 years old)

medium mental retardation
• U9 (17 years old)

mild mental retardation.

We have excluded from this group users with serious
mental disabilities.

Computer skills. All the users had some basics skills on
how to use the computer. Depending on the skills, we have left
the users to either autonomously navigate, or we have partially
helped them. Some have been able to type the name of the site,
others have found it already opened. We made sure that could
navigate without external distractions.

Test results. We have tested the site with one user at a time.

• User U1 has shown very good computer skills; she
was able to autonomously navigate inside the site; she
has chosen the historical itinerary, and has navigated
inside it in a non sequential way, being intensely
involved. She has spent a lot of time looking at
pictures and videos.

• User U2 was able to autonomously navigate; he has
shown interest for the religious itinerary, and, in
general, for the preparation of the backpack in all the
different itineraries.

• User U3 was almost independent in the navigation
phase. He chose the historical itinerary, and got so
involved by looking and photos and videos and com-
pleted the test saying “I want to go there!”. He really
liked the proposed games.

• User U4 has navigated inside the sport section; he
has intensely observed pictures and videos, and has
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autonomously discussed which places he had already
explored, and which were new.

• User U5 has shown very good computer abilities. He
has chosen the historical itinerary, and has explored
it following the sequential sequence, observing all
the pictures, and enthusiastically playing the proposed
games.

• User U6 had more difficulties on the use of the
computer; thus he had found the homepage open. He
has chosen the naturalistic itinerary which he had
already visited with the school. He has intensively
observed all the pictures, and declared that he wants
to go back there with his family.

• User U7 has chosen the religious itinerary; he was
very curious about all the churches and saints (he did
not know about), thus asking many questions during
the navigation and observation of the photos.

• User U8 has chosen the naturalistic itinerary. He was
not very skilled in the use of the computer, thus
followed some verbal suggestions. He was enthusiastic
about the pictures of lakes, plant and animals. We
are not sure wether he has really understood all the
information, as, e.g., the location of the lakes.

• User U9 has chosen the historical itinerary; he was
enthusiastic about the pictures of the underground trail
and has declared he wanted to do it soon. Even in
this case he needed some verbal help, and we are not
sure he has completely understood all the information
collected during navigation.

To summarise, the result is that all the users were able
to complete the test up to the end. All the users, except a
couple of them, had previous navigational experience on the
Web, and were able to follow the itineraries and to use the
mouse. Figure 8 shows the percentages related to the chosen
itineraries. All the users were enthusiastic, and have really

Figure 8. The typologies of chosen itineraries.

liked the site and all the itineraries. In particular, the elements
they have preferred are: the pictures, an explanation on how to
prepare the backpack, the proposed games. All of them have
also asked questions about specific pictures, have discussed
the site contents, and some of them really wanted to try the
real itinerary right away. The use of the mouse facilitated the
navigation. We also tried to run the tests using touch screens,
but this seemed to complicate it.

As a limit, we have found that some users have shown
some small difficulties on finding the location of some specific
pictures, and on the sequences of some itineraries.

Assessment questionnaire. We have finally proposed an
assessment questionnaire to the families. We have first met

them and we have illustrated and shown the site. Some of
them had already seen it previously and had given suggestions
on the development of it. This project and the site have
been really appreciated, since relatives were happy to have
a site where their kids could “autonomously navigate”. What
emerged is that some of the itineraries were known, others
were new. Parents really liked the section on the preparation
of the backpack, and the indications on how the trip evolves in
order to stimulate their kids orientation capabilities. Globally,
the site has been really appreciated both for the contents and
for its graphical design, and parents have claimed they will
surely use it for future trips.

VI. CONCLUSION AND FUTURE WORK

In this paper, we analysed how an accessible and usable
website should be developed in order to be enjoyable by a
user with ASD. We have also considered, how such a user can
benefit of travelling around the world, and which tips it should
follow in order to be able to face in serenity the trip. We have
finally presented, an interesting accessible and usable website
we have developed for users with ASD. With this site, the
users were able to plan and almost independently decide the
trip they wanted to do. We have also shown the appreciation
results it has received while experimented on a group of users
with ASD. This work represented a pilot, prototypal project
and the encouraging feedbacks allow us to plan future work:

• validate the usability and the accessibility of the
website on a systematic analysis of data collected on
a statistically significant sample of users. This will
require: (a) the creation of new websites that will
use our conceptual model; they will contain as case
study other cities; (b) the definition of the features
of potential user profiles, in order to generating a
taxonomic analysis of the experimentation results.

• implement a mobile app, that will contain all the
case studies and will become a concrete tool for the
tourism; it should be an adaptive and ubiquitous app
able to follow the users on their trips. We will collect
all the information generated by the use of the app,
like navigation paths, user profiles, user preferences,
geo-localisations, etc.; the aim will be to analyse these
data and define a reference model for an adaptive, and
semantic app for the tourism of specific class of users.

• implement the social aspects, in such a way users
could vote their preferred pages, insert a personal
comment or share their trips and their experience.
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Abstract— In this paper, we are introducing a low cost and real 

time computer interaction technique with eye and head gestures 

along with voice commands, based on a standard webcam. 

Improving the accuracy of the cursor movement was one of the 

main challenges while building a system like this. We have 

applied Kalman filtering for smoothing the mouse cursor 

movement. The use of voice modality, along with head and eye 

gestures, made the computer operation more interactive. 

Calculations of our own defined heuristics were used to improve 

the accuracy of head and eye detection rate. We obtained 

remarkable results in eye blink detection, voice command 

accuracy, and cursor movement. This new multimodal 

technique, named “EYE POINTER” can be a useful system for 

the physically impaired people, such as amputees. 

Keywords—face and eye detection; image processing; eye 

focus point; voice commands; kalman filter; heuristics 

calculation; gestures; computer navigation; eye movement 

synchronization.  

I. INTRODUCTION 

Nowadays, human computer interaction is a vital concept 
for researchers. The computer mouse is arguably the most 
fundamental element that lets us interact with our computers. 
As the usage of computer has increased along with the number 
of users, the interaction devices should provide advanced and 
user friendly techniques. Rather than using traditional input 
devices which may not fit a varieties of users, researchers are 
working on multimodal input, such as eye gestures, voice 
commands and touch based interaction. 

 It has been shown that the Reaction Time (RT) latency 

of the hand is slower than the RT latencies of the eye and 

head when the subject had to make a button press response 

with either the index or middle finger of the right hand, 

dependent upon whether the stimulus occurred to the right or 

left of the control fixation point [1]. Figure 1 shows the 

response time for eye and finger in ms. 

The number of computer users is increasing every day. 

There is a large number of disabled people in the world that 

need to be taken into account. Among them, amputees 

(people who lost hands in an accident) and acheiropodia 

(born without hands and feet) [18] exist in great numbers and 

cannot have the facilities of using a computer because of the 

lack of having a pair of working hands. For people who do 

not have hands, there is no efficient solution to interact with 

the computer. Elderly people also face problems to use 

current input devices. Considering all these facts, we are 

introducing another technique to interact with a computer. 

We are only using a webcam and a microphone. The webcam 

is used to take the head and eye gestures and to synchronize 

the mouse pointer with these gestures. The microphone is 

used to take voice commands, which are interpreted as 

commands for the computer. As eye and head gestures, along 

with voice commands, are used to interact with computers, 

our system is fast and comparable with real time interaction. 

For the physically disabled people, this can be a way of 

interacting with a computer.  

 
Figure 1. Mean RT latencies of eye and button in both single and dual task 

conditions 

In our system, we have considered the standard resolution 
of the input image, so that the hardware cost is relatively low. 
The compensation of the lower resolution image is done using 
several filtering (median filter, Gaussian filter) and contrast 
stretching method. A former solution [2][3] was very 
expensive and did not provide all functionalities that we are 
providing in our system. We developed our own algorithm to 
detect eye and face more accurately only using a webcam. Our 
own developed voice commands were designed considering 
what human intend to perform through natural voice 
commands.  We introduced Kalman filtering for getting better 
accuracy of mouse pointer movement. We developed several 
gestures of the head (e.g., tilting head to the left, right, up, 
down and movement of the head to any direction) and eye 
(e.g., eye blink) as navigation methods, which are new in the 
research area. Therefore, we believe that our interaction 
technique will bring a new contribution to Human Computer 
Interaction. 

.  
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In Section II, the related works are described. Sections III 
contains some key terms that are defined throughout our work. 
In Section IV, the system overview is described. Section V has 
the major focus on the architecture of this system. Section VI 
contains evaluation and test analysis of the system. 

 
II. RELATED WORKS 

It has been found that musculoskeletal disorders due to 
computer work are directly related to ergonomic factors [4]. 
Traditional computer input devices have some difficulties. 
They affect the muscles in the human body in many ways. An 
inappropriate location of the computer can strain the 
shoulders. When the mouse and the keyboard are in such a 
place that someone needs to reach, then their shoulders extend 
forward and the shoulder blades rotate. Too much of these 
stretches of shoulder muscles causes spasm, fatigue, 
headaches and stiffness in the neck and shoulders. Long term 
effects may include severe shoulder pain and muscular 
imbalance [5][6]. Furthermore, any repetitive movement can 
result in a health problem called repetitive strain injury (RSI). 
Using a computer mouse for a long period of time is common 
cause of RSI in the wrist. 

Many input techniques have been introduced as solutions 
of these aforementioned issues of interacting with a computer. 
Most of the techniques propose an external hardware. People 
need to wear external hardware, such as head mounted devices 
or extra glasses to give gaze information [3]. Tobi 1750 [2] 
eye tracking device takes eye gaze information using inferred 
camera. There are three classifications of the infrared 
wavelength. IR-A, IR-B and IR-C. The International 
Commission on Non-Ionizing Radiation Protection’s 
(ICNIRP) statement on Far Infrared Radiation Exposure have 
concluded that mainly IR in the IR-A band in high intensities 
are hazardous to the skin and eye [7]. Moreover, these devices 
are expensive for the general people to use.  

Our solution is based on a simple webcam that does not 
use any infrared ray. It reduces the burden of carrying external 
devices. The cost of a webcam minimal compared to the other 
aforementioned interactive devices. Some computers, such as 
laptop, has a webcam integrated into them, so our system 
reduces the cost as well. The main challenge of this system 
was to work with a low resolution image that we can get from 
standard webcam. To fetch the required information from that 
input image, we used image processing techniques and our 
own algorithm. Another challenge was to design an interactive 
system that can interpret human intention. We have designed 
our voice commands in such a way so that it can predict human 
intention. 

 

III. PROPOSED SYSTEM 

Our system includes many interactive features which are 
very user friendly and easy to use. Our system provides whole 
computer navigation facility along with extensive features. We 
designed the system keeping in mind human cognition, 
intention and normal interaction techniques that a person 
follows while interacting in his or her daily life. Computer 
navigation is done by taking the movement information of the 
human head and eye and the commands are passed through 

voice input the same way a person expresses his or her 
intentions. The voice commands are also designed in a way 
such that a user need not memorize them, e.g., for moving 
mouse cursor the voice command is “move mouse cursor or 
move cursor”, which is very straight forward in regards to the 
human intention. Again, the cursor movement is smoothened 
using Kalman filtering [8], so that it gives the same kind of 
accuracy that a traditional mouse provides. We have proposed 
our very own heuristics calculation for face and eye detection 
purpose, which allowed the system to detect face and eye with 
a very high accuracy rate. 

To understand our system, the following keywords 
descriptive knowledge is necessary:   

 
Fixation or visual fixation is the maintaining of visual gaze 

on a single location. Whenever someone finds something of 

interest, his eyes fixate in that direction. 

    

ROI (region of interest) [9] is the selected region of 

information among several regions of information. Here, the 

facial position and the possible eye position is the region of 

our interest. It is used to estimate visual interest information. 

We have calculated the ROI using our own heuristics.  

 

Eye and head movement refers to voluntary or involuntary 

movement of the eye and head, helping in acquiring, fixating 

and tracking visual stimuli. The path followed during the 

movement of eye and head is the movement path. We are 

using the eye and head movement calculation to synchronize 

the mouse cursor movement with it. 

 

Image enhancement technique includes several image 

preprocessing methodologies. This is a very important step 

for image processing and noise removal. This enhancement 

technique usually varies from application to application. For 

image enhancement, some key processing includes, i.e., 

filtering (Median filter, Laplacian filter, Gaussian filter, 

Weighted average filter) [10]. As we worked with low 

resolution images, we needed several enhancement 

techniques to compensate for the noises.  

 

Kalman filter [8] is a recursive process that works in real 

time. It works on noisy observation of data like Gaussian 

noise. It is largely dependable on feedback. Kalman filtering 

is used to improve targets tracking, robot localization etc. It 

takes previous data and the current actual measurement and, 

based on the previous data, it predicts an optimal solution. 

Here, prediction and correction is determined by the gain 

factor.  

If Measurement accurate > gain high (Kk) > observation 

dominate the filter response.  

Or if Measurement noisy > gain low (Kk) > observed position 

considering estimated / predicted position is considered for 

filter response.  
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Some basic equations of Kalman filter are shown in Figure2. 

 
 

Figure 2. Equations of Kalman Filter 

          The time update equations can also be mentioned as 

predictor equations, while the measurement update equations 

can be mentioned as corrector equations. The final estimation 

algorithm resembles that of a predictor-corrector algorithm. 

 

IV. SYSTEM OVERVIEW 

The whole system is divided into two modes, i.e., “cursor 
control mode” (for navigation purpose) and “multi-mode” (for 
performing multipurpose operation). 

The first mode is named the Cursor control mode. In this 
mode, the user can simply navigate throughout the computer. 
The user can move the cursor with eye and head gestures. 
Here, basic voice commands are implemented to do click 
options. The user can single click or double click or right click 
in this mode. They can perform click events with voice 
commands, as well as with eye blinks. Eye blink detection 
algorithm is used along with certain time threshold to do the 
click option. There is a specific voice command to activate the 
cursor control mode. If a user activates this mode, an 
activation confirmation feedback (e.g., cursor control mode is 
activated) will be returned from the system. In this mode, 
several operations can be performed, such as movement of 
mouse pointer, maximize or minimize windows, navigate 
throughout different folders, open and close 
programs/applications, control mouse pointer 
synchronization.  

The second mode is named Multi mode. This mode is 
mainly introduced for multimedia purposes. After activating 
this mode (through voice command), voice confirmation 
feedback will be generated. Different voice commands are 
introduced here for different multimedia purpose. Here, we 
can watch video clips with gestures. We can fast forward the 
video or rewind the video using facial gestures. Other voice 
commands are introduced to do different tasks. There are voice 
commands for adjusting the volume or for watching full 
screen. There are commands to stop, play and pause the video. 
So, now, the users can enjoy and express their desire in a more 
flexible way. In this mode, the user can also view photo 
albums using head gestures. The user will be able to read 
document files by sliding it up and down using gestures. So, it 
makes the reading a more flexible and interesting technique. 

  
 

V. SYSTEM FUNCTIONALITIES 

Here, we describe our system functionalities and 
methodologies to implement them. The common 
functionalities are divided into 3 parts: 1) Navigation through 
eye and head movement, 2) Reading and multimedia control 
through different head and eye gestures, 3) Different 
operations through voice commands. Figure 3 shows the entire 
architecture. 

 
 

 
Figure 3. System Architecture 
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The process begins with taking an input image from an 
ordinary webcam. As the main challenge in this research is to 
work with standard resolution image, we have considered the 
image resolution as 800x600. The frame rate is set to the 
standard 30 fps. The webcam is set on top of the monitor so 
that the face of the user can be recorded. 

 
1) Navigation through eye and head movement:  

       To implement this functionality, face detection 

methodology is applied by using Viola Jones algorithm 

[11][12]. It is a machine learning based approach. This 

technique employs a Haar-features (digital 

image features used in object recognition) based approach, 

which makes the rapid and accurate object detection 

possible. In our case, we have used a sample dataset [13] 

which includes thousands of negative and positive facial 

image information. For enhancing the poor image, input 

taken by the webcam is converted into gray. After that, 

binary thresholding is applied on the input image. Then, 

transformation of the image is done using image pyramid. 

An image pyramid is a collection of images - all arising from 

a single original image - that are successively down sampled 

until some desired stopping point is reached. There are two 

kinds of image pyramids. We have used Gaussian pyramid 

[14]. Next, contrast stretching Histogram Equalization [10] 

methodology is applied to enhance the contrast of the image. 

Face detection is done on the input image afterwards. To 

detect the eyes, a heuristic calculation is applied to determine 

the possible area of the eye within the detected face region. 

This area is named as Region of Interest (ROI) (orange 

rectangle in Figure 4).  

  From Figure 4, the Y coordinate of point A(X, Y) is 

calculated by adding top of the face rectangle (yellow box) 

with face rectangle height multiplied by a scale factor. Here, 

the scale factor is user dependent. We have found that our 

chosen scale factor (3/11) gives the best result for any user 

sitting in front of the camera. Therefore, point A(X, Y) is 

determined when the X coordinate is equal to the X 

coordinate of the face rectangle and the coordinate is 

previously calculated. Accordingly, the X coordinate of 

point B(X, Y) is the addition of X coordinate of the face 

rectangle (yellow box) and face rectangle width, and the Y 

coordinate of point B(X, Y) is previously calculated. The 

search area size is approximated   by height:  height of the 

face rectangle multiplied by the scale factor and width: face 

rectangle width. Finally, the possible ROI area (orange box) 

is approximated from the value of point A(X, Y) and the 

search area size. The calculations are as follows: 

 

 
Figure 4. Face and Eye detection 

     For eye detection inside the ROI region (orange box), 

Viola Jones algorithm [11][12] is applied using a sample 

dataset matching of eye [15]. After completion of the 

detection process, synchronizing the mouse pointer 

movement with the head movement is needed. For that, we 

have considered a focus point calculation mechanism.  
From Figure 5, the focus point F(X, Y) is calculated using 

a heuristic value. The X coordinate of F(X, Y) is the addition 
of the X coordinate of face rectangle (yellow box) and half of 
the search area size width and the Y coordinate is the addition 
of the Y coordinate of A(from Figure 4) and half of the search 
area size height.  

 
The considered focus point is synchronized later as the 

mouse pointer.  Figure 5 shows the white dot point in 

between the two eyes which we have considered as focus 

point.  

 
Figure 5. Focus point 

        Screen movement area calculation is the base region, 

inside where we have taken the relative focus point 

movement. This area is the subdivision of the total screen 

resolution. The movement of the focus point inside this 

region is multiplied by a factor to interpret that point 

throughout the total screen resolution. As a result, the little 

movement of the focus point inside the region is interpreted 

as the cursor movement within the monitor screen resolution. 

Though this rapid detection and calculation process in real 

time is very much effective, there were some mechanical 

YCoordSearchEye = FaceRectangleTop + 

(FaceRectangleHeight x 3/11) 

StartingEyeSearchPoint = new Point (XCoordFaceRectangle, 

YCoordSearchEye) 

SearchEyeAreaSize = new Size (FaceRectangleWidth, 

(FaceRectangleHeight x 3/11)) 

PossibleROIEyes = new Rectangle (StartingEyeSearchPoint, 

SearchEyeAreaSize) 

FocusPoint = new Point (XCoordFaceRectangle + 

SearchEyeAreaSizeWidth / 2, YCoordSearchEye + 

SearchEyeAreaSizeHeight / 2) 

A B 

C D 

F 
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noises which resulted in some disturbance in the movement 

path of the cursor. We found a blinking effect of the cursor, 

which is the presence and absence of the mouse cursor due to 

noises. Therefore, the accuracy in the navigation process was 

negatively affected. To compensate for this we have 

implemented Kalman filter [8]: a set of mathematical 

equations that provides an efficient computational means to 

estimate the state of the movement. It supports estimation of 

past, present and future states and it can do so even when the 

precise nature of the modeled system is unknown. Finally, 

after applying Kalman filtering we obtained a very smooth 

movement path resulting in greater accuracy in the 

navigation process.  

 

2) Reading and multimedia control through different head 

and eye gestures 

For reading and multimedia control, we have defined 

several head and eye gestures. Different operations are 

introduced using very effective and easy to learn head 

gestures. The common operations are: scrolling documents 

and reading documents, viewing images and switching 

images, forwarding and rewinding videos, switching through 

folders etc.  

       From different gestures, we have used head up, head 

down, head tilt left and head tilt right. Figure 6 shows the 

different head gestures used in “EYE POINTER”.  

 
       Mouse click events were defined through eye blinks, 

whereas click events can also be triggered by voice 

commands. With proper setup and lighting conditions, eye 

blink activation triggers the click event.  

 

3) Different operations through voice commands  

A number of voice commands are predefined for different 

operations on the computer. The operations are: maximize 

window, minimize window, increase /decrease volume, close 

any window/program, zoom in/out, play/pause video, 

copy/paste/cut, single click, double click, right click, show 

previous window, eye blink detect activation on/off, cursor 

movement on/off, pointer sensitivity increase/decrease, 

pointer speed increase/decrease, show cursor coordinate, 

switch through different modes, scrolling up/down, show 

next/previous picture, full screen on/off and many more.  

 
VI. EVALUATION AND RESULT ANALYSIS 

Evaluating a system is a continuous process. We 

evaluated the system on a group of twenty people of different 

ages. Among them, 5 were aged between 15 and 20, 9 were 

between 21 and 40 and the others were above 40. They were 

given a particular task to do using our system. Their 

performance was calculated based on the following 

parameters:  

• Time to complete that task.  

• Number of errors made in a particular time.  

• Number of users making a particular error.  

• Number of people completing the task successfully. 

In real life, it was difficult to have real amputees as users 
to evaluate the system. So, during the experimental setup, we 
have chosen random people, who were restricted to use their 
hands for computer interaction. The task was to create a folder 
into a drive and copy a file from another folder which is 
located in another drive and paste it into that folder. In the 
experiment, we asked the users to do the task using the 
traditional mouse and then by using our system. 

At the very first stage of the evaluation, we did not use the 
Kalman filter in our system. For that reason the evaluation 
results were not satisfactory although we obtained a good 
accuracy rate of face (100%) and eye region detection 
(95%).However, the pointer movement accuracy was low. The 
blink detection rate was moderate. Users were facing problems 
in performing the tasks. Our system takes voice commands 
with a very high accuracy rate. So, they faced no problem 
while providing voice commands. The main concern was the 
less accurate movement of the pointer. The initial accuracy 
was approximately 60%.  

We faced an important problem while synchronizing the 
mouse pointer with the eye and head movements, as there was 
some noise in the movement path of the pointer. To 
compensate, we used the Kalman filter. This filter provides 
estimated values based on the previous values. So, this 
increased the accuracy of the pointer movement when some 
frames were still missing at the time of tracking. Issues due to 
missing frames were compensated by the estimated value 
calculation. So, the pointer movement became smoother. 
Accuracy increased up to 90%.  Table I shows the accuracy 
rates of the different functionalities of our system.  

 
TABLE I: ACCURACY RATE 

Feature  Accuracy 

Blink Detection  80% 

Voice Commands  95% 

Pointer Movement (Without Kalman)  60% 

Pointer Movement (With Kalman)  90% 

  
Previously, when the Kalman filter was not used, the 

average number of errors made by the users while completing 
the task was very high. However, after using the Kalman filter 

 
Figure 6. Different Gestures used in EYE POINTER 
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the error rate has decreased remarkably. This result is 
presented in Figure 7. 

 
Figure 7. Average Number of errors made by the users. 

 

Next, we repeated the experiment with the same group of 
people. This time the success rate was very high. Users were 
able to complete the task with a very high accuracy. It was 
found that the average time taken to complete the task was best 
for people aged between 21 and 40. Figure 8 shows the 
average time information. 

 

Figure 8. Average Time taken by the user 
 

 
 

Figure 9. Success Rate. 

 

In the final experiment, the number of people completing the 

task was very high. Almost everyone completed the task 

successfully. However, it is clear from Figure 9 that, before 

using Kalman, the success rate was really poor. 
  User overview and feedback after using our system was 

remarkable. People are always interested in using new 
technologies. Our unique system got the attention of everyone. 
They felt great interest in using our system.  

The voice commands were preferred by the users in our 
experiment. The commands are so simple to learn and 
remember. It feels like communicating with another person. 

There is appropriate feedback for the commands, so the users 
will get a real time experience of computer interaction. There 
is no extra burden of using external devices to pass commands.  
According to the user feedback we received, we proposed 

this user interactive system where, there is a scope of change 

if needed. 

 

VII. CONCLUSION 

Trying to build a system like “Eye Pointer” is not new 
Researchers were trying to build this kind of system for 
decades [16][17]. But now, the advancement and the 
availability of technology gives us an advantage. The 
availability of the latest dataset helped us build a low-cost 
system that is very effective. ”Eye Pointer” is an innovative 
approach while using these materials. This is a generic 
navigation system which makes the computer navigation 
technique a real time interactive process. The main focus point 
of this paper is to build a navigation system that is completely 
hands free with the cheapest cost possible. We have overcome 
many challenges in designing this interactive system such as: 
designing voice commands considering human cognition, 
increasing the mouse pointer movement accuracy rate, 
enhancing the detection capability of eyes and face, designing 
a system so that it can fit standard goals of a user. Our system 
is designed with the focus on disabled people. We have tried 
to give them a solution mechanism to interact with the 
computer. However, there are some limitations. Our blink 
detection can only work in the proper lighting condition. In 
case of voice input we have found that, in an environment of 
loud noises, our system takes wrong input. Finally, our future 
plan is to update our research so that our system can be an 
effective approach for any end user.   
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Abstract—This work-in-progress article aims to identify and
overcome procedural challenges that impede creation of
universally designed content for the Norwegian Broadcasting
Corporation’s website. Universal design refers to the design of
Web content for use by the widest possible population. This
article presents initial results gathered from current policies,
work practices and employee experiences. Preliminary results
show that editorial employees are unfamiliar with internal and
external guidelines regarding universal design of Web content,
in addition to believing that they, as editors, are not
responsible to ensure universally designed Web content. The
lack of internal guidelines regarding universal design of Web
content, and the employees’ lack of knowledge about these,
may act as a barrier to ensuring universal design in practice.

Keywords-universal design; accessibility; organizational
processes; Web accessibility; Web content; WCAG; ATAG.

I. INTRODUCTION

This article investigates current practices and workflows
regarding universal design of Web content and explores
editorial employee’s experiences at the Norwegian
Broadcasting Corporation. Universal design refers to the
design of Web content for use by the widest possible
population. The research will identify organizational issues
through investigating the editorial employees’ workflow,
experience and concerns regarding universal design when
creating Web content. The goal of the research is to
contribute to extend the findings of [9] and [17]. This article
asks, “How do editorial employees utilize current processes
and practices regarding universal design, and how can the
Norwegian Broadcast Corporation’s (NRK) publication
systems help editorial employees to create universally
designed content?” The result of the research will provide
recommendations for ensuring universal design in
organizational processes, policies and workflows.

The areas of protocols, metadata standards, individual
work practices and the development and use of stable and
reliable workflows are not exhaustively researched and
remain somewhat unanswered. Research has not yet fully
examined practices and workflows regarding accessibility
[13]. In addition to this, research has yet to investigate how
the editorial employees experience the content management
system, and how the editorial employees take universal
design into consideration when creating content for the Web.

The Norwegian Broadcasting Corporation (NRK) is a
non-commercial, government-owned broadcasting
organization that provides TV, radio and Internet content to
the population of Norway. NRK is the largest media
organization in Norway with approximately 3500 employees,
distributed across fourteen district offices. NRK is authorized
to engage in broadcasting activities under the Broadcasting
Act [11]. The Statutes for the Norwegian Broadcasting
Corporation [19] provides the purpose, activities, limits and
structure of NRK. Chapter two outlines NRK’s social
mission [15]. Most notably, that

• NRK should support and strengthen democracy [19]
(§12);

• NRK should provide sufficient information so that
the public can actively participate in democratic
processes [19] (§12a.);

• NRK should be accessible to the public [19] (§13);
and that

• NRK’s services should take into consideration
people with disabilities [19] (§13c.).

All these statements can be interpreted to underline the
importance of universal design of NRK’s products, in this
case Web content on NRK’s website.

NRK’s website is one of Norway’s most visited websites
[1] and is required to comply with the national regulations
[8] (§4) concerning accessibility and universal design of
websites and website content. The national regulations refer
to the Web Content Accessibility Guidelines (WCAG) 2.0
[20] as a measurement of compliance. Researchers argue that
these guidelines may not produce accessible Web content
[16].

Section 2 presents previous work on the subject in
addition to acting as a frame for the research. Section 3 states
the current problem and the research’s importance. Section 4
describes what methods will be used in the research, and
why the methods have been chosen. Section 5 presents the
preliminary results from current research. Section 6 presents
a conclusion that can be drawn from the results and discusses
future work that exceeds the scope of this research. Finally,
Section 7 describes the next steps and plans for the future of
this research.
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II. PREVIOUS WORK

Researchers argue that there are other factors besides
technical properties and usability metrics involved making
the Internet accessible, e.g., political, economical and social
aspects [2], and states that people, both users and workers,
and processes during development or creation of a product
should play a larger role in Web accessibility [6]. The
research of [6] suggests the British Standard BS8878 [3] as
accessibility guidelines that focuses on processes and
business.

III. STATEMENT OF THE PROBLEM

NRK’s website must adhere to the NRK policy [19], the
Broadcasting Act and national regulations regarding
universal design of ICT [8]. Norway has ratified the United
Nations Convention on the Rights of Persons with
Disabilities [18], which in Article 9 obligates the Norwegian
government to ensure access to information and
communications technology for people with disabilities.

The employees at NRK create digital print and
multimedia content daily. The editorial employees are
continuously revising news articles and pages on NRK’s
website, which makes content subject to constant change
according to different work practices. In addition to this, the
employees work in a fast-paced and dynamic environment.
The editorial employees are likely to work on multiple tasks
at once, and the cognitive effort of ensuring accessible
content may not always be considered a priority for the
editorial employees [12].

Content on NRK’s website is created through the content
management system Polopoly and rendering system
Panorama as seen in Fig. 1. Most of Polopoly’s
functionality is developed in-house at NRK. Polopoly stores
both textual content and metadata, over which the editorial
employees have control. Polopoly renders Web pages based
on text content and metadata. The editorial employees do not
control the rendering process.

However, these systems do not ensure universally designed
Web content for the end-user: Polopoly does not inform
about or aid the authors with creating accessible and
universally designed content. There has been no
investigation of the rendering tool, Panorama, and research
suggests that it may have an impact on the accessibility of
the content that is rendered [9]. Plug-ins for e.g., spell-check
and multimedia management may play a part in the
rendering process, suggested in research by [7] and [14].

Research shows that NRK’s website does not comply
with international accessibility guidelines WCAG 2.0 [20],
their content management system does not comply with
industry guidelines [21], and that consumers experience
usability barriers with the Web content’s structure, layout
and design [17].

IV. RESEARCH METHODOLOGY

It is important to first understand what current practices,
policies and workflows the editorial employees base their
content creation on, so that the research can inform relevant
theory. After exploring and explaining the current state of
content creation at NRK, the research can further inform or
extend on theory to ultimately assist editorial employees
create universally designed content for nrk.no.

In order to explore and explain the current state with
sufficient depth, qualitative methods will be used for data
collection. Qualitative methods are in addition suitable for
informing theory. This stage of the research will focus on
how the editorial employees interpret their environment and
tasks related to content creation. Data will be collected
through field studies/on-site observations and semi-
structured interviews with the editorial employees. This can
be identified as (participatory) action research, which is
suggested to be effective to bridge theory and practice, as
well as to consider and incorporate the editorial employees’
view [4]. Editorial employees will be sampled purposively
because it is only relevant to investigate the employees that
create content for NRK’s website.

Figure 1. A simplified model of how Polopoly and Panorama create content. Editorial employees create content in Polopoly content management system.
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Some themes from the interview guide are responsibility
and activities; interpretation of Polopoly as a Content
Management System (CMS); experiences with Polopoly as a
CMS; familiarity with Universal Design (UD); utilization of
UD (when creating content); the employee’s knowledge of
internal or external accessibility guidelines; internal
processes at NRK; and plain language.

The field study has been performed with one participant.
One researcher sat at the participant’s desk for the duration
of a whole work day while observing the participant and co-
workers involved while taking notes. The participant was
free to comment or elaborate at any time.

A qualitative interview has been performed with one
participant. The interview was audio recorded, transcribed
and analyzed for themes from the interview guide.
Information that came to attention, which was not a part of
the interview guide, created its own theme.

V. PRELIMINARY RESULTS

A. Technical Introduction of Polopoly

A technical introduction of Polopoly with the Technical
Team Leader for Development was conducted in order to
gain domain knowledge and to better understand
terminology and situations for the field studies and semi-
structured interviews. This introduction revealed that there
are numerous plug-ins connected to Polopoly, including
spell-check and media content management in addition to the
Panorama rendering engine.

B. Field Study

One field study has been conducted. An editor was
observed for five hours while creating a news article in
Polypoly. Relevant points and observation was collected.
The editor also made some general comments throughout the
session.

The field study identified that the environment was
generally hectic, but communicative and team-friendly as the
employees often walked up to other employees for advice or
consultation on matters. However, on few occasions one
editor’s workflow was being interrupted while waiting for
proofreading from another colleague. This caused delays and
uncertainty on a matter that had to be handled quickly. In
addition to this, NRK’s intranet solution was not being used
as intended – or at all. This has not proven to be relevant at
this time, but intranets may promote internal communication
[5] and might help tackle challenges with internal
communication.

Regarding universal design, an editor expressed
uncertainty of what a good alternative text to an image
should be. The editor was familiar with the term, and entered
a description on all images in the CMS. At the same time, the
editor expressed that “journalists would never enter
additional text content to multimedia content when creating a
news article” [22], in addition to suggesting that descriptions
could be used as alternative text to images, automatically by
Polopoly.

Similar to a discovery in the technical introduction, there
were numerous plug-ins connected to Panorama that editors

frequently used. As mentioned earlier, these systems may
interfere with the universal design [7] of the content.

C. Preliminary Interview

One semi-structured interview has been conducted. The
participant had no knowledge of internal NRK guidelines of
policies regarding universal design or accessibility other than
the NRK policy [19]. The participant also stated that
“information flow and inter-department workflow was often
time consuming and complicated” [22].

The qualitative interview revealed that the participant, an
editor, was familiar with universal design as a term.
However, it was explained exclusively as a requirement from
the law, i.e., national regulations [8]. In particular, the editor
did not know what WCAG 2.0 guidelines were or what the
national regulations regarding universal design of ICT
required [22]. Interestingly, the participant experienced
universal design of Web content as "somebody else's
problem" [22], referring to programmers as an example of
employees that were in charge of legal compliance with
universal design of content on NRK’s website. Researchers
argue that Web accessibility evaluation methods often
require technical expertise or knowledge, which can result in
unknowingness of when or how to use these evaluations
[10]. This may be the case for the participant, considering the
statement that other employees are responsible for universal
design compliance.

VI. CONCLUSION AND FUTURE WORK

The preliminary results suggest that there are three main
barriers hindering the creation of universally designed
content on NRK’s website. These are social barriers,
organizational barriers, and technology barriers. More
specifically, the lack of awareness about UD among the
editorial employees, organizational communication
challenges, and the lack of policies on UD of Web content
may be opportunities for change to ensure a more accessible
website.

Future work may include studying similar organizations
in order to identify if differences in organizational structure
has an affect on how editorial employees publish content
online.

VII. NEXT STEPS

A minimum of five editorial employees will participate
in the semi-structured interviews, and a minimum of two
field studies/on-site observations will be conducted.
Polopoly’s plug-ins will be subject of evaluation regarding
how they affect the universal design of Internet content. Data
collection will be completed by the end of February 2016.
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Abstract— This paper presents the design, development and 

evaluation of the interfaces of the CAPTAIN MEMO memory 

prosthesis that target mainly individuals who are showing 

early/moderate signs of Alzheimer’s disease. One of the major 

barriers that hinder Alzheimer’s disease patients using 

software application is its complex interface. In this paper, we 

present a set of design guidelines for accommodating changes 

which accompany the Alzheimer’s disease. Based on these 

guidelines, we develop the interfaces of the CAPTAIN MEMO 

memory prosthesis that meet the special needs of Alzheimer’s 

disease patients. The developed interfaces present the 

advantages that they are user-friendly, multimodal, enjoyable 

and configurable. The objective of this work is to promote 

accessibility to the target user. The evaluation of the interfaces’ 

accessibility is carried out with 24 Alzheimer’s disease patients 

who are living in an assisted living environment in Sfax- 

Tunisia. The primary results show that the majority of the 

users are almost satisfied with the developed interfaces. 

Keywords- alzheimer’s disease; memory prosthesis; user 

inetrfaces; multimodalities; speech-to-text; spoken interactions; 

touch; adjustable interface; design for all. 

I.  INTRODUCTION 

This paper presents user-friendly, multimodal, enjoyable 
and configurable interfaces that are developed for the 
CAPTAIN MEMO memory prosthesis [1]. 

In the VIVA project [2] (“Vivre à Paris avec Alzheimer 
en 2030 grâce aux nouvelles technologies”), we are 
proposing a memory aid, called CAPTAIN MEMO, to help 
users to palliate mnesic problems. It target mainly 
individuals who are showing early/moderate signs of AD 
(Alzheimer’s Disease).This prosthesis aims to enhance the 
well being of AD patients’ lives. 

AD patients present own characteristics that differ from 
other user groups, parts of them are related to AD and the 
other parts are related to the normal effects of aging. These 
characteristics impair AD patients to use standard user 
interface. Thus, the design of the user interfaces of the 
CAPTAIN MEMO memory prosthesis should suit AD 
patients’ specific needs to be accessible and easily used; 
becoming user-friendly interfaces. The CAPTAIN MEMO 
memory prosthesis tends to follow the “design-for-all” 
philosophy [1] that means considering not only intelligent 
healthy users who master technologies, but everybody of all 
ages and abilities, including the elderly suffering from AD. 

The CAPTAIN MEMO memory prosthesis provides 
multimodal interfaces. Indeed, the interfaces’ interactions are 
not restricted to traditional modalities. We add other 
modalities: audio, speech recognition and touch. 

We add humor and fun to the interfaces in order to make 
it attractive and seduce more AD patients to use the 
CAPTAIN MEMO memory prosthesis frequently. 

The interfaces are adjustable since the user can adjust 
text size and volume themselves. They can be adapted to the 
user’s visual and auditory abilities. 

The remainder of this paper is structured as follows: 
Section II gives an overview of the CAPTAIN MEMO 
memory prosthesis. Section III reviews the main 
characteristics of AD patients, including the changes related 
to AD and the changes related to the normal effects of aging. 
Section IV proposes a set of design guidelines which should 
be taken into account for designing interfaces dedicated to 
AD patients. Section V describes the implemented interfaces. 
In Section VI, we present the evaluation of the interfaces that 
it is conducted on 24 AD patients. In Section VII, we discuss 
some related work and describe how our work differs from 
the existing ones. Finally, in Section VIII, we conclude and 
we give some perspectives. 

II. OVERVIEW OF THE ONGOING CAPTAIN MEMO 

MEMORY PROSTHESIS  

This section gives an overview of the ongoing CAPTAIN 
MEMO memory prosthesis for persons who are showing 
early/moderate sign of AD.  

A. Basic Functionalities 

The CAPTAIN MEMO memory prosthesis supplies a set 
of services indoor and outdoor. We categorize these services 
into two categories: “Life Enhancing Services” and 
“Memory Refresh/Exercising Service”. 

1) Life Enhancing Services 
Life enhancing services can be categorised into the 

following four services: “Family/Entourage Show”, 
“Calendaring”, “Diary” and “Event Show”. 

The first module is called “Family/Entourage Show”. It 
reminds AD patients of their family members and their 
surroundings. It is also devoted to “remember things about 
people”, i.e., retrieving a person by navigation in the 
family/entourage tree, retrieving a person according to 
criteria, retrieving a person facing the camera, retrieving 
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information about a person (name, family or conviviality 
relationship, age, preferences, gifts exchanged, favourite 
meals, recent events, shared events, etc.). 

The second service is called “Calendaring”. It reminds 
AD patients of all daily activities that should be performed. 
The events can refer to information stored in the prosthesis 
such as photos to help the patient recognize the person he 
needs to talk to or the place he needs to go to. The reminder / 
alarm can be set to be passive or active. 

Another service is called “Diary”. It allows AD patients 
to document their important events and personal details (an 
electronic memory). The stored data may be selectively 
updated, retrieved and displayed at the convenience of the 
user. AD patients may interrogate this electronic diary and 
read what they have written before to refresh memory. 

The last service is called “Event Show”. It allows AD 
patients to take photo and video e.g., photo and video of 
people, places and events. The user is then given a chance to 
tag the photo or video with phrases that reminds them of the 
subject. AD patients can go back to the stored information as 
frequently as needed. 

2) Memory Refresh/Exercising Service 
This service is called “Biographical Quiz”. It aims to 

refresh the AD patients’ memory by quizzing the patient 
about information related to their family, surrounding, event 
and so on, e.g., What is the favourite meal of John? What’s 
your son’s favourite animal? Is Alice black-haired? Does 
Robert wear clothes (Adding humor)? What does your 
mother work?  After each question, the patient is asked to 
give the correct answer. The highlight of this service is that 
each patient has his/her own collection of questions linked to 
his/her private life. 

B. System Architecture and Used Technologies  

In this section, we present the system architecture and the 
technologies used to implement the CAPTAIN MEMO 
memory prosthesis.  

The CAPTAIN MEMO memory prosthesis is a semantic 
web application based on RDF ontologies and implemented 
in J2EE platform. We use the Jena API [3] and the SPARQL 
language [4].  

The CAPTAIN MEMO memory prosthesis is a 
distributed multitiered application, based on MVC [5] in 
J2EE platform.  Figure 1 shows the architecture of the 
ongoing system.  

 

Figure 1. System architecture. 

The CAPTAIN MEMO prosthesis consists of three tiers 
as it is distributed over three different locations: the client 

machines, the J2EE server machine and the data machine. 
We use Glassfish [6] as J2EE server and Apache [7] as 
HTTP server. 

The CAPTAIN MEMO memory prosthesis follows the 
MVC design pattern. The Model components represent the 
business logic (EJB). The View components (JSP) represent 
the interface that displays the processing results of the model 
components. The Controller (Servlet) manages the 
coordination between the Model and the View.  

III. CHARACTERISTICS OF ALZHEIMER'S PATIENTS 

In this section, we discuss expected changes which 
accompany the AD. In fact, interfaces devoted to AD 
patients are not that common [8]. The difficulty in using 
interfaces is one of the reasons why AD patients are not 
comfortable to use computer or software [8]. The design of 
the interfaces should suit the user’s needs [8][9] to be 
accessible and easily used. To adapt the interface to their 
needs; we first have to know their main problems. Compared 
to young healthy people AD patients suffer from AD-related 
changes and age-related changes, as shown in Figure 2. 

 

Figure 2. Characteristics of AD patients. 

A. Alzheimer’s Disease-Related Changes 

Disabilities related to AD can be grouped into four 
groups: memory impairments, cognitive impairments, 
personality changes and declining language abilities. 

Memory impairments - One of the most common 
symptoms of AD is memory loss [8][10][12][14], especially 
short-term memory or forgetting recently learned 
information. The semantic information is normally preserved 
in long-term memory [15], e.g., history and languages. 

Cognitive impairments - The cognitive ability is one of 
the functions to decline due to AD [8][12]. Cognitive is the 
ability to generate ideas, to think, to remember and to focus 
on. AD causes a decrease in cognitive abilities such as the 
level of intelligence, speed of information processing, ability 
to learn, reasoning, judgment, attention ability [16], ability to 
solve problem and concentration ability [16]. 

Personality changes - AD patients experience changes in 
personality. The National Alzheimer’s Association estimates 
that up to 40% of patients experience depression. They are 
anxious about technology [17] and may refuse to learn [18]. 

Declining language abilities - AD patients exhibit 
declining language abilities [14]. Indeed, early stage AD 
patients may substitute words that have similar meaning.  
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Moderate stage AD patients have increased difficulty in 
naming things.  

B. Age-Related Changes 

Most AD patients are elderly and thus have the usual 
limitations associated with aging [15]. Disabilities related to 
age can be grouped into six groups: visual impairments, 
hearing impairments, mobility impairments, decent/no 
computers skills, decent/no of literacy skills and declining 
speech abilities. 

Visual impairments - Old people experience a decline in 
their vision [10][16][19]. Aging is accompanied by a loss in 
visual acuity [8][10][20], decline in peripheral vision [19], 
decrease in dark adaptation [22], impairment of near-focus 
[15] including a computer screen [19], and decline in color 
sensitivity [17][19][22]. The Alzheimer’s association reports 
that over 60% of AD patients experience a decline in at least 
one visual capacity [14].  

Hearing impairments - Aging is related to declines in 
auditory acuity [15][16][19][20][21][22]. At the age of 65 
years, about 50% of men and 30% of women experience 
hearing loss [24]. Old people may suffer from another 
complaint that they can hear people talking, but they can’t 
make out the words [15]. They may also find it hard to 
understand synthetic speech [22].  

Mobility impairments - The mobility decline with aging 
[10][16][17][19][20][21][22]. Seniors with manual dexterity 
impairments have difficulties to operate with the mouse and 
keyboard. It is difficult for them to position the cursor if the 
target is small, and they have problems with control of fine 
movements. Because of the reduced motor functions, more 
errors occur during fine movements [16]. 

Decent/no computers skills - The elderly are not 
proficient in computer use and related technologies [17][20]. 

Decent/no literacy skills - The illiteracy rate of seniors 
aged 65 years and above are important. Besides, many 
seniors are literate; however they have basic literacy skills. 
They may not fully understand text-based information. Most 
seniors have difficulties with typing; they may forget how to 
write words.  

Declining speech abilities - Speech ability declines with 
aging [16]. Old people have problem in pronouncing 
complex words. Therefore, the speech input can be limited 
by voice tremors.  

Based on these changes, we strongly believe that AD 
patients will face difficulties if we adopt standard interfaces 
into the CAPTAIN MEMO memory prosthesis. Thus, in the 
next section, we propose a set of design guidelines for 
accommodating these changes. 

IV. DESIGN GUIDELINES FOR DEVELOPING INTERFACES 

FOR ALZHEIMER'S PATIENT 

In this section, we propose a set of design guidelines 
which should be taken into account for designing interfaces 
dedicated to AD patients. The guidelines are grouped 
according to changes identified in the previous section. Ten 
groups of accessibility guidelines are created. They are 
categorised into AD-related guidelines and age-related 
guidelines. 

A. Alzheimer’s Disease-Related Design Guidelines 

This section proposes some practical design guidelines to 
accommodate the AD-related changes identified before. 

Memory impairments - The interface should give a 
feedback after every action [10], use short messages 
[10][20], support users in their interaction e.g., through a 
speaking front end [20] and use consistent navigation 
throughout the website. 

Cognitive impairments - The information should be 
summarised and categorised semantically into short 
categories. The headlines should be displayed on the top of 
the interface [18]. Image and icon should be simple, 
meaningful and easy to understand [18]. Text should be clear 
and avoid abbreviation [19][20]. Links should be underlined 
to make them identifiable. The design should be simple [15] 
and only main information should be displayed [21][22]. The 
interface’s distracting elements should be avoided [18][21]. 
Multimodal solutions improve the accessibility and facilitate 
the comprehension [10][11][22].  

Personality changes - It is recommended to add fun and 
humour to the interface [23]. The wordings should suit the 
adults’ semantic field [13]. Error feedback messages should 
make it clear that the user is not the cause of the error [18]. 

Declining language abilities - We recommend reducing 
the need for keyboarding or entire text input. 

B. Age-Related Design Guidelines 

Some practical design guidelines are mentioned in this 
section, according to age-related changes. 

Visual impairments - the  interface should have an 
appropriate size of design elements and text [11], use at least 
12-points to 14-points type size [16][21] and 16-points for 
headings, avoid large blocks of bold or underlined text [19], 
use a left aligned text [18], put the ability of zoom in the 
interface [15][18][22], use a sans-serif font type [19] and a 
medium face type [18], use soft colors [19], avoid decorative 
fonts [10][15], maximize the contrast between foreground 
and background colors [10][18][19][21] and write main body 
in lower cases. 

Hearing impairments - It is recommended to use, by 
default, higher sound [18], increase the duration of sound 
signal [18] and place a volume control in an easy to find spot 
[10][18]. The auditory information should be spoken slowly 
[10], pause slightly after each statement [15], use male voice 
[18][21] and use natural speech [15][22]. 

Mobility impairments - The design should contain large 
targets for accurate selections [13], use an audio supported 
menu [11], avoid the use of scrolling [18][19] and pull-down 
menus [19] and use touch screens [16][18][21]. 

Decent/no computers skills - Special assistance in terms 
of navigation should be given [9] e.g., providing 
previous/next links [19], showing the current location and 
providing a web site map. It is important to have an easy way 
of inserting special characters [11] e.g., the “@” character. 

Decent/no literacy skills - It is recommended to use 
graphical metaphors or sounding when users cannot read 
easily [10][22], identify buttons by icons and labels [13], 
minimize the use of keyboard [13] and use the speech-to-text 
mode for typing. 
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Declining speech abilities - Acoustic models specialized 
for elderly should be used for the speech-to-text mode [21].  

Based on these design guidelines, we develop the 
interfaces of the CAPTAIN MEMO memory prosthesis. 

V. THE DEVELOPED  INTERFACES OF THE CAPTAIN MEMO 

MEMORY PROSTHESIS 

In this section, we present the developed interfaces of 
CAPTAIN MEMO prosthesis for persons who are showing 
early/moderate sign of AD. The developed interfaces are 
user-friendly, multimodal, enjoyable and configurable. 

We use a sans-serif font type (Arial), a medium face type 
and by default, 12 pt to 15 pt type size for displayed texts 
and 25 pt for headings. We use a black font on orange 
background to maximize the contrast between foreground 
and background. The main body is written in lower cases. 
We provide large buttons and images. Graphical metaphors 
or images are used to facilitate understanding text-based 
information, e.g., the use of the key metaphor associated to 
connection step in Figure 3.  

 

Figure 3. Graphical metaphors to facilitate understanding text information. 

We put the ability of zoom in the family tree. We provide 
large nodes identified by using pictures and labels, as shown 
in Figure 4. To ensure the simplicity of the design, we 
display details only on demand. We display the details of the 
node which is selected. Clicking on a node allows it to be 
bigger and distinguishable from the others. 

 

Figure 4. Identifying nodes of the family tree by using pictures and labels. 

Different modalities are employed. The input modalities 

include speech-to-text, touch and pointing device + 

keyboard. The output modalities include vision and 

voice/audio.   

We provide two modalities for typing: the traditional 

mode and the dictation or speech-to-text mode. We give the 

possibility of alternating between modalities. We reduce the 

need for keyboarding or entire text input. We provide 

choices to select from a dropdown list as possible. 
We provide feedback after every action. We use two 

modalities of feedback: vocal and textual. The text and audio 
feedback have the same message. We use easy to understand 
and short messages. We use different tones for errors and 
successful entries.  

We add an old parrot to the interfaces, which is known 

for intelligence, fun and especially for the ability to imitate 

human voices. We resort to funny sentence for both textual 

and vocal message. We use droll emoticons. 
We add an auditory background to the interfaces in order 

to support the users in their interactions. We use a male voice 
and natural speech. We use, by default, higher sound for 
delivering the auditory information. The auditory 
background can turn on or off. 

The interfaces are adjustable. We let the users adjust text 
size and the volume themselves. 

The interfaces are implemented in three languages: 
French, English and Arabic. Figure 5 shows an interface 
presented in Arabic language. 

 

Figure 5. An interface presented in Arabic language. 

Finally, we have to evaluate the developed interfaces 

with AD patients. The next section elaborates the results. 

VI. TESTS AND EVALUATION 

The evaluation of the interfaces’ accessibility and ease to 
use is carried out with 24 AD patients who are living in an 
assisted living environment in Sfax- Tunisia (Street Manzel 
Chaker km. 8). The participants have an average age of 64 
years – the youngest is 55 years old and the oldest is 78. 
Most patients have AD in early/moderate stage. Their 
profiles are summarized in terms of age, stage of AD, 
difficulties in vision/hearing, computer skills and literacy 
skills. 
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This study was performed from July 2015 for about two 
months. Tasks were performed on tablet PC. A stylus pen is 
used to input commands to the touch-screen. The 
questionnaire covers five dimensions which include: 
“Overall Reaction”, “Visibility”, “Speech-to-text”, 
“Terminology” and “Auditory Background”. A five point 
scales are used: strongly disagree (1), disagree (2), neutral 
(3), agree (4) and strongly agree (5). Table 1 summarizes the 
results and the mean score for each dimension.   

TABLE I.  SUMMARY OF THE QUESTIONNAIRE’S RESULTS 

Question  (1) (2) (3) (4)  (5) Mean 

OVERALL REACTION (overall mean=4) 

Are the interfaces easy to use?  3 3 5 9 4 

Is it easy to learn to use the 

interfaces?  

 7 3 10  3,15 

Are the interfaces funny-to-use?   1 3 16 4,75 

Are you satisfied about the 

interfaces? 

 3 3 3 11 4,1 

VISIBILITY (overall mean=4,75) 

By default, can you read the main 

body? 

 4  4 12 4,2 

By default, can you read 

headlines?  

   2 18 4,9 

Is the ability to adjust text size 
useful? 

    20 5 

Are images large enough?    2 18 4,9 

SPEECH-TO-TEXT (overall mean=3,8) 

Is the speech-to-text mode 
helpful? 

5   4 11 3,8 

TERMINOLOGY (overall mean=4,72) 

Are the command names 
meaningful? 

   2 18 4,9 

Icons are easy to understand?   2 3 15 4,65 

Is the use of text labels improves 

the icon’s interpretation? 

    20 5 

Are error feedbacks helpful?  4 2 1 13 4,15 

Are informative feedbacks 

straightforward? 

   2 18 4,9 

AUDITORY BACKGROUND (overall mean=3,825) 

Is the voice speed reasonable? 6   10 4 3,3 

Are vocal feedbacks useful? 6 2   12 3,5 

Are spoken interactions helpful? 6 2   12 3,5 

Is the ability to adjust volume 

useful? 

    20 5 

 

Only 20 participants fully complete all tasks. The others 
just start the first test. They say that they are too old and have 
no motivation in learning a new technology. Those 
participants are the oldest with AD in moderate /late stage. 
They have no computer skills. We call them “patient-
restricted users”. 

The overall mean score of the 5 dimension is between 3, 
8 and 4, 74. Overall, the results indicate that the users are 
almost agreed that the developed interfaces are accessible 
and easy to use. 

55% of all participants are strongly satisfied with the 
system. They say that they will use the CAPTAIN MEMO 
memory prosthesis frequently. Those participants suffer from 
AD in early stage, familiar with computers and have good 
literacy skills. 

25% of all participants say that it is easier for them to 
type with a virtual keyboard; since their voice volume is not 
enough to be captured by the device’s microphone. Thus, in 
the next iteration, we will use acoustic models specialized for 

elderly persons for the speech recognizer. Illiterate 
participants are very satisfied with the dictation modality. 

30% of all participants ignore totally the speaking front 
end since they don’t understand words. Thereafter, in the 
next version, we will use slower voice speed. 

VII. RELATED WORK 

In this section, we review some software application 

developed to support AD patients such as COGKNOW [25], 

AP@LZ [26], BACKUP MEMORY [27] and ARCUS [28]. 

COGKNOW and AP@LZ provide reminders to do specific 

activities according to a schedule. BACKUP MEMORY 

helps AD patients remember their families and/or 

surrounding. ARCUS is a virtual name directory that allows 

searching for names using cues. Table 2 gives a general 

comparison between the user interfaces of the cited 

applications. 

TABLE II.  COMPARISON BETWEEN INTERFACES OF APPLICATIONS 

DEDICATED TO ALZHEIMER'S PATIENTS 

 
COGKNOW 

(2007) 

AP@LZ 

(2010) 

ARCUS 

(2012) 

BACKUP 

MEMORY 

(2015) 

CAPTAIN 

MEMO 

(2015) 

V
isib

ility
 

Simple 

layout 
Yes Yes Yes Yes Yes 

Maximised 

contrast  
Yes Yes Yes No Yes 

Readable 

text 
Yes Yes Yes No Yes 

Large 

buttons 
Yes No Yes No Yes 

Large 

images Yes 

No 

images 

used 

No 

images 

used 

No Yes 

Modalities 

Touch, 

vision, 

audio. 

Vision, 

touch 

Vision, 

touch. 

Vision, 

touch. 

Vision, 

touch, 

audio, 

speech-

to-text, 

keyboard 

+ mouse. 

Fun No No No No Yes 

Configuration No No No No Yes 

 

Compared to related work, the developed interfaces of 

the CAPTAIN MEMO memory prosthesis provide more 

features than the other applications. In fact, only 

COGKNOW and CAPTAIN MEMO provide a good 

management of the screen’s elements. Second, the 

developed interfaces provide more modalities, which can 

increase the chances of comprehension. Finally, only our 

work allow user setting the volume and the size of the font 

and add fun to seduce AD patient to use frequently our 

memory prosthesis.  

VIII. CONCLUSION AND FUTURE WORK 

 This paper presented the developed interfaces of the 

ongoing CAPTAIN MEMO memory prosthesis, which is 

developed to assist individuals who are showing early/ 

moderate signs of AD to palliate mnesic problems. So, at 

the beginning, we discuss the expected changes related to 

the AD and the aging process. Based on these changes, we 
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believe that the interface plays a big role to ensure that AD 

patients can use the CAPTAIN MEMO memory prosthesis 

easily. To accommodate those changes, we propose a set of 

design guidelines for interfaces dedicated to AD patients. 

This set of design guidelines covers the main AD-related 

changes and age-related changes that might affect the 

accessibility of the interfaces. Based on these design 

guidelines, we develop the interfaces of the Captain Memo 

memory prosthesis. The developed interfaces present the 

advantages that they are user-friendly, multimodal, 

enjoyable and configurable. Afterward, a user satisfaction 

evaluation of the interfaces is carried out with 24 AD 

patients. The results confirm that the developed interfaces 

are easy to use and funny to use. The majority of the 

participants say that they will use our prosthesis frequently. 

Finally, we review some related work and demonstrate how 

our work differs from the existing ones. 

 Future works will be mainly devoted:  

 To integrate acoustic model specialized for elderly 

persons for the speech recognizer; 

 To use slower voice speed for the auditory 

background; 

 To add the haptic modality in order to offer a 

tactile feedback for the user ,which is a vibration 

that occurs when the user selects a button with 

his/her finger; 

 To add an audio supported menu. Speech should 

work not only for dictation when writing a 

message, but also for command; 

 To authenticate the users using the facial 

recognition modality; 

 To evaluate the CAPTAIN MEMO memory 

prosthesis with memorizing test. 
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Abstract— The need of a permanent and ubiquitous access to 

information is becoming increasingly apparent with the advent 

of new materials and the success of handheld devices. This led 

to the emergence of new paradigms in human-machine 

interaction, such as mobility and ubiquitous computing. The 

concept of user interfaces’ adaptation has several facets. It 

requires a dynamic modeling approach. In this context, our 

paper is about designing an evaluation experiment for context-

aware User Interface (UI). This evaluation is based on 

ergonomic rules proposed by experts. The non-contextualized 

ergonomics rules were adapted for the contextualized ones. In 

order to demonstrate context aware UI contribution, we chose 

to work on a critical area which is the medical field and 
especially on the diabetes disease. 

Keywords-Context-aware User Interface; User Interface 

Evaluation ; Ergonomic Rules. 

I.  INTRODUCTION 

With increasing of devices‟ variety number and their use 
in ubiquitous environments by various types of users, user 
interfaces‟ adaptation has become a necessity rather than an 
option. Existing systems lack the ability to satisfy the 
heterogeneous needs of many users. These needs also vary 
according to the context, where context comprises of 
environmental conditions, the characteristics of device used 
to interact with the application, and the user characteristics. 
There is a need for techniques that can help the User 
Interface designer and developer to deal with a myriad of 
contextual situations. Also, the user should be provided with 
the facility to have an adaptive interface that adapts to 
changing user needs. 

The final phase in the process of User Interface (UI) 
designing is the evaluation phase. Each created interface 
must be evaluated according to definite criteria. Several 
methods for user interface evaluation exist in the literature 
such as the work of Senach [1] or Grislin and Kolski [2]. 
However, we noted the scarcity or even the inexistence of 
those dedicated to contextualized interfaces.  

In this paper, we propose an initial version of 
contextualized interfaces evaluation using some ergonomic 
criteria proposed specifically for non-contextualized 
interfaces.  

We proposed in our recent works an approach for 
specification and generation of context-aware interfaces [3].  
In this paper, we will evaluate the obtained interfaces.  These 
interfaces are the interfaces of our application named 
DiaMon [3]. To test our approach, we propose DiaMon for 
monitoring of diabetic patients. Then, we conduct a 

statistical study with a medical team to evaluate our 
interfaces. 

This paper is organized as follows: Section II discusses 
some literature reviews of interface evaluation approaches. 
In Section III, we present our approach. It is illustrated, in 
Section IV, with an application called DiaMon that concerns 
the monitoring of diabetic patients suffering from 
hypoglycemia in a smart hospital. In Section V, we propose 
the ergonomic rules for context-aware evaluation. Finally, in 
Section VI, we present our contextualized user interfaces 
used for the experimentation.  

II. RELATED WORK 

Several methods for evaluation UI exist in the literature. 
Senach [1] classified the interface evaluation methods into 
two types: 

 Empirical evaluation methods (predictive): They are 
used to gather data related to user‟s behavior using 
the system. Such methods require a prototype or the 
real system. 

 Analytical methods (experimental): they aim at 
evaluating the design of the system and not the 
usage. The use of abstract representations allows 
predictions of performance that cannot be performed 
in a purely empirical approach [1]. 

Grislin and Kolski [2] distinguish three main evaluation 
methods: 

 The method centered on the opinions and/or user 
activities, 

 The method centered on expertise. These approaches 
are based on the judgment of experts in Human-
Computer Interaction (HCI) or on the evaluation 
forms or questionnaires classifying the qualities of 
an HCI. 

 Analytical methods based on HCI modeling. These 
approaches are typically used to perform inspection 
using objective metrics from a human task model or 
a screen pages description. 

In order to evaluate UI, some authors define some 
ergonomics rules. We can cite for example those proposed 
by Vanderdonckt [4] or Smith [5]. Ergonomics is the 
scientific discipline concerned with the understanding of 
interactions among humans and other elements of a system. 
Through our study, we distinguish three types of ergonomics 
[6]: 

 Physical ergonomics: represents the characteristics 
of human interaction with physical activity such as 
work posture, manipulation of objects, repetitive 
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movements, arrangement of the workplace, the 
health and safety of the user. 

 Cognitive ergonomics: is interested in mental 
processes involved in human interaction with the 
system components. It aims to analyze and verify the 
compatibility between the interface and the user. 

 Organizational ergonomics: focuses on the 
optimization of socio-technical systems, which are 
composed of the organizational structure, processes, 
cooperative work, communication and resource 
management. 

In general, the ergonomic knowledge is described as 
ergonomic rules used for the design and evaluation of 
interactive software. 

In the literature, there is a great variety of ergonomic 
rules. To facilitate the use of ergonomic rules for designers, 
analysts and programmers, more research has focused on 
their classification in categories called ergonomic criteria. 

Ergonomic guides were proposed. These include, for 
example Vanderdonckt recommendations [4], Smith [5] and 
Scapin [7].  

Scapin and Bastien [7] proposed eight ergonomics rules: 
guide, workload, explicit control, adaptability, errors 
management, consistency/coherence, significance of codes 
and names, compatibility. 

All these methods were used for non-contextualized 
interfaces evaluation. We combined several of these 
techniques in order to evaluate the contextualized interfaces. 
Before focusing on the resulting interfaces, we present in the 
following section, our approach to specification and 
generation of these interfaces. 

III. FORMAL APPROACH FOR SPECIFICATION AND 

GENERATION OF CONEXT-AWARE USER INTERFACE 

The objective of our research is to develop a global 
approach for specification and generation of context-aware 
interfaces in a medical field. Our methodology is based on 
the use of formal tools to cover gradually and consistently all 
stages, from the Human-Computer System (HCS) analysis 
and modeling to the generation of different graphic views. 

The first step in our approach, shown in Figure 1, is the 
detection of contextual information. Once the data are 
received from the sensor layer, they will be modeled and 
decomposed into a user model (we model here the different 
user‟s profiles), a platform model (we present here the 
various platforms hosted on our application and exploited by 
different users); and an environment model (it describes the 
various environment characteristics such as geographical 
location, schedule, etc.). This decomposition is based on the 
definition proposed by Calvary et al., [8]. In parallel, the 
analysis of the HCS is necessary. 

The second step consists in the user's task analysis 
specifying the sequence of actions to be performed. This 
analysis leads to the task modeling and the user 
requirements' identification. 

The third step ensures the context and task modeling. 
This will be accomplished via the Petri Nets (PN) database 
that contains structures and elementary compositions of PN. 

PN were proposed by Carl Adam Petri in 1962 and were 
considered as a promising tool for task modeling [9]. PN are 
a mathematically based formalism dedicated to the modeling 
of parallelism and synchronization in discrete systems. PNs 
are continuously expanding and are a suitable tool for HCS 
modeling. Initially, they were only used to describe tasks that 
were computerized. However, later, especially with the 
emergence of High Level Petri Nets, they have been used to 
model Human-Computer Interaction [10]. Formal modeling 
of the Human-Computer Interaction, with Interpreted Petri 
nets allows the identification of all necessary user 
requirements in each point of interaction [10]. 

The fourth step ensures the detection of the user's current 
situation. It aims to identify the pair of (Context, Task). After 
a critical review, established in our last paper [11], none of 
the approaches gives full consideration to the user's activity 
or the task to be accomplished. Thus, we have associated the 
user task to its context of use. All couples "context, task" are 
therefore, previously stored in a database. At a given time, 
the status of different models determines the current context 
of the user (Ci). The identification of the adequate task Ti 
requires browsing the database "context, Task". 

The fifth step provides the user interface specification. In 
this stage, user's requirements are identified in terms of 
interface's objects taking into account the ergonomic rules 
for the presentation of a mobile interface. 

The last step in this approach is dedicated to the 
interface's creation. More details are presented in [3]. 

We consider our approach as a formal one because we 
used formal tools (Petri Nets) for the analysis and the 
modeling of contextualized user interface. The use of a 
formal method to describe the behavior of a context-aware 
system allows us to deduct the properties of the system and 
the users‟ requirements in order to generate the appropriate 
and valid interface at a given time. 

After giving an overview of the advocated approach, we 
will present in the next section, our application called 
DiaMon. 

IV. DIAMON: A CONTEXTUAL USER INERFACE ASSISTING 

MEDICAL TEAMS FOR MONITORING HYPOGLYCEMIC PATIENTS 

The overall objective of our application is monitoring 
diabetic patients in a "smart hospital". Equipped with 
biological sensors implanted under their skin, the system 
periodically checks the patient's Glucose Level (GL). Thus, 
it regularly observes the patient's status to alert by mobile 
devices the medical staff in case of an intervention. 

The application is continuously connected to the 
monitoring system. While collecting information by the 
server, the system can, at any time, notices an unusual value 
of GL. That's why; an alert is displayed on medical teams' 
mobile devices. The user then has access to the patient's 
information for better intervention. 

Several problems can arise from such an application. For 
example, in case of urgent and immediate intervention, how 
to alert the medical team and how to generate valid and 
significant interfaces guiding the doctor/nurse to fulfill their 
tasks?  
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Figure 1.  Proposed approach. 

In case of hypoglycemic coma, how can we instantly 
notify those present in hospital to ensure a rapid 
intervention? And if the treating doctor is not present at the 
moment, how will the application interface adapt to the 
user's profile and his knowledge? 

First, the application must identify the user's profile 
taking into account his knowledge in diabetology. Secondly, 
DiaMon has to detect the platform used to adjust and display 
the interface's graphical components. Finally, it must 
consider the environment in which the user evolves such as 
geo location and time response. Furthermore, the interface 
must adapt according to GL value. The graphical interface's 
components will change from one value to another. The 
originality of our application resides in the way it is designed 
to be used by all medical team regardless of their specialty or 
status (specialist, generalist, emergency physician or nurse). 
DiaMon fits to its context of use. It takes into account the 
user task, its environment, its profile and its level of 
knowledge. In addition, the user requirements are adapted 
continuously for each situation. 

In this example, we are particularly interested in diabetes 
type 2. 

For a patient with type 2 diabetes, there is a great risk of 
hypoglycemia. The latter represents an abnormally low sugar 
concentration in the blood. Hypoglycemia can result in a 
hypoglycemic coma that may cause the patient's death. We 
can recognize hypoglycemia through several signs: nausea, 
stomach cramps, palpitation, headache, tremor, etc. 

Hypoglycemia may cause a hypoglycemic coma. This 
condition occurs due to a sudden onset of a state of agitation, 

muscle contracture, sharp reflexes and profuse sweating. 
Curative treatment of hypoglycemia depends on the patient's 
condition and his blood sugar. Two scenarios are possible: 
patient conscious or unconscious (Table 1) [12]. 

TABLE I.  HYPOGLYCEMIA CURATIVE TREATMENT 

Hypoglycemia with 

disturbance of consciousness 
Moderate hypoglycemia 

Condition : 
Blood glucose level between 
0.3 and 0.4 g / l. 
Unconscious patient 

Condition : 
Blood glucose level 
between 0.4 and 0.7 g / l 
conscious patient 

Treatment:  

Slow intravenous infusion of 
30 to 50 ml of 30% glucose 
solution, relayed by a slow 
infusion of serum 10% until 
patient wakes up. 
A slow intake of sugar (bread) 
is then recommended. 

Treatment: 

Re-sugaring orally: 15g of 
fast sugar (3 sugar cubes 
diluted in water or juice) 
followed by a slow sugar 
intake (20g bread) 
Wait 15 minutes and 
repeat the Re-sugaring . 

 
The two types of hypoglycemia treatment have a slow 

sugar intake (bread). In this case, we must consider the 
diabetics allergic to gluten (a substance into the bread). For 
this type of patients, it must replace the bread with gluten-
free bread such as rice our, corn or buckwheat. A diabetic 
patient may be allergic to fructose. In this case, we must 
avoid the three pieces of sugar and fruit juice in case of 
moderate hypoglycemia. The sugar must be replaced by 
saccharin, aspartame, maltose or malt syrup. 
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Our approach resulted in a tool which produces 
contextualized interfaces. DiaMon provides adaptable 
interfaces to user profile and its current environment. The 
following stage is the evaluation of these interfaces. The 
problem with existing evaluation work is that they are 
primarily intended for non-contextualized interfaces. So, we 
have adapted those criteria to evaluate our interfaces. 

The long term goal is to be able to propose new 
ergonomic criteria evaluation intended for contextualized 
interfaces. 

V. ERGONOMIC RULES FOR  CONTEXT-AWARE INTERFACE 

EVALUATION REGARDING NON-CONTEXTUALIZED INTERFACE 

The evaluation of an interface is primarily intended to 
verify the reliability, quality, usability and usefulness of the 
HCI. The evaluation of the usefulness is demonstrated by 
answering these two questions: (i) Does the HCI meet the 
specifications? (ii) Can the users accomplish his task? 

Concerning the usability of the HCI, it is verified by 
evaluating: (i) Efficiency: to achieve the expected result, (ii) 
User satisfaction, (iii) Ease of learning and (iv) Ease of use. 

These parameters can be evaluated through an 
experimental evaluation (observation, data collection, 
interviews and questionnaires) or an analytical assessment 
(usage scenario and expert judgments). 

In our research, experimental evaluation was conducted 
via questionnaire and analytical assessment was made via a 
scenario and expert questioning of the domain (pharmacists 
and doctors). 

These evaluation criteria mainly concern the non-
contextualized interfaces. We have noticed during this work 
the scarcity of ergonomic criteria for contextualized 
interfaces. However, some criteria proposed in the literature, 
have seemed interesting for the evaluation of dynamic 
interfaces. For example, we can mention the adaptability 
criterion regarding the ability of an interface to react 
depending on the context and the user's needs and 
preferences. 

In order to assess the quality and the reliability of our 
interfaces, several measures criteria were defined. For 
clarity, we have broken our evaluation criteria into two sets: 
the observable and unobservable criteria. 

A. Observable criteria 

The observable data consist in what the subjects have 
been doing during the simulation such as selecting tabs, data 
entry or changing icons. We can also consider the simulation 
start or the elapsed time. 

B. Non observable criteria 

These criteria can be derived through interviews, 

questionnaires or other data collection techniques. For our 

work, we choose to use the questionnaire technique. The 

development of our questionnaire was governed by 

ergonomic rules proposed in the literature. These rules can 

be applied on contextualized interfaces. 

We asked twelve participants to take part in the 
evaluation stage and go through the simulation platform 

then fill the survey. We have developed the interfaces of this 

scenario and we asked the participants to try them and 

answer the questionnaire. 

The participants were from different backgrounds and 

different range of age and experience. Some of them were 

generalists; others were diabetologists (private and internal 
to Tunisian hospitals), an emergency physician and two 

pharmacists. 

C. Ergonomics rules for context-aware user interface 

We modified ergonomic rules for non-contextualized 
interface to make them relevant for contextualized interfaces. 
Indeed, the existing rules do not take into account the user„s 
preferences, the environment in which he evolves and his 
current activity. 

First, we are interested in the adaptability criterion, 
proposed by Scapin. The original definition of this criterion 
is as follows: “The adaptability of a system refers to its 
capacity to behave contextually and according to the users‟ 
needs and preferences. The criterion Adaptability is 
subdivided into two criteria: Flexibility and User 
Experience.” 

We decomposed the adaptability into four criteria: 

 Adaptation to the user profile: The user interface 

must automatically adapt to the user's profile; 

 Environment adaptation: The user interface must 

adapt its content according to environmental data; 

 Adaptation to the user‟s knowledge: The user 

interface must identify the user's profile in terms of 

knowledge. It must provide the appropriate 

information to his level of expertise; 

 User preferences: The user interface must adapt its 

content to the user preference. 
Then, we focused on utility, ease of use, usability and the 

quality of UI criteria: 

 Utility: The user should be able to accomplish its 
task using its interface. The interface must satisfy 
the user; 

 Ease of use: The interface should be easy to use. It 
must be understandable and clear; 

 Usability: The extent to which a UI can be used by 
users to achieve specified goals with effectiveness, 
efficiency and satisfaction; 

 Quality: The information displayed in the interface 
must be relevant. 

The criteria have been modified as follows: 

 Utility of contextualized UI: The user should be 
able to accomplish its task using its interface and 
the UI should consider environment's changes. The 
interface must satisfy the user by automatically 
changing these components if the user‟s task 
evolves; 

 Ease of use: The interface should be easy to use for 
the user. It must take into account the user profile 
by adopting its components; 

 Usability: The extent to which a UI can be used by 
users to achieve specified goals with effectiveness, 
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efficiency and satisfaction in a specified context of 
use. The user's goals can change according to the 
current environment, so the UI must change. 

 Quality: The information displayed in the interface 
must be relevant, valid and understandable by the 
user. The information must be reliable and suitable 
to the display area of the mobile device. 

All these criteria are used in our evaluation experiment, 
in order to evaluate the contextualized interfaces. 

VI. EVALUATION EXPERIMENT  

A. Context-aware user interface for experimentation 

By applying our approach to our application, we were 

able to generate contextualized interfaces. This generation is 

done manually for the evaluation experiment.  Following the 

application of our approach, we got the interfaces 

specification. These interfaces were the subject of an 

experimental study. The majority of user interfaces 
evaluation work is based on ten to fourteen participants. We 

have succeeded in our work to test these interfaces on 

twelve doctor and pharmacist users.  

During the evaluation phase, we have set up a scenario 

that describes an emergency physician that rescues, in the 

ambulance, a diabetic patient with a hypoglycemic coma. 

We are inspired by the principles and general criteria for 

ergonomic contextualized interfaces to produce an 

evaluation questionnaire for DiaMon produced interfaces. 

The DiaMon first interface, shown in Figure 2, displays 

the patient‟s personal information, the type of intervention 
that can be committed, the patient‟s allergies and the 

glucose level. The information displayed to the interface is 

adapted to the users profile by indicating the most suitable 

intervention and patient‟s allergies; and the patient‟s status 

by indicating the GL. 

 

 
Figure 2.  Initial patient status. 

Once the patient glucose changes/increases, the alert 
message changes its position (displayed in the screen center), 
size and content. A message dialogue appears to alert the 
user to react (Figure 3). The interface‟s components change 

according to the environment‟s change. The alert and 
message dialogue adapts to this new situation (the change of 
Glucose Level). 

 

 
Figure 3.  Glucose Level change 

When a hypoglycemic coma occurs, a new message 
appears announcing the patient‟s condition. The GL values 
change and the type of intervention is adapted (from a patient 
conscious to an unconscious patient (Figure 4)). 

 

 
Figure 4.  UI for unconscious patient 

After testing our application, users answered a 
questionnaire. For more clarity and understanding; and in 
order to identify the exact view of our participants, we used 
the 4-point Likert scale [13]. Their responses were as 
follows. 

B. Results and analysis 

For the user profile adaptation, environment adaptation, 
adaptation to user‟s knowledge and user‟s preferences 
criteria, the following questions were asked: 

1. Does the GL label‟s change help you for your 
intervention? 

2. Is the appearance of the unconscious patient‟s 
label beneficial to you? 

174Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         190 / 457



3. Does the appearance of gluten allergy‟s 
information help you to avoid making mistakes 
in your intervention? 

4. Are the changes appeared in the interface   
beneficial for your contribution? 

For the first question (Figure 5), eleven person of twelve 
have affirmed the usefulness of the occurrence of the label 
containing the glucose levels in the patient during the user‟s 
intervention. 

 

 
Figure 5.  Appearance of GL label in the contextualized interface. 

In Figure 6, over than 65% of the users found that the 
appearance of an alert about the fainting of the patient is 
excellent, while less than 25% found it good and below 5% 
said it was an average. 

 

 
Figure 6.  A question about the appearance of an alert message. 

Regarding the question “what is the appearance of 
information “gluten allergy” was beneficial? 100% of 
participants affirmed that this information was necessary for 
the accomplishment of their tasks (Figure 7). 

 

 
Figure 7.  Appearance of information “gluten allergy”. 

For the last question, the majority (nine out of twelve) 
preferred the graphics components changes occurred in the 
dynamic interface. They have affirmed the advantages of the 
message appear on glucose levels and change of the 
intervention for the accomplishment of their tasks (Figure 8).   

 

 
Figure 8.  Graphics components changes in the dynamic UI. 

For the ease of use and the quality criteria, the users‟ 
responses were as follows: the contextualized interfaces 
seemed to fulfill the participants‟ satisfaction with six out of 
twelve said it was good and three out of twelve said it was 
excellent as shown in Figure 9. 

 
Figure 9.  Information displayed in context-aware UI. 
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Through this study conducted with doctors and 
pharmacists, we confirmed that contextualized interfaces 
meet the ergonomic criteria listed above. 

VII. CONCLUSION 

In this paper, we stated some related work about existing 

UI evaluation methods and ergonomics rules. Then, we 

presented a formal and global approach for specification and 

generation of context-aware UI in six steps. We then 

presented our application named DiaMon, which is 

dedicating to health care staff to monitor their diabetes (type 

2) patients‟ glucose level. This application was designed 

with context-aware user interfaces. 

We also proposed ergonomic rules for context-aware 

evaluation where we modified some already existing ones 

and adopted them to the context-sensitive UI with respect to 

the HCI principles. Finally, an evaluation experiment was 
presented to apply our proposal to assess our Application 

DiaMon, and then followed by a statistical study to evaluate 

the contextualized interface. 

In the near future, we will try to test our interfaces on 

more people and expand this study in order to develop clear 

and precise rules for the evaluation of contextualized 

interfaces.  
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Abstract— Product demand and high consumption have been 
traditionally viewed as traits of successful business in the mass 
market. However, the environment is under immense strain to 
sustain hyper-consumption driven lifestyles fueled by 
conventional mass market business strategies. Sustainable 
services have started to emerge to disrupt such business 
practices and alter consumption driven processes to reduce the 
harmful impact on the environment. However, the adoption of 
such services has largely been limited to a niche 
environmentally conscious audience. Research has argued that 
for sustainable services to have a noticeable environmental 
impact, they need to be adopted in the mass market. In this 
paper, we discuss the challenges and outline the theoretical 
design considerations needed to frame desirable value 
propositions for sustainable services intended for the mass 
market. To do this, we review literature from the fields of 
strategic design, service design and Human Computer 
Interaction (HCI) and identify conceptual overlaps with 
broader discussions on sustainability and suggest that 
sustainability can potentially find a familiar voice in design due 
to their common interest in advocating an emphasis on 
people’s needs and aspirations for a better present and future. 
Mutually, design and sustainability can discover new 
representations and opportunities for a better future beyond 
offerings designed to fuel incessant consumption of resources. 

Keywords-Sustainability; Strategic Design; Service Design; 
Mass Market; Value Propositions. 

I.    INTRODUCTION 
Mass-market businesses have traditionally functioned 

with a singular focus on generating profits. Consequently, 
their business strategies are carefully crafted for fast product 
absorption and long term consumer engagement with the 
brand. Product demand and high consumption have been 
traditionally viewed as traits of successful business [1]. This 
conclusion largely stems from a business perspective based 
on general desires and needs driven consumer behavior [1] 
[2]. Therefore, one of the key strategies employed by 
conventional businesses to promote their services is based 
not just on fulfillment of basic consumer needs but also 
capitalizing on the association of social status and exclusive 
ownership of the newest generation of products. Businesses 
use marketing strategies that aim to create and encourage 
consumer desires and aid higher product sales and increasing 
consumption.  

While these consumption oriented market practices offer 
purchase options with attractive buying experiences to 
improve a consumer’s quality of life, they have 
simultaneously become a threat to the very quality of 
consumer life that they advertise to improve. This can be 
illustrated by the purchase and short disposal cycles of smart 
phones, which are providing users with technology to 
simplify their day to day activities while negatively 
impacting the environment through harmful electronic waste 
[3]. The environment is under immense strain to sustain the 
lifestyles supported by both production and consumption of 
unsustainable products and services [3][4] and has also been 
conclusively established through research studies studying 
the adverse affects of over-consumption on the environment 
[5].  

On the other hand, there has been a rise in the efforts by a 
few companies to capitalize on the increasing awareness of 
the effects of unsustainable services on the environment and 
society and bringing sustainable services into the mass 
market. Such efforts to make existing products sustainable 
are focusing on extending the product life cycle and building 
efficient after sales services [6]. Greenphones [7], for 
instance, provides an after-sale service where enterprises and 
consumers sell and buy smartphones and tablets. 
Greenphones [7] benefits from the dynamics of this market, 
and seeks to prolong the lifetime of these devices. However, 
such products and services are still largely limited to the 
niche and/or premium market segments stemming from 
environmentally conscious consumers [1]. Consumers share 
a long relationship with certain brands and their products 
despite having an awareness of their environmentally 
damaging effects. Sustainable replacements of such products 
are either not easily available or lack the same ease of use or 
brand recognition as their mass market counterparts. The 
buying patterns of consumers in the mass market are still 
primarily driven by a product’s newness, cost, quality and 
brand [2], leading to a vicious circle of the demand and 
supply of unsustainable services [8].  

Therefore, it is becoming increasingly difficult to ignore 
unsustainable patterns of production and consumption [8] 
and a growing need for disruptive innovation through the 
introduction of sustainable products and services [9]. These 
disruptive practices can be used to explore new and 
environmentally efficient value propositions framed around 
sustainable products and services positioned as desirable 
offerings in the mass market. In this paper, we discuss the 
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challenges and outline the theoretical design considerations 
needed to create sustainable products and services and frame 
desirable value propositions. Understanding the design 
considerations for the creation of sustainable products and 
services and how it can lead to sustainable business models 
is both timely and interesting. It is timely because of the the 
growing awareness of environmentally damaging effects of 
conventional products and services and efforts to introduce 
alternative sustainable value propositions in the mass market. 
Additionally, it is interesting because of the dilemma 
between making a sustainable solution a mass-market 
phenomenon and the consumption driven ethos of the mass 
market. We outline these design considerations and build our 
theoretical framework by reviewing literature from the fields 
of sustainability, strategic design, service design and HCI. 
Further, we juxtapose concepts from these fields to present a 
multi-disciplinary perspective on designing for sustainability.  

This paper is structured as follows: Section II presents a 
condensed introduction to the key theoretical concepts that 
we use to ground our discussion followed by an overview of 
the different approaches to sustainable design in Section III. 
Section IV presents a discussion of the key design 
considerations needed for mass market sustainable design 
solutions followed by a conclusion in Section V.  

II.   THEORETICAL FRAMEWORK 
This section presents a condensed description of the 

theoretical framework that acts as a conceptual anchor for 
our investigation into design considerations for sustainable 
products and services. 

Sustainability 
WCED [10] has strongly stressed the need for a balanced 

developmental paradigm that advocates equal importance to 
be given to social concerns of both present and future 
generations. It proposes that:  

“Sustainable development is development that meets the 
needs of the present without compromising the ability of 
future generations to meet their own needs.” [10].  

Most importantly, it can be observed that the definition 
of sustainability outlined by WCED shifts the focus from 
“sustainability to save the environment” to “sustainability 
for the well being of human kind”. This, as discussed in the 
introduction, is the perspective on sustainability that we 
work towards in this paper as well. This perspective views 
(see Figure 1) sustainability as the integration of 
environmental, social and economic as the three key 
dimensions of well being [11]. The paradigm proposed by 
WCED viewed environment preservation as one of the 
considerations for achieving well being and required the 
incorporation of social as well as economic considerations 
into sustainable solution. Further, the World Congress on 
Challenges of a Changing Earth proposes that: 

 “Common to the definitions, however, is an emphasis on 
the need to consolidate features from different knowledge 
systems into practical methods and tools that can be 
practically applied to promote sustainability on a worldwide 
scale.” [12] 

Kieffer et al. [11] built on the key considerations defined 
in the World Congress and discussed the instrumental role of 
the widespread deployment of sustainable developmental 
paradigms to generate a measurable impact and proposed 
sustainability science as a potential framework to achieve the 
desired impact of this vision. With the significance of large 
scale deployment and a focus on holistic socio-economic 
sustainable innovation to support the pro-environmental 
willingness of consumers, we argue that sustainable 
entrepreneurship and sustainable design oriented towards the 
mass market can act as interdependent agents for achieving 
the holistic vision of sustainability outlined above. Further, 
we suggest that sustainability can potentially find a familiar 
voice in design due to their common interest in advocating 
an emphasis on people’s needs and aspirations for a better 
present and future. Mutually, design and sustainability can 
discover new representations and opportunities for a better 
future beyond offerings designed to fuel incessant 
consumption of resources. 

A.   Sustainable Entrepreneurship 
In businesses, an increase in product consumption is 

traditionally viewed as a reflection of profits and market 
demand while environmental concerns have largely been 
centered on meeting environmental standards of product 
manufacture and responsible disposal and little to no 
attention to the negative consequences of increased 
consumption on the environment. However, studies on hyper 
consumption are presenting opportunities for companies to 
innovate and gain a competitive edge by challenging the 
traditional ethos of consumption led profits [1][13]. This has 
propelled several entrepreneurial initiatives aiming to disrupt 
mainstream markets by focusing on environmental and social 
value creation along with economic value.  

 

 
Figure 1.    The three pillars of sustainable development 

Building upon Schumpeter’s [14] constructs of 
entrepreneurship as a process of creating “market 
disequilibria” through innovation [15], Hockerts and 
Wüstenhagen [13] define sustainable entrepreneurship as: 

“the discovery and exploitation of economic 
opportunities through the generation of market disequilibria 
that initiate the transformation of a sector towards an 
environmentally and socially more sustainable state.”  
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Sustainable entrepreneurship focuses on bridging 
environmental progress and market success by channeling 
innovative products and services [16]. Sustainable 
entrepreneurs operate with a profit motive as well but 
function with a framework of sustainability driven 
competitive solutions offering appealing value propositions 
to consumers. In contrast to having a sole orientation towards 
increasing the demand for products, sustainable 
entrepreneurship disrupts the market by shifting the 
paradigm from selling products to selling services and value 
along with manufacturing innovations for improving the eco-
efficiency of tangible offerings as well. We argue that the 
mass market presents a powerful medium for sustainable 
entrepreneurs for reaching the most consumers for large 
scale impact. In this sense, sustainable entrepreneurship can 
be the realization of sustainability-centric innovations that 
provide benefits to a larger part of society by targeting the 
mass market [16].  

B.   Sustainable Design 
Design as a discipline grew out of the industrial 

revolution in the late 19th and 20th century and has since 
been instrumental in creating aesthetically pleasing, useful 
and emotionally appealing objects. While these principles of 
good design remain relevant to this day, the rise of 
consumerism and the deteriorating effects on the 
environment is compelling designers to re-evaluate their 
offerings in terms of long term effects on the well being of 
consumers and communities. Campbell [17] argues that 
design will be fundamental to closing the gap between our 
behavior and our aspirations because of the particular 
resourcefulness that designers represent. Further, she 
suggests that: 

“ready to improvise and prototype, brave in the face of 
disorder and complexity, holistic and people-centered in 
their approach to defining problems, designers have a vital 
role to play today in making society itself more resourceful” 
[17].  

Sherwin writes about the designers training to be 
creative, challenging precedents and stereotypes and calls for 
greater involvement of designers given their inclination 
towards people centered and socio-cultural dimensions of 
sustainability [18].  

In design processes, the exploration of sustainable 
outcomes is primarily conducted using one of the following 
three approaches:  

•   Designing for awareness and persuasion 
•   Designing for eco-efficiency at the product 

manufacturing level  
•   Designing at a systemic level  
Even though eco-efficiency at product constitution level 

is essential, it cannot function in isolation. It requires the 
support of a system that enables seamless sustainable 
practices. Manzini and Vezzoli [19] caution that 
environmental risks still remain in spite of significant 
product improvement. They argue that:  

“the practical and operational definition of this field 
(sustainable design) is outlined by two complementary 
strategies by their application in stages most agreeable to 

companies: eco-efficient system research and the 
development of new solutions provide an instrument to 
confront, with a sustainable approach, some important 
problems emerging in contemporary society.” [19] 

Similarly, efforts to promote reduced resource based 
lifestyles through awareness and persuasion fail to address 
the personal concerns of the individual, often driving them 
against sustainability related goals [20]. Therefore, all 
improvements in eco-efficiency and awareness seem to be 
offset by the steep increase in the volume of the products 
sold leading to a zero or even negative net effect [21]. 
Therefore, designing for sustainability requires systemic 
innovations by incorporating holistic perspectives at a 
product, service and individual level, in contrast to the 
solutions built primarily around technology or product 
innovation. In the following section, we discuss the 
sustainable design approaches mentioned above in greater 
detail by reviewing literature from strategic design, service 
design and HCI.  

III.   SUSTAINABLE DESIGN APPROACHES 

A.   Sustainability through persuation and awareness 
Extensive studies of harmful environmental impacts of 

consumption-mediated processes have succeeded in evoking 
awareness among consumers and companies [1] [8] [22]. 
Several international initiatives promoting sustainability 
have succeeded in generating substantial awareness amongst 
people and companies but have failed to translate into 
widespread proposals and adoption of sustainable products 
and services. While people are more than willing to adopt 
pro-environment practices, several factors such as lack of 
economic and social support structures enabling/assisting the 
willingness of the people has led to the failure of to translate 
this willingness into action. Sustainability centric campaigns 
driven by persuasive sustainability [23] and lifestyle 
rationalization [20] based on proactive consumers making 
sustainable choices has cracked under the pressure of daily 
priorities, cultural aspirations of people going about their 
daily routine. The limited influence of persuasiveness in the 
issues of sustainability has been highlighted by 
Brynjarsdottir et al[23]. who frame it in terms of 
sustainability, human behavior, and the relationship between 
them. They argue that:  

“while this (awareness for pro-active action) may help 
make the problem of sustainability manageable as an 
engineering enterprise, it also makes designs susceptible to 
breakdown” [23].  

B.   Sustainability through eco-efficient market alternatives 
Recognizing the issues with awareness based solutions, 

consistent efforts in the past decade have been directed 
towards developing a sustainable market space. This intent 
has driven businesses to explore sustainable avenues 
contributing to the well being of their consumers. 
Additionally, it has created a new segment of environment-
focused businesses such as Fairphone [24][25] and Tesla 
[26] that are investing efforts in sustainable yet breakthrough 
processes. These processes perceive attaining environmental 
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sustainability and green consumption as one of the key 
performance indicators in the market. While this has initiated 
a positive trend towards a green consumption economy, 
these business models lack the appeal of unsustainable yet 
popular products in the mass market [1][5]. Every purchase 
related decision of a consumer continues to be driven 
primarily by easily quantifiable values that relate to 
fulfillment of basic needs, personal desires and buying 
power. Popular mass-market services present several 
alternatives tailored to these preferences, simplifying the 
decision to pick and choose. The purchase of these popular 
products requires minimum time and cognitive effort at the 
consumer’s end. On the other hand, consumers willing to 
buy sustainable services have to evaluate the trade off in 
quality, cost and consistent availability leading to a more 
complex decision making for an activity that is a means to 
end and not the goal itself [1][5]. Therefore, while the 
general awareness about low-carbon consumption has 
gathered adequate appreciation among consumers and has 
led to the creation of a space in the economy for green 
products, it has been limited to a niche segment of actively 
environmentally conscious and premium buyer segments [1] 
[5][27]. Csikszentmihalyi [5] in his theoretical account of 
consumption and its effects addresses this phenomenon by 
stating that: 

“consumers report that they are concerned about the 
environmental issues but they are struggling to translate 
these concerns into purchases of sustainable products”.  

In addition to a need and desire oriented market strategy, 
the pace of technology also plays a significant role in the 
creation of unsustainable product advancements. Even 
though consumers are aware of the available 
environmentally friendly alternatives, they often choose to 
participate in a race to get the newest or latest product 
instead of replacing it with an environmentally friendly one 
[16]. Furthermore, the tech savvy consumers and early 
adopters of advanced technology wish to be at the cutting 
edge by buying the latest products, leading to frequent 
product disposal. Therefore, any effective disruption in this 
space to make sustainable innovation a preferred option 
should make environment-oriented consumers feel that they 
are still empowered with the newest technology. 

C.   Sustainability through strategic design  
The pursuit of sustainable solutions is essential in 

questioning the long-established norms, processes and goals 
of mass market oriented businesses. As markets grow 
fiercely competitive, sustainability focused innovation can 
prove essential in reinventing and delivering new services to 
the consumers, driving innovation trends in the mass market 
landscape [27]. It is evident that even though the mass 
market and rapidly progressing technology are one of the 
primary propagators of over consumption, they also offer 
access to a larger consumer base and opportunities of greater 
involvement of consumers as equal stakeholders in the 
design of pro-environmental solutions utilizing new 
technological platforms. They could potentially offer the 
resources to disrupt existing unsustainable markets and value 
networks to innovative design and business models. 

Systemic design integrates persuasion and awareness with 
desirability and ease of access to sustainable and eco-
efficient service alternatives for mass market consumers. To 
effectively pursue the goal of making sustainable services 
have a greater impact on the mass market, a comprehensive 
study of the consumer’s desires and preferences and traits of 
the existing popular products is a critical necessity. Given the 
existing niche market for eco-friendly products, an 
understanding of the customer’s aspirations will play a 
pivotal role in bridging consumers’  ‘attitude-behavior’ [2] 
gap and evaluating and better positioning sustainable 
processes in the mass market.  

Building on the systemic perspectives outlined above, 
Manzini and Vezzoli [19] discuss the concept of ‘strategic 
sustainable design’, which advocates a paradigm shift aimed 
at the buying and selling of a system of products and services 
in contrast to the traditional model of buying and disposal of 
products. It simultaneously addresses customer and service 
provider needs while promoting pro-environmental practices 
of production and consumption. Some of the common 
processes and tools under strategic sustainable design are 
‘product service systems’ [11][19], ‘peer to peer services’ 
[28] and ‘product life extension through repair and second 
hand ownership’. Due to the reliance of strategic sustainable 
design on the intangibility of products and efficiency of 
services in delivering value, the nature of the roles played by 
stakeholders also differs from traditional systems. With the 
dissemination of services being pivotal, the ownership of a 
product by the consumer no longer remains constant. In 
some cases, such as second hand or shared ownership, the 
consumer also plays the part of the service provider for new 
consumers. With this state of constant flux in the nature of 
engagement of the stakeholders, strategic sustainable design 
approaches transform linear provider to consumer models 
into a mesh of participants playing the role of provider, 
consumer or facilitator based on the context and requiring a 
more intensive inter-communication system amongst the 
stakeholders. Therefore, we argue that systemic design in 
general and strategic sustainable design in particular 
provides the most promising framework for positioning 
sustainable services in the mass market. Wolfson et al. [11] 
suggest that: 

“The main incentive behind defining sustainability as a 
service enables the creation of an organized framework to 
facilitate the active implementation of sustainability. Such a 
framework should characterize the nature both of the value 
itself and of the roles played by the participants in the value 
co-creation process.”  

IV.   IDENTIFYING DESIGN CONSIDERATIONS 
Although strategic sustainability offers a highly 

integrated approach for sustainable offerings, it also creates 
fairly complex dynamics of key stakeholders and contexts 
for simultaneously addressing economic, social and 
environmental aspects of the issues requiring design 
interventions. 

This section explores the considerations needed to 
effectively address the dynamics of strategic sustainable 
design. With respect to strategic sustainable design, these 
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theoretical constructs can be seen as four necessary facets 
that would need to be explored and addressed in order to 
design products and services for the mass market. These 
facets are: Design Thinking as a holistic approach, 
Sustainable Entrepreneurship as a mass market motivator, 
Product Service Systems as a potential space for disruptive 
innovation and User Experience as a mass market 
differentiator. 

A.   Approach: Design Thinking 
Skoldberg et al. [29] describe design thinking as the: 
“construction of the professional designer’s practice 

(practical skills and competence) and theoretical reflections 
around how to interpret and characterize this non-verbal 
competence of the designers.”  

Design thinking has found applicability in a wide variety 
of domains like social innovation [30], healthcare services 
[31], organizational strategy [32] and organizational studies 
[33]. It is also being used for enabling resourcefulness in 
user groups and actively engaging them in co-design and co-
creation activities through tailored tools and methods. We 
argue that sustainable solutions grounded in a deep 
understanding of the needs and context of the participants in 
the stakeholder network aligns with a designer’s ability to 
translate opportunities into offerings by closely working with 
users.  

Buchanan’s seminal work [34] describing professional 
designer’s thought process as an approach for solving 
‘wicked problems’ (a class of social systems problems with a 
fundamental indeterminacy without a single solution and 
where much creativity is needed to find solutions [35] and is 
one of the foundational references for design in general. 
Buchanan [34] argued against the prevalent linear design 
process of his time with specific steps of “problem 
definition” and “problem solution” and instead proposed a 
model where problem formulation and solution continuously 
feed into each other and solutions are considered as 
“working hypothesis for exploration”. This is typically 
facilitated through a co-design process where all participants 
collaboratively cycle through the process of refining the 
problem formulation and narrowing down the solution-space. 
Further, Schön [36], in his theoretical construct of ‘a 
reflective practitioner’ outlines a practice based construct of 
the design process that describes “creation and reflection 
upon the creation” as two symbiotic processes working in 
tandem to “allow constantly improved competence”. Schön 
[36] stresses that reflection on creation does not happen after 
the fact but is an integral part of the whole design work and 
hence a part of the practice.  

We argue that strategic sustainable design solutions 
should have a dual focus on identifying specific 
opportunities for interventions and innovation along with 
reflective and corrective measures that guide the design of 
future innovations. Therefore, we suggest that an approach 
for designing mass market strategic sustainable solutions 
would be best informed by a juxtaposition of the design 
frameworks outlined by Buchanan [34] and Schön [36], i.e. 
by using co-design methods and tools for framing problem 
areas and solutions and using the reflexive practice as an 

outline to guide the definition and refinement of future 
innovations. 

B.   Motivation: Sustainable Entrepreneurship 
Sustainable entrepreneurship represents a departure from 

the usual focus on large firms in earlier work on corporate 
sustainability. It builds upon the concept that new entrants 
are more likely to pursue radical change than larger firms 
and usually lead the charge in an industry’s transformation 
by creating ‘market disequilibria’ and making larger bodies 
react to raising market expectations.  

Further, it has been stressed [13] that disruptive 
innovation [37] (as opposed to incremental innovation) is an 
integral characteristic of sustainable entrepreneurship. 
‘Disruptive innovation’ describes new products or services, 
which are presented as simpler, more convenient and 
inexpensive alternatives to new or less demanding customers 
and eventually replace the established yet more complex 
competitors [37]. Hence, reach and impact play a significant 
role in qualifying an innovation as truly disruptive. For e.g., 
innovation by entrepreneurs in a social niche, without a 
strategy or intent to broaden its reach/impact would not 
qualify as disruptive innovation and hence should not be 
categorized as sustainable entrepreneurship. Additionally, 
literature points us to the fact that sustainable entrepreneurs 
are driven by a strong motivation for industrial 
transformation and hence aim for mass-market 
transformation beyond the eco-niche [13]. Since there is 
growing interest in the opportunities and the business case 
for sustainable innovation [38] and ‘green growth’ [39] it 
makes a strong case for sustainable entrepreneurship being 
treated as a motivating strategy for an approach for designing 
mass market strategic sustainable solutions. 

C.   Opportunity: Product Service Systems 
The first formal definition of Product Service Systems 

(PSS) was given by Goedkoop, et al. [40] who suggested 
that:  

“A product service-system is a system of products, 
services, networks of “players” and supporting 
infrastructure that continuously strives to be competitive, 
satisfy customer needs and have a lower environmental 
impact than traditional business models.”  

It builds on the management concepts of ‘servitization’ 
[41], which highlights the shift in manufacturing towards the 
inclusion of a service component in products. Baines et al. 
[42] describe the shift in emphasis advocated by PSS as a 
move towards the “sale of use” as opposed to the “sale of 
product” and outlined its key elements as:  

•   Product: a tangible commodity manufactured to be 
sold.  

•   Service: an activity (work) done for others with an 
economic value. 

•   System: a collection of elements including their 
relations. 

The relations between these elements and their impact on 
each other considered collectively represents a ‘service 
ecology’ [43]. Additionally, a lot of research on PSS 
highlights the concept of ‘dematerialization’ and 
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sustainability and the current move to a ‘dematerialized 
economy’ [19][44]. Tim Jackson,  describes this as the ‘new 
service economy’ where profitability does not depend on 
greater material consumption and production but from the 
“provision of services” that meet the essential human needs 
like communication, mobility etc.  

From the perspective of strategic sustainable design, the 
concept of sustainable product service systems and the 
market opportunity linked to them is especially interesting. 
First, Sustainable PSS pushes the concept of sustainability 
beyond environmental optimization of products and 
processes , which has been shown to be an ineffective 
strategy for long term sustainability . Second, sustainable 
PSS represents a competitive proposition that outlines a 
viable market opportunity  for sustainable entrepreneurship 
and disruptive innovation by “considering alternate socio-
technical systems (and ecologies) that can provide the 
essential end-use function, such as warmth or mobility, that 
an existing product offers” [19]. 

D.   Differentiator: User Experience 
As technology has progressed, products in general and 

interactive products in particular have matured in terms of 
their usability and effectiveness in performing tasks and 
hence users have started looking at them as more than just 
tools, but rather objects to be desired [46]. Consequently, the 
concept of user experience has been evolving over time in 
Interaction Design and HCI literature from an initial focus on 
user behaviors and traditional usability to more expansive 
notions of aesthetics, effectiveness and hedonic qualities in 
product and technology usage [46]. Hassenzahl & Tractinsky 
[46] reason that this is because focusing on products and 
services as mere tools is insufficient to capture the variety 
and engaging aspects of the actual use of technology. 
Building upon the focus on aesthetic, emotional and hedonic 
qualities required to define a user experience, Hassenzahl 
[47] describes user experience as the consideration of:  

“the pragmatic aspects of interactive products (i.e. its fit 
to behavioral goals) as well as about hedonic aspect, such as 
stimulation (i.e. personal growth, an increase of knowledge 
and skills), identification (i.e. self-expression, interaction 
with relevant others) and evocation (i.e. self-maintenance, 
memories).”  

Hassenzahl & Tractinsky [46] also argue that since user 
experience considers technology from more than a simplistic 
and limited instrumental needs perspective the design 
motivations behind it would be better informed by focusing 
on pleasure, positivity and empowerment than on ‘the 
absence of pain’ [46]. Hassenzahl [47] builds upon this 
notion by suggesting that positive experiences cannot be 
traditionally manufactured and acquired but rather needs to 
be co-created by consumers and providers together.  

Moreover, from a business value standpoint, literature 
[48], also points to the fact that the increasing 
commoditization of goods and services would lead to 
experiences emerging as key differentiators in the 
‘progression of economic value’. Pine and Gilmore [49] also 
suggest that experiences should be considered as distinct 
economic offerings, just like products or services. It follows 

that experiences should also be explicitly considered as a 
tangible and marketable outcome of a design process and not 
just an ‘amorphous goal’ [48] that is built around products or 
services and therefore can act as a viable differentiator for 
strategic sustainable solutions 

V.   CONCLUSION 
The paper presented the challenges and outline the 

theoretical design considerations needed to frame desirable 
value propositions for sustainable services focusing on 
positioning services for adoption in the mass market. 
Building on literature from the fields of strategic design, 
service design and HCI, current theoretical discussions on 
sustainability and entrepreneurship with its key problematics 
and challenges are introduced.  

We argue that sustainability can potentially find a 
familiar voice in design due to their common interest in 
advocating an emphasis on people’s needs and aspirations 
for a better present and future. Mutually, design and 
sustainability can discover new representations and 
opportunities for a better future beyond offerings designed to 
fuel incessant consumption of resources. From the literature 
discussed, three primary design approaches are highlighted 
and discussed in detail: designing for awareness and 
persuasion, designing for eco-efficiency in product 
manufacturing and systemic design.  

We propose that systemic design in general and strategic 
sustainable design in particular provides the most promising 
framework for positioning sustainable services in the mass 
market. As a framework, it integrates persuasion and 
awareness with desirability and ease of access to sustainable 
and eco-efficient service alternatives for mass market 
consumers. Further, we have highlighted four theoretical 
considerations needed for framing design approaches within 
this framework, which are ‘design thinking’ for holistic and 
reflective problem solving, ‘sustainable entrepreneurship’ to 
identify disruptive value propositions, ‘product service 
systems’ for framing value propositions and design concepts 
as real world sustainable services and ‘user experience’ as a 
differentiator in the mass market.  

VI.   ACKNOWLEDGEMENTS 
The authors are indebted to the Conserve and Consume 

project for and all the industry partners for their 
participation. In addition, we would like to acknowledge 
University of Oslo for their partial financial support.  

REFERENCES 
[1]   J. N. Sheth, N. K. Sethia and S. Srinivas,  “Mindful 

consumption: a customer-centric approach to sustainability,” Journal 
of the Academy of Marketing Science, vol. 39, no. 1, Aug. 2010, pp. 
21–39. 

[2]   A. A. Marylyn Carrigan,  “The myth of the ethical consumer – do 
ethics matter in purchase behaviour?,” Journal of Consumer 
Marketing, vol. 18, no. 7, 2001, pp. 560–578. 

[3]   X. Li, et al.,  Smartphone Evolution and Reuse: Establishing a 
more Sustainable Model (Invited Paper). . 

[4]   A. K. Bhuie, O. A. Ogunseitan, J.-D. M. Saphores and A. A. Shapiro, 
 “Environmental and Economic Trade-offs in Consumer 
Electronic Products Recycling: A Case Study of Cell Phones and 

182Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         198 / 457



Computers,” in Proceedings of the International Symposium on 
Electronics and the Environment, Washington, DC, USA, 2004, pp. 
74–79. 

[5]   M. Csikszentmihalyi,  “The Costs and Benefits of Consuming,” 
Journal of Consumer Research, vol. 27, no. 2, Sep. 2000, pp. 267–
272. 

[6]   C. ©. M. I. of Technology and 1977-2015 All rights reserved, 
 “Sustainability Through Servicizing,” MIT Sloan Management 
Review. . 

[7]   “GreenPhones (In Norwegian).” [Online]. Available: 
http://www.greenphones.no/. [Accessed: 12-Jan-2016]. 

[8]   D. A. L. C. Esty,  “The Sustainability Imperative,” Harvard 
Business Review. [Online]. Available: https://hbr.org/2010/05/the-
sustainability-imperative. [Accessed: 19-Mar-2016]. 

[9]   D. Yu and C. C. Hang,  “A Reflective Review of Disruptive 
Innovation Theory: A Reflective Review of Disruptive Innovation 
Theory,” International Journal of Management Reviews, vol. 12, no. 
4, Dec. 2010, pp. 435–452. 

[10]   Brundtland Commission,  “Our common future: Report of the 
World Commission on Environment and Development,” UN 
Documents Gatheringa Body of Global Agreements, 1987. 

[11]   A. Wolfson, S. Mark, P. M. Martin and D. Tavor,  Sustainability 
through Service. Cham: Springer International Publishing, 2015. 

[12]   R. Kates, et al.,  “Sustainability science,” 2000. 
[13]   K. Hockerts and R. Wüstenhagen,  “Greening Goliaths versus 

emerging Davids — Theorizing about the role of incumbents and new 
entrants in sustainable entrepreneurship,” Journal of Business 
Venturing, vol. 25, no. 5, Sep. 2010, pp. 481–492. 

[14]   K. Śledzik,  “Schumpeter’s view on innovation and 
entrepreneurship,” Management Trends in Theory and Practice,(ed.) 
Stefan Hittmar, Faculty of Management Science and Informatics, 
University of Zilina & Institute of Management by University of 
Zilina, 2013. 

[15]   J. T. Eckhardt and S. A. Shane,  “Opportunities and 
Entrepreneurship,” Journal of Management, vol. 29, no. 3, Jun. 2003, 
pp. 333–349. 

[16]   S. Schaltegger and M. Wagner,  “Sustainable entrepreneurship 
and sustainability innovation: categories and interactions,” Business 
Strategy and the Environment, vol. 20, no. 4, May 2011, pp. 222–237. 

[17]   E. Campbell,  “You know more than you think you do: design as 
resourcefulness & self-reliance,” RSA Design & Society, 2009. 

[18]   C. Sherwin,  “Design and sustainability,” The Journal of 
Sustainable Product Design, vol. 4, no. 1–4, Jan. 2004, pp. 21–31. 

[19]   E. Manzini and C. Vezzoli,  “A strategic design approach to develop 
sustainable product service systems: examples taken from the 
‘environmentally friendly innovation’ Italian prize,” Journal of 
Cleaner Production, vol. 11, no. 8, Dec. 2003, pp. 851–857. 

[20]   K. Hobson,  “Competing Discourses of Sustainable 
Consumption: Does the ‘Rationalisation of Lifestyles’ Make Sense?,” 
Environmental Politics, vol. 11, no. 2, Jun. 2002, pp. 95–120. 

[21]   Design for Environmental Sustainability. London: Springer London, 
2008. 

[22]   W. Young, K. Hwang, S. McDonald and C. J. Oates, 
 “Sustainable consumption: green consumer behaviour when 
purchasing products,” Sustainable Development, vol. 18, no. 1, Jan. 
2010, pp. 20–31. 

[23]   H. Brynjarsdottir, M. H\a akansson, J. Pierce, E. Baumer, C. DiSalvo 
and P. Sengers,  “Sustainably Unpersuaded: How Persuasion 
Narrows Our Vision of Sustainability,” in Proceedings of the SIGCHI 
Conference on Human Factors in Computing Systems, New York, 
NY, USA, 2012, pp. 947–956. 

[24]   M. van der Velden,  “Re-politicising Participatory Design: 
What can we learn from Fairphone,” presented at the Ninth 
International Conference on Culture and Technology and 
Communication (CaTaC), 2014. 

[25]   T. Wernink and C. Strahl,  “Fairphone: Sustainability from the 
Inside-Out and Outside-In,” in Sustainable Value Chain Management, 
M. D’heur, Ed. Springer International Publishing, 2015, pp. 123–139. 

[26]   S. Reinecke,  “On the Way to Sustainable Transportation,” 
Marketing Review St. Gallen, vol. 31, no. 5, Oct. 2014, pp. 84–88. 

[27]   J. Olson, P. M. Clay and P. Pinto da Silva,  “Putting the 
seafood in sustainable food systems,” Marine Policy, vol. 43, Jan. 
2014, pp. 104–111. 

[28]   “What’s Mine is Yours (Botsman & Rogers, 2010),” John A. 
McArthur, Ph.D. . 

[29]   U. Johansson-Sköldberg, J. Woodilla and M. Çetinkaya,  “Design 
Thinking: Past, Present and Possible Futures,” Creativity and 
Innovation Management, vol. 22, no. 2, Jun. 2013, pp. 121–146. 

[30]   T. Brown and J. Wyatt,  “Design Thinking for Social Innovation,” 
Stanford Social Innovation Review, 2010. [Online]. Available: 
http://www.ssireview.org/articles/entry/design_thinking_for_social_i
nnovation. [Accessed: 22-Mar-2015]. 

[31]   V. Kumar, A. K. Duncan and M. A. Breslin,  “Innovating health 
care delivery: the design of health services,” Journal of Business 
Strategy, vol. 30, no. 2/3, 2009, pp. 13–20. 

[32]   D. Dunne and R. Martin,  “Design thinking and how it will change 
management education: An interview and discussion,” Academy of 
Management Learning & Education, vol. 5, no. 4, 2006, pp. 512–523. 

[33]   A. G. L. Romme,  “Making a Difference: Organization as 
Design,” Organization Science, vol. 14, no. 5, Oct. 2003, pp. 558–
573. 

[34]   R. Buchanan,  “Wicked Problems in Design Thinking,” Design 
Issues, vol. 8, no. 2, Apr. 1992, pp. 5–21. 

[35]   H. W. J. Rittel and M. M. Webber,  “Dilemmas in a general theory 
of planning,” Policy Sciences, vol. 4, no. 2, Jun. 1973, pp. 155–169. 

[36]   D. A. Schon,  The Reflective Practitioner: How Professionals 
Think In Action, 1 edition. New York: Basic Books, 1984. 

[37]   C. M. Christensen, C. W. Johnson and M. B. Horn, 
 Disrupting Class: How Disruptive Innovation Will Change the 
Way the World Learns, 1st ed. Mcgraw-Hill, 2008. 

[38]   M. B. M. S. L. Hart,  “Global Sustainability and the Creative 
Destruction of Industries,” Sloan Management Review, vol. 41, 1999. 

[39]   B. Ki-moon and A. Gore,  “Green growth is essential to any 
stimulus,” Financial Times, 16-Feb-2009. 

[40]   M. J. Goedkoop,  “Product service systems, ecological and 
economic basics,” Ministry of Housing, Spatial Planning and the 
Environment, Communications Directorate, 1999. 

[41]   S. Vandermerwe and J. Rada,  “Servitization of business: 
Adding value by adding services,” European Management Journal, 
vol. 6, no. 4, 1988, pp. 314–324. 

[42]   T. S. Baines, et al.,  “State-of-the-art in product-service 
systems,” Proceedings of the Institution of Mechanical Engineers, 
Part B: Journal of Engineering Manufacture, vol. 221, no. 10, Oct. 
2007, pp. 1543–1552. 

[43]   A. Polaine, L. Løvlie and B. Reason,  Service Design: From Insight 
to Implementation, 1st edition. Brooklyn, NY: Rosenfeld Media, 
2013. 

[44]   R. Roy,  “Sustainable product-service systems,” Futures, vol. 
32, no. 3–4, Apr. 2000, pp. 289–299. 

[45]   P. Glavič and R. Lukman,  “Review of sustainability terms and their 
definitions,” Journal of Cleaner Production, vol. 15, no. 18, Dec. 
2007, pp. 1875–1885. 

[46]   C. Sanne,  “Are we chasing our tail in the pursuit of 
sustainability?,” International Journal of Sustainable Development, 
vol. 4, no. 1, Jan. 2001, pp. 120–133. 

[47]   M. Hassenzahl and N. Tractinsky,  “User experience - a research 
agenda,” Behaviour & Information Technology, vol. 25, no. 2, Mar. 
2006, pp. 91–97. 

183Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         199 / 457



[48]   M. Hassenzahl,  “Experiences Before Things: A Primer for the (Yet) 
Unconvinced,” in CHI ’13 Extended Abstracts on Human Factors in 
Computing Systems, New York, NY, USA, 2013, pp. 2059–2068. 

[49]   B. J. P. Iij. H. Gilmore,  “Welcome to the Experience Economy,” 
Harvard Business Review. [Online]. Available: 

https://hbr.org/1998/07/welcome-to-the-experience-economy. 
[Accessed: 18-Mar-2016]. 

[50]   W. J. Orlikowski and J. J. Baroudi,  “Studying Information 
Technology in Organizations: Research Approaches and 
Assumptions,” Information Systems Research, vol. 2, no. 1, Mar. 
1991, pp. 1–28. 

 

184Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         200 / 457



From Difficult Artifacts to Easy to Use Designs 

Tone Bratteteig 
Department of Informatics 

University of Oslo 
P.B. 1080, 0316 Oslo, Norway 

tone@ifi.uio.no 

 

Guri Verne 
Department of Informatics 

University of Oslo 
P.B. 1080, 0316 Oslo, Norway 

guribv@ifi.uio.no 

 
 

Abstract—There are many reasons why artifacts and systems 
become difficult to use. In this paper, we investigate difficulties 
as a basis for design for ease of use. Difficulties may stem from 
the artifact or system itself, or from the artifact or system in 
use in context. Technology introduces new tasks, and both 
learning new tasks and unlearning the old ways pose 
challenges. We propose that users’ habits and previous 
knowledge are used as resources for design, and present a 
conceptual framework for design for coherence and simplicity 
from a user’s perspective.  

Keywords: design; competence; ease-of-use; context. 

I.  INTRODUCTION 
Usability is often defined as the ease of use and 

learnability of an artifact, sometimes narrowed down to 
specific users in a specified use context having specific 
achievement goals (e.g., ISO 9241). But what does “ease of 
use” mean more precisely? Nielsen [1] lists five aspects of 
usability: learnability, efficiency, memorability, low error 
rate, and satisfaction. Shneiderman and Plaisant [2] present a 
more elaborate list of eight aspects: consistency, universal 
design, feedback, closure of dialogs, reversal of action, 
control, error prevention, and memory load. Except for 
universal design, all the aspects are general and concern the 
design of the artifact seen as a stand-alone context-
independent thing. Our research shows, however, that it is 
difficult to achieve a total independence of contextual design 
elements – it is impossible and even unwanted: “All products 
make some reference to either products extant during 
previous generations or products from different companies or 
product families.” [3: 182]. Such references are important to 
build on when trying to understand how to use the product. 
Even well-designed stand-alone artifacts can be difficult to 
use for users not sharing the contextual competence pre-
supposed in the design. We have seen this in our research, 
where we focus on elderly people and the technological 
support that is supposed to enable them to live independently 
in their homes longer [4]. In this paper we discuss how 
knowing how technology is difficult to use can be a basis for 
designing solutions that are easy to use. 

The paper is structured as follows: In Section II, we give 
a review of literature about problems in using technology. In 
Section III, we present reports from two studies of use of 

technology: the use of public services like tax, and the use of 
common home artifacts like remote controls or mobile 
devices that need charging. Section IV discusses the 
competencies needed for users to use an artifact, as well as 
how such competencies are experienced and embodied. In 
Section V, we discuss how we can go from knowing about 
the difficulties people have in using an artifact to designing 
an artifact that is easy for them to use. Section VI concludes 
the paper.  

II. PROBLEMS WHEN USING TECHNOLOGY 
A close study of people using IT artifacts reveals that 

they often find technology difficult to use [5]. A classic 
study is Suchman’s study of use of a Xerox copy machine 
[6][7] demonstrating how operating a copy machine was 
difficult due to the difference between the scripted “plan” in 
the copy machine and the users’ (situated) understanding of 
copying. Another classic is Gasser’s study of how people 
work around computer systems that do not fit the work they 
need to do, show that people carry out their jobs also with 
non-supporting artifacts [8]. Even when an IT system works 
well, it may not work well together with other systems 
[9][5].  

A different set of studies shows that an artifact can be 
used in different ways, e.g., Barley’s classic study [10] of a 
CT scanner: the same technology used differently in two 
radiology departments demonstrates that the same artifact 
can be part of very different socio-technical practices.  

For designers, it is particularly interesting to study the 
non-users of an artifact. They are, however, very difficult to 
get hold of (unless they can be located in a particular place, 
e.g., an organization). Orlikowski [11] and Star and Ruhleder 
[12] describe how people are not using a computer system 
with good reasons, indicating that contextual matters (like 
reward systems) may offer good reasons for not using a 
system – irrespective of the usability aspects of the system 
itself. As a way to get access to non-users of the public 
service web pages of the tax authorities, Verne [13] studied 
people calling the authorities’ call centre. She found that 
even if tax rules are complicated most of the questions 
concern relatively simple tax issues and that the callers’ 
problems are concerned with interpreting and applying the 
rules to their own life. 
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A number of studies concerning assistive technology in 
the homes of elderly people have been carried out, see e.g. 
[14]. Noting that much of the technology is not used,  
Greenhalgh et al [15] focus on the subjective opinions and 
experiences from the elderly’s own technology use. They 
call for a different design approach in order to develop 
technology that supports the elderly in achieving what 
matters to them and enhances the quality of their life [15]. 
Many of the current solutions aimed at elderly users are 
imported from other application areas and not designed 
specifically for an elderly user group, e.g., touch screens 
[16].  

We know a great deal about systems and artifacts that are 
not easy to use, but what is less clear is how to get from 
knowing what is difficult to designing a solution that is easy 
to use. In this paper, we have set out to do this: we analyse a 
set of studies of difficult-to-use-technologies in order to 
arrive at design ideas for easy-to-use solutions.  

III. DIFFICULT-TO-USE 
Investigating people’s reasons for not using an artifact is 

very instructive for designers: there may be a range of logical 
and sensible reasons for not using an artifact or using it in 
“wrong” ways. In this section, we report from our studies of 
users and non-users of computer technology.  

A. Badly designed Systems and Artifacts 
Some artifacts are difficult to use because of the design. 

Verne’s [17] study of citizens’ calls to the tax information 
call centre showed that many callers had tried to use the 
online tax self-service without succeeding. Listening in to 
474 telephone calls over a period of 22 months gave a basis 
for understanding the callers’ problems. Examples of 
problems ranged from not finding their PIN-code to more 
specific questions like a woman receiving welfare benefits 
and had tax deducted from her pension, but being aware that 
welfare pension was tax free. The call centre advisors often 
walk the callers through the self-service web site, 
commenting that the online services were not user-friendly. 
To callers who do not know which numbers in their tax card 
they need to change, reporting online makes not much 
difference from filling out a paper form. But online tax self-
services may introduce additional complexity for the 
citizens. 

We also include a second set of examples from a study of 
IT technology for independent living in a home for elderly 
people [14], involving sensors, alarms and a tablet connected 
to the Internet. We have studied their use since 2012, 
documenting that several of the technologies do not function 
well in everyday use. The tablet, for example, has a wall-
mounted charger station designed to charge while showing 
the time (Fig. 1 upper). However, the slot for positioning the 
charger in the right position is narrow and difficult to see, 
and many users do not manage to mount it right and do not 
discover this until the battery is empty. Also the very 
common stove alarm is difficult to use for people in wheel 
chairs or people who find it difficult to hold the turn-off-
switch while stretching and bending over the stove to turn 
the alarm off (Fig. 1 lower).  

B. The Artifact in Use  
Some artifacts are difficult to use because of the use 

context and the use situation. Verne’s [17] study of callers 
found that many people call because they need help with 
matching the rules and regulations with events and 
circumstances in their life, not because tax regulations and 
rules are complicated. Her data includes several examples of 
simple tax rules that may represent problems when applied to 
a person’s life situation.  

* When citizens move, they are required to send a 
notification of address to the Population Register. A citizen 
called to ask if he needed to send a notification to the tax 
authorities when he changed his job. (The answer is no.)  

*A newly retired citizen needed guidance on how her 
new status affected her personal economy and on which of 
her different types of incomes are subject to which taxes.   

*A house owner who earned money from renting her 
house asked if renovating costs could be deducted from her 
tax. She rented the apartment to her son, and wondered how 
the rules were applied in this case.  

In all three examples, the life situation or circumstances 
of the citizen triggered the phone call. In the first example, 
the caller’s life situation was irrelevant to the tax regulation 
in question, but in the two others the life situation needed to 
be matched with the rules and regulation by a tax expert.  

Our second set of examples is from everyday 
technologies used by elderly people in their homes. We 
found that these types of difficulties arise when people use 
technologies that they do not have previous experience with. 
One example is an active woman, approximately 85 years 
old, who uses a hearing aid. She is well organised, educated, 
and has had an active work life, and she uses e.g. her TV 
effortlessly. Her occupational therapist has tried to teach her 
how to use an amplifier for her hearing aid:  a wireless 
microphone that amplifies sounds and submits to her hearing 
aid. 

 

 
Figure 1.  Welfare technology: Tablet charging (above), stove alarm 

(below) 
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The “accessory pen” is easy to use once fitted to the hearing 
aid: the manufacturer says that it is “zero hassle” because it 
is “completely simple to use, with one-click connection of 
receivers and fully automated settings” [18]. Using the pen 
involves pushing one small button in addition to charging it. 
However, the old woman finds the pen difficult to use. She 
does not remember how to use it from one therapist visit to 
the next. She wants to charge it before she uses it, but 
forgets. The occupational therapist (whose job it is to adapt 
support devices to individual users) has suggested that she 
instead charges it after she has used it, and that she keeps it 
in the charger until the next time she needs it. But in the “old 
days”, keeping devices in the charger can be dangerous, and 
the old woman therefore does not want to do this – even if 
the therapist assures her that with this equipment there is no 
danger. The old woman often finds her hearing aid amplifier 
not charged when she needs it.  

C. Other’s Doings 
Some technology problems are caused by factors outside 

the user’s control, e.g., by actions or errors made by third 
parties. Some callers to the tax information call centre had a 
problem getting too little welfare support because the welfare 
agency “tidied up their systems” and deducted 50 % of the 
benefits because of a missing tax card. The tax authorities 
receive many calls from people who have not received a tax 
card in the mail, but it is often their own doing (or rather: not 
doing). However, in one case the street address had been 
changed by the municipality, without the caller being aware 
that she needed to send a notification of change of address – 
since in this case, she had not moved!  

A more complicated case was a young man who had 
received a bill for penalty tax for underreporting income two 
years ago. His employer had gone bankrupt and his reported 
income was disputed. There was no employer who could 
confirm the callers’ claims, and he had no documentation for 
his version of what had happened. In principle, he needed to 
document the non-event of not underreporting income. The 
advisor helped him by suggesting steps to take to retrieve 
documentation and proceed with his claims.   

The smart home technologies in the apartment building 
for elderly people had electricity saving automation. 
However, the first winter everybody experienced that the 
apartments were very cold, and the elderly people (who 
normally need higher indoor temperatures because they do 
not move much) had to get help from the janitor service to 
correct the temperature. It took a long time to find out that 
some of the basic calculations for the electricity system were 
wrong resulting in faulty temperature regulation in the 
building [19]. We work in a smart building ourselves and 
have experienced similar difficulties when trying to identify 
the reasons for bad temperature regulation mechanisms. 
When using artifacts that are part of a larger complex 
system, the problems a user experiences may result from 
other people’s activities or errors.  

D. What is Difficult?  
Difficulties that stem from the artifact or system itself 

pose different challenges than those stemming from the 

artifact-in-context or in-interaction. We sum up the kinds of 
difficulties in Table 1, and indicate what kinds of challenges 
they pose.  

TABLE I.  DIFFERENT KINDS OF DIFFICULTIES WITH ARTIFACTS AND 
SYSTEMS, AND THE CHALLENGES THEY POSE 

What is 
difficult? 

Kinds of difficulties  

Artifact  Context Activities by 
others 

Examples: 

Holding the 
turn-off 
switch. 

Positioning of 
the charger. 

Online tax self 
services 

Personal economy 
when retiring. Tax 

deductions for 
renting out a house 

to family. 
Tax card when 

starting a new job  

Bankrupcy by an 
employer. Welfare 
agency “tidies up 

their systems”. 
Errors made by 
subcontractors.  

Challenges:  

Difficult to 
use, afraid to 
make errors 

Matching artifact 
with own life 
situation or 
circumstances 

Disentangling 
interactions and 

complexities 

IV. COMPETENCE 
Competence, as the ability to do something successfully 

or efficiently, is important for using technology. The 
examples in Section III show that competence can concern 
the design that makes the operation of the technology 
difficult (III.A) as well as the adaptation of the technology to 
the actual situation (III.B). In both cases, the users have to do 
fitting work [8] in order to use the technology 

A. What we Know 
A usability test of a video conferencing system showed 

that users who did not have the same technological 
experience as the designers: in this case: an iPhone, did not 
understand the interaction mechanisms and hence had 
problems operating the system [20]. Langdon et al [3] 
discuss this problem on a more general level, showing that 
“similarity of prior experience to the usage situation was the 
main determinant of performance, although there was also 
some evidence for a gradual, age-related capability decline.” 
(p. 179). They conclude that in their test of driving a new car 
“there was … some clear evidence that experience may be 
more influential than age” (p. 189). Docampo [21] has 
identified four technology generations: electro-mechanical 
period, remote control era, use of displays, and use of 
layered menus, basically distinguishing between before and 
after 1960. The generations affect learning new technology 
visible in a discontinuity of errors and task timings between 
the generations. 

Previous experience is a salient feature that builds self-
efficacy [22]. According to self-efficacy theory for human 
agency, belief in one’s own competence and mastery is an 
important factor for succeeding. In their study of the effects 
of training programs in computer use for older adults, Wild 
et al. [23] found that after one year of consistent computer 
use the participants reported reduced levels of anxiety and 
increased self-confidence in their abilities using computers. 
Participants with mild cognitive impairments were less likely 
to demonstrate increased efficacy and competence. This is in 
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line with our own empirical findings. We interviewed an 
ergo-therapist, who had the experience that elderly people 
with mild cognitive impairments were able to learn new 
practices, but with much training and follow-up from her.  

Langdon et al [3] suggest that “prior experience with 
similar products and product features is a strong predictor of 
the usability of products over the wider range of capabilities. 
This similarity results from experience with same brand, or 
functionally and perceptually differing products, provided 
that key functional features and visual appearances are 
maintained.” (p. 190). Hurtienne and Langdon [24] suggest a 
continuum of knowledge sources starting with 1) innate 
knowledge like reflexes and 2) sensorimotor experiences like 
speed, gravity (early childhood learning), 3) culture 
(everyday life), and 4) expertise acquired in a profession or 
hobby. Knowledge about tools crosses these “levels” of 
knowledge. They suggest that knowledge residing on the 
sensorimotor level of the continuum is basic to most people 
and is acquired early in life.  

B. How we Know 
Langdon et al found that previous experience provided 

guidance on how to carry out their tests [3: 182], which 
explained why their older test-participants were not able to 
use the technology, rather than they having lower cognitive 
capability as a result of ageing.  

Using technology is also a bodily experience. Höök [25] 
discusses bodily ways of knowing in her study of the 
challenges she experienced when learning the English style 
of horseback riding having experience from riding Icelandic 
style. The horses are trained to react differently to signals 
(from the legs, hands, body posture) from the rider in the 
different riding schools. Competence in and experience from 
horseback riding resides in the body and becomes more or 
less automatic. 

Höök [25] describes how she needed to practice again 
and again with constant feedback from the instructor to be 
able to learn the new movements, positioning and 
interactions. Even though she cognitively knew and 
understood how she was supposed to move and position her 
body, it was difficult to do/perform the new movements at 
the right moments.  

 

C. Learning and Un-learning 
Höök [25] describes vividly how learning new 

movements and ways of communication implied unlearning 
the old ways. Unlearning bodily ways of knowing implies 
consciously and deliberately practicing not doing the usual 
activity and instead practice something new. Having learnt 
how and when to perform a new movement is different from 
practicing the old habits. Unlearning bodily knowledge 
requires conscious cognitive work before it becomes a 
habitual and automated practice.  

A good example is modern hearing aids, where the 
wearer will need to train his or her brain to filter out noise 
from the sound that s/he wants to hear in order to get the 
most out of the hearing aid. The brain needs some years to 
re-adjust, and middle-aged people will benefit from using the 

hearing aids before it is strictly necessary. The brain needs 
time to allow for automation that enables the activity to take 
place outside of the conscious brain activity [26].  

Changes in rules and regulations as well as in the 
technology for doing taxes introduce new tasks for the 
citizens. In 2008 was submitting the tax return form made 
optional in that Norwegian citizens could just accept the 
figures that was already gathered by the tax authorities and 
presented in a pre-completed form. Accepting was done by a 
non-action: by not making changes in the pre-completed 
form. Hence, learning to differentiate and understand when 
to report changes has become a task. Many of the callers 
were not aware that they did not have to send in a paper 
form, and that they could report online [13]. In practice it can 
be difficult to differentiate between learning new tasks and 
unlearning old tasks, but we argue that analytically they 
create different kinds of challenges.   

Wu et al [27] present a participatory design project with 
people with anterograde amnesia, aimed at developing a 
“memory aid” for and with them. They base their design on 
the fact that “amnestics rely heavily on external memory 
aids, such as a calendar or an action item list.” (p. 217) 
providing a “tool [that] will assist amnestics when they feel 
lost or disoriented by providing information as to their 
whereabouts and their intent for being where they are. A 
person having amnesia will typically follow familiar routines 
in their daily life, such as the same route home, because 
deviating from this path will often result in disorientation. 
Our tool enables an amnestic to grow increasingly confident 
and independent in exploring new locations and situations – 
a feat that is very difficult in current practice.” [27:222, 
original emphasis]. 

The tool was based on the fact that amnestics’ procedural 
memory to a large extent remains intact; therefore it was 
possible to train new routines and skills for using the tool. 
“Interestingly, the overall similarity of products that has been 
experienced before does not have to be high to allow 
effective learning” [3: 183].  

Ergo-therapists working with elderly people tell that 
people often install electric water heaters in the homes of 
their old relatives in order to avoid starting a fire when 
forgetting the kettle on the stove. However, if the elderly 
person has a “bad day” and is particularly forgetful, s/he may 
put the water heater on the stove as a bodily habit, and this 
may cause fire. 

D. What is difficult – seen from the user’s perspective 
Looking closer at what is difficult suggests a distinction 

between learning and un-learning tasks. We found that the 
sources for the difficulties were the tasks to learn and the old 
tasks to unlearn: the two different processes are experienced 
in different ways both in cases where the artifact is difficult 
itself and when it is the fitting of the technology to the 
situation that appears as difficult. We came across examples 
of actions and errors made by third parties, such as vendors, 
employers, other public agencies and other technologies. In 
these cases, the situation was experienced as unpredictable 
and confusing and not possible to explain by the user unless 
s/he had a deep knowledge of the complexity of the 
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technology in its social environment. We sum up our 
analysis of what is difficult in Table II, expanding Table I 
with rows from this more detailed analysis of the nature of 
the difficulties. 

V. DESIGNING FOR EASE-OF-USE 
The three different kinds of difficulties can be a basis for 

approaching design of easy-to-use technology solutions. In 
this section, we report from some design experiments with 
elderly people [4][14][28][29] as well as our own design 
suggestions based on analysis of identified user problems 
[17].  

Designing from the users’ perspective starts with 
investigating their subjective experiences and competencies. 
Elderly users need much practice and repetition to establish 
new habits and unlearning old habits may be the hardest part. 
Unlearning may require trust to let old habits go to be sure 
that they are not necessary, e.g., for security. As unlearning 
old tasks is a challenge in itself, a design that builds on old, 
habitual tasks will be experienced as less challenging for the 
user. Using everyday technologies like radios, mobile 
phones, water heaters or remote controls is normally easy 
and often   automated and habituated. Many of our memories 
and competencies sit in our bodies as automatic movements 
or perception (e.g., music, smells) and can be carried out 
without conscious deliberation. A design that incorporates 
that the user can rely on his/her old habits can make the 
changing of old practices more likely and the design more 
robust. However, designing for new habits in old age is 
possible, as the example of the memory aid for the amnestic 
people above showed [27].  

 

TABLE II.  WHAT IS DIFFICULT SEEN FROM THE USER’S PERSPECTIVE 

What is 
difficult 

Kinds of difficulties  

Artifact  Context Activities by 
others 

New tasks 
to learn 

Holding the turn-
off  switch. 
Positioning of the 
charger. 
Online tax 
services. 

Personal economy 
after retiring. Charge 
device after use. 
Check pre-completed 
form 

Check and act if 
something 

unusual 
 

Old tasks 
to unlearn 

Handling paper 
forms.  
Putting kettle on 
stove.  

Charge device before 
use.  
Not pushing the 
horse.  
Changed tax rules.  

Need trust to 
stop doing.  

Basic 
knowledge 
for the task 

Understand tax 
and web pages. 
Understand a 
water boiler.  

When does the new 
apply? 

Understanding 
the ecology of 
humans and 
technology 

Challenges:  
Difficult to use, 
afraid to make 
errors 

Matching artifact 
with own life 
situation or 
circumstances. 
Differentiating 
between old and new. 

Disentangling 
interactions and 

complexities. 

 

We will exemplify the first design approach with the 
design of a digital radio that was co-designed with in total 25 
elderly people [29]. Johnsen et al aimed to design interaction 
mechanisms that built on old and familiar bodily skills when 
designing a new way of operating a digital radio [29]. Using 
rotary controls for operating the radio – like in the old days – 
enabled them to make sense of the interface with their body 
even if they intellectually could not understand or remember 
how to turn on the radio. They easily recognized the button 
as a device for rotary movement. Several buttons were 
designed and tested for a good grip for old hands and 
recognizable positioning with different textures and shapes 
[29], see Fig. 2. 
  

 

 
Figure 2.  The prototypes for the knob (above) and the digital radio 

(below). Photo by Johnsen et al [29] 

 

 

Figure 3.  Testing several different induction chargers. Photo: Iversen [28] 

189Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         205 / 457



In the second design approach, Iversen and Joshi [28][30] 
built on knowledge about earlier habits, e.g., the fact that in 
the old days telephones had wires and were usually located 
in a specific place, on a particular table by the entrance door. 
Maybe it would be easier to remember to charge the mobile 
phone if it was always put on a particular place like in the 
old days? As a way to provide easy charging of phones, 
Iversen and Joshi [28][30] collected seven different off-the-
shelf induction chargers and had them tested by a group of 
elderly men (see Fig. 3). The trying out of different 
technologies was instructive to the elderly users as well as to 
us as designers.  

Matching the artifact with the personal use situation and 
context represents a challenge [17][31], in particular if the 
artifact is complex (like tax). Showing ways of matching, 
e.g., by using several examples, can help the user in the 
matching of her/his situation with the technology 
requirements: s/he may be lucky and find an example similar 
to her situation. FAQs and help texts can provide such 
examples in the artifact itself, while human helpers like call 
advisors and ergo-therapists will have to assist if the 
matching is too difficult to carry out by the user alone. 
Graphical illustrations and simulations can also help explain 
complex systems like the tax system.  

Fig. 4 illustrates our view of how technology influences 
the tasks done by a human user. Fig. 4a illustrates a loosely 
defined set of tasks for a particular purpose (like doing taxes) 
as seen from the human’s perspective. Fig. 4b illustrates how 
technology takes over some of the tasks: they become 
obsolete. Fig. 4c shows the automated task area as seen from 
the human user’s point of you: s/he encounters some left-
over tasks that are not automated and some new tasks.  

 
 

  
  

  
Figure 4.  a) A set of tasks for a user - not clearly defined. b) Some of 
the tasks are made obsolete because of technology. c) Fragmented tasks 

left for the human user. d) A coherent set of tasks for a user. 

The tasks left for the human interacting with the 
technology appear as fragmented and there may be no or 
little coherence between different subtasks. New tasks can be 
of a very different kind than the original set of tasks. Fig. 4d 
illustrates that in order to make the tasks left for the human 
user coherent and foreseeable, we should design a coherent 
set of tasks left for the user instead of let the technology 
decide what is automated [17][32].  

Managing the boundaries between tasks made redundant 
by technology, tasks left for the user to do and emerging new 
tasks is a challenge in itself. Designing from the user’s 
perspective aims to present the tasks for the human 
interacting with technology as a coherent whole and with 
connected subtasks. This will enable the user to disentangle 
the problems s/he encounters.  

VI. CONCLUSIONS 
Based on examples from our research on design with and 

for elderly people and on citizens doing taxes, we describe 
how artifacts and systems become difficult to use. We have 
reflected on how we can use knowledge about difficulties in 
a constructive way to suggest better designs. In the paper, we 
make an analytical distinction between types of difficulties 
according to where they appear: in the artifact / system itself 
or when used in its use situation / context. Our analysis also 
includes a discussion of the differences between learning 
new tasks and/or competences to benefit from the technology 
and un-learning old habits and practices. In addition, 
difficulties stemming from activities and errors made by 
others may occur, and in order to be able to disentangle the 
problem and sort out what can be done, the user needs to 
understand the larger ecology of the service / system.  

We suggest that habits and bodily knowledge are used as 
resources for design where users benefit from familiarity and 
coherence. Building on and extending old habits instead of 
making them obsolete in a new design can be experienced as 
very simple for the user – independent of any usability 
assessment based on criteria that are external to and 
irrelevant for the particular user in the particular situation. 
Our aim has been to present a conceptual framework for 
design for the user’s subjective perspective.  

Our conclusion is that “easy to use” is difficult to design, 
and that the notion of “ease-of-use” hides the complexity that 
comes when artifacts are used in real life contexts. Both the 
identification of what makes things difficult and what turns 
out to be easy to use challenge a notion of “usability” that 
looks at the artifact as a de-contextualized object. Easy to use 
is a characteristic of the relation between a user, her/his 
activity and the technology that supports that activity. It is 
thus both situational and personal. This makes it even more 
challenging to go from what is difficult to use to designing 
easy to use artifacts.  
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Abstract— Augmented Reality (AR) applications mix, by 
means of display devices, real world environments with virtual 
objects in real time. The use of AR as a support for the 
implementation in the construction industry is still narrowly 
explored. This study proposes the applicability of AR, using 
smartphones, to aid wood frame assembly. This research 
innovation proposition is the developing assembly guidance in 
AR, displaying a wood frame wall model in real scale through 
smartphones screens. An investigative approach about the 
possibilities of such integration is proposed and developed, 
including the development of a specific application. User 
experience evaluations were conducted. In the evaluation, the 
participants experienced AR in order to assemble a wood 
frame wall panel. After that, the participants answered a 
questionnaire to ascertain the profile characterization and the 
user experience quality. The results obtained indicated that the 
proposed system is a useful tutorial tool. From a technology 
innovation perspective, this initiative has the potential to 
benefit the application of AR as training and technology 
support for construction processes. 

Keywords - Augmented Reality; User Experience; Assembly; 
Civil construction. 

I.  INTRODUCTION  
Augmented Reality (AR) applications associate through 

visualization devices, real environments with virtual objects 
in real time. Unlike Virtual Reality, that completely 
immerses the users in a synthetic environment, AR allows 
them to look at virtual models superimposed onto the 
physical world. By merging a range of digital and physical 
media, AR can be enriched by different perceptions and 
comprehensions offered by both physical and virtual 
environments. 

Currently, there are few in-depth studies that assess and 
evaluate human factors and interaction in mobile AR 
systems [1], especially researches concerning Architectural, 
Engineering and Construction applications. There is a lack of 
formal studies concerning the user experience in mobile AR 
systems [2]. The limited understanding of human factors, 
which are the basis for interaction with AR systems, can be 
an obstacle to the diffusion of this technology beyond the 
laboratory prototypes [3]. 

 

As a tool to assist visualization, AR has the potential to 
contribute to the construction processes as it can exhibit 
additional information that enables better comprehension and 
it can also gradually guide the execution. Additional 
information associated with virtual models can be used if 
connected to the real construction elements and visualized in 
AR. This way, AR can provide a visualization of the 
assembly procedure in an interactive way at the same time it 
shows superimposed models onto the real world.  

The wood-frame construction method combines 
commitment to the environment with new construction 
techniques. Considered as a sustainable and dry technology, 
around 95% of the residences in the United States of 
America rely on the aforementioned technology [4]; 
however, in Brazil its adoption is still incipient. The 
embracement of new construction technologies, like wood 
framing, depends on individuals' training to develop and 
execute projects that involve such technologies. Hence, it is 
important to highlight that new competences must be gained 
and applied to the work. By allowing individuals to be aided 
in the assembly process of wood frame edifications, the AR 
technology would act as a facilitator to the diffusion of this 
structural system. 

The issue that leads this research is if and how AR could 
be used as a tool to assist the assembly of wood frame 
panels. The proposal is to convert the assembly steps and 
way of execution into visible and explicit images through an 
AR system. In this case, it is important to ensure a suitable 
user experience while using the AR interface. Therefore, this 
paper describes a User Experience (UX) evaluation of an AR 
application using smartphone, to assist a wood frame wall 
assembly.  

This paper is organized as follows: section II explores the 
state of the art about the user evaluation of AR interfaces; 
section III presents the developed application; section IV 
describes the conducted evaluation; section V contains the 
results and discussion and the conclusion is presented in 
section VI. 

II. USER EVALUATION OF AR INTERFACES 
Traditional directives to evaluate the user interface 

cannot be exclusively used in this emerging field [1][5]–[7], 
since AR systems differ from desktop systems in various 
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aspects; the most crucial is that such systems are produced 
for being used as a mediator or amplifier of human 
visualization [5]. An AR system is, in its ideal form, made to 
be transparent and more as part of the system of human 
perception than a separate entity of it [5]. In order for this to 
happen, the user should perceive the reality with added 
information and interact with the system in a natural way. 

As pointed by [3], there are a number of challenges and 
difficulties as the hardware (e.g., display resolution, screen 
brightness and contrast, field of view, device weight) and the 
software (e.g., accuracy of the tracking algorithms, 
robustness, ease of calibration) that need to be overcome 
when evaluating user performance in AR systems. One 
interface of AR includes hardware, software, interface 
elements (e.g., menus, icons), markers, interaction 
techniques (e.g., mouse control, bare-hand interactions) and 
the content shown in AR. Depending on the device, the 
tracking form, the interaction technique used, the AR 
interface is altered. These factors may justify, in part, the 
lack of standard methods to evaluate AR interfaces.  

According to [1], most AR user evaluations fit into one 
of the four categories: (i) human perception and cognition; 
(ii) user task performance; (iii) collaboration between users; 
(iv) system usability and system design evaluation. Among 
the research that studies user task performance, it is possible 
to mention a few related to this, as in [8]–[12]. 

Some researches aimed the consolidation of AR for 
assembly in the construction field [8][9], targeting the 
comparison between paper-based and AR manuals as 
guidance to the assembly; the former used as model a LEGO 
robot and the latter, a piping system. The results of both 
researches showed that the use of AR reduced significantly 
the operator's cognitive workload, as well as the amount of 
assembly errors and execution time. In [8], one can observe 
that the AR assembly manual lowered the learning curve of 
users. In [9], the use of AR proved to be suitable as guidance 
to trainees in the execution of highly complex tasks, in which 
training time is limited and errors can be either dangerous or 
costly. Corroborating, [9] showed that the use of AR proved 
productive, since it promoted savings in two-thirds of the 
expenses of correcting erroneous assembly. 

Some researches have explored assembly with bare-hand 
interactions using AR [10]–[12]. In these researches, the 
users assemble a virtual model, which is projected through a 
Head Mounted Display (HMD). The virtual objects are 
manipulated by the movement of the thumb tip and index 
fingertip. Lack of realism was classified as a limitation, since 
the assembly is merely virtual and the models and their joints 
are simple. In [11], disregarding the weights of the elements 
contributed to the lack of naturalness and realism when 
handling virtual objects. Also, in [10][12], it is pointed the 
need to improve the level of realism through a more 
sophisticated algorithm for joint recognition, thus more 
complex models could be tested using this system. 

While [8][10]–[12] dealt with the assembly of small 
dimension models, this research explored the assembly of a 
real size wood frame wall panel, hence, the assembly of a 
large dimension model. In [9], the assembly of a real size 
piping system was explored, although the visualization was 

provided by an external projection, while in this research it 
happened through the smartphone screen. Thus, this 
represents an innovation concerning the proposed use of AR 
and the way it can be used. 

III. AR APPLICATION 
A system that could assist the assembly of a wood frame 

wall structure was idealized. To support this proposal, an 
application was developed: given a wall and its respective 
virtual model, an AR application that could put in evidence 
the execution steps was built up. This stage was developed in 
three phases, described as follows: 

A. Wood frame modeling 
In the first phase, a wood frame wall structure was 

modeled using the Autodesk Revit® software. This structure 
was idealized to be assembled in laboratory and, for this 
reason, measures of 1.70 meters wide by 1.75 meters high 
were adopted. The proposed structure possesses a central 
opening for window, Fig. 1. Then, the model was exported to 
Unity 3D software, in which the AR application was 
developed. 

 

 
Figure 1.  Unity 3D print screen: wall structure.  

B. Wood components identification 
In the second phase, the eucalyptus components, section 

5 x 11 centimeters, were cut in accordance with the project. 
Each one was identified by color according to its length and 
function. Thus, the scheme shown in Table 1 was adopted.  

TABLE I.  LIST OF THE WOOD COMPONENTS (SECTION 5 X 11 
CENTIMETERS) THAT COMPRISE THE WALL STRUCTURE 

Length (cm) Quantity Color 
190 1 Orange 
170 2 Blue 
145 6 Red 
80 3 Pink 
80 1 Green 
10 1 Gray 

 
Subsequently, the panel was physically assembled. At 

this moment, the components were drilled in order to offer a 
pre-set assemble system, Fig. 2. Letters were written to 
identify elements of the same color to favor its location in 
the panel. Corroborating, a triangle was drawn on the top of 
each element to the direction it should be positioned. 
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Figure 2.  Components identification and drilling setup. 

C. Application development 
In the third phase, the application functionality, 

characteristics and development were determined. The 
“montAR” application was developed from the Metaio's 
Software Development Kit for Unity 3D. The application 
was developed to run on smartphones with Android 
Operating System. 

Its functionality is based on the use of a marker 
associated with the assembly execution steps of the wood- 
frame panel. The marker is an image with a certain visual 
pattern that can be recognized by the AR system, which 
orientates and locates virtual objects in the scene. This 
marker, when seen in AR, indicates the correct location of 
the components that comprise the panel by the visualization 
of the 3D model in real scale, with highlighted indication of 
its position.  

The “montAR” application can be accessed by its icon on 
the smartphone screen. When running, the application shows 
a menu with the options: Assemble, Verify and 
Acknowledgement (in Portuguese: Montar, Verificar e 
Agradecimento). In Assemble, there is a menu on the side 
numbered from 1 to 7 to access the panel execution steps. 
These steps consist of exhibition of the AR model elements 
and also of audio instructions that include the correct 
positioning, orientation (vertical/horizontal), joints and 
additional assembly referral, Fig. 3. In Verify, the virtual 
model in colors is shown, in real size, to facilitate the visual 
verification of the elements and their positioning on the 
panel. 

 

 
Figure 3.  “montAR” print screen: marker, virtual model and the right 

menu with seven steps 

D. Application testing 
Once the application was complete, the system 

functionality was tested. At this moment, its functionality 
was ascertained and issues such as the positioning and scale 
of the virtual elements in respect to those of the real ones 
were verified. 

After the testing, alterations were made in order to refine 
the system, such as in: the execution order, the step-by-step 
audio instructions, the touchscreen options (drag, spin and 
enlarge/reduce), the maintenance of the virtual item in the 
scene even when it is no longer possible to visualize the 
marker and the insertion of a platform on the floor to favor 
the use of the screwdriver during the assembly. 

IV. USER EXPERIENCE EVALUATION 
The purpose of this stage was to assess the quality of the 

experience of using the system as means of communication 
of the assembly steps. According to [13], for evaluations that 
aim to enhance the measurement, such as response time to a 
stimulus, objective measures are used and, for experiments 
designed to assess cognitive performance, subjective 
measures and qualitative analyzes are used. [13] and [14] 
suggest that evaluations designed to assess cognitive 
performance are the most indicative of the user experience 
with the interface and, therefore, subjective measures or 
qualitative analyzes should be adopted. In this situation, 
commonly, participants are asked to perform certain tasks. 
The major advantage of using tasks is that they tend to be 
more similar to the actions that users would realize with the 
system. Therefore, the information gained from an 
assessment of cognitive performance tends to be more 
relevant and accurate on the application utility. 

The assessment process was divided in two sections. The 
first, being user characterization: age, gender, level of 
education, frequency of use of smartphone or tablet and 
previous knowledge of AR systems and wood framing. The 
second, being the evaluation of the assembly system itself.  

Initially, the researcher presented the system by 
demonstrating its operation and, after that, the user 
experimented the technology for a few minutes to become 
familiar with it. 

The next step consisted of the task of assembling the 
wood frame wall structure using the AR application through 
a Samsung Galaxy S5 smartphone. Thus, a marker was 
positioned over a wooden platform, which composed the 
assembly space. The eucalyptus components that comprise 
the panel, screws, an electric screwdriver and a Phillips 
screwdriver were disposed alongside the platform, Fig. 4. 

 

194Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         210 / 457



 
Figure 4.  Provided material for the completion of the evaluation 

Following the assembly, a questionnaire was 
administered to the user in order to assess the quality of 
his/her experience, which is presented in Table 2. The 
method adopted was proposed by [14], in which the user 
experience is classified according to certain characteristics 
and rated in a Likert scale. To each assertion, the participant 
would check one of the following alternatives: Totally agree 
/ Agree / Nothing to declare / Disagree / Totally disagree. 

TABLE II.  UX QUESTIONNAIRE 

Q1 The step-by-step provided by the Augmented Reality system to 
the panel assembly was effective  

Q2 I felt that the Augmented Reality system was appropriate to the 
proposed task 

Q3 The smartphone screen size was appropriate to visualize the wood 
frame panel 

Q4 It was comfortable to use the smartphone during the whole time 
Q5 The Augmented Reality system interface seemed natural to me 

(menu, buttons, control and visualization) 

Q6 The visualization of virtual information superimposed onto the 
real world did not confuse me 

Q7 When using the Augmented Reality system, I felt encouraged and 
motived to finish the task 

Q8 Guided by the Augmented Reality system, I was able to finish the 
assembly task at the first attempt 

Q9 When I was assembling the wood frame panel, the Augmented 
Reality system enabled the perception and correction of errors  

Q10 I felt that I accomplished the task of assembling the wood frame 
panel effectively 

Q11 I felt satisfied with the way I performed and accomplished the 
task of assembling the wood frame panel using Augmented 
Reality 

Q12 When using the Augmented Reality system, I felt the desire to 
continue 

Q13 Using this Augmented Reality system made me feel involved in 
something extraordinary, something new 

Q14 I enjoyed the experience of assembling the wood frame panel 
using Augmented Reality 

a. Based on [14] 

In addition to these questions, an open question was 
provided destined to further considerations, where the 
participant could comment on his/her difficulties and suggest 
improvements on the system. 

V. RESULTS AND DISCUSSION 
The evaluation involved seven participants, among 

Architecture and Civil Engineering students, who 
experimented the AR system through the smartphone screen. 
The assessment took place on September 2015. The data 
collected was analyzed aiming the quality of the UX.  

Of the total number of participants, three were female 
and four, male, and all of them were aged between 18 and 
24. When asked about the frequency of use of smartphone or 
tablet, all of them informed daily basis use of this kind of 
mobile device. None of them had previous experience in any 
kind of AR system neither had assembled a wood frame 
panel before. 

Initially, the participants were given information about 
the research aim and explanation on the system operation. 
All of them took a few minutes to become familiar with the 
AR functioning. 

All of the participants accomplished the panel assembly 
successfully. On average, each one took 55 minutes to 
complete the task. Throughout the wood frame structure 
assembly process, the participants' actions were recorded, 
Fig. 5.  

 

 
Figure 5.  Documentation of the assembly process 

It was observed that while some participants placed the 
smartphone in their pockets, others laid it down on the board 
during the execution. It was only removed when accessing a 
button was necessary in order to move on to the next step, 
Fig. 6. 
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Figure 6.  Participant during the assembly task 

The results of the questionnaire, in general, indicate 
acceptance of the proposed system. All agreed that: the step-
by-step provided was effective (Q1); the AR system was 
appropriate to the task (Q2); the screen size offered by the 
smartphone was appropriate to the task (Q3); the interface 
provided by the AR system seemed natural to the 
participants (Q5); they felt encouraged and motivated to 
finish the task (Q7); they could accomplish the task free of 
errors at the first attempt (Q8); they accomplished the task 
effectively (Q10); they felt satisfied with the way they 
performed and accomplished the task (Q11); they felt the 
desire to continue using the system (Q12); they enjoyed the 
experience of assembling the wood frame panel using the 
AR system (Q14). 

On the other hand, three participants declared that the use 
of the smartphone did not prove comfortable during the 
whole assembly period (Q4). One participant stated that 
virtual information superimposed onto the real world caused 
confusion (Q6); other opted to abstain from commenting 
about the AR system enabling the perception and correction 
of errors (Q9) and another did not feel involved in something 
extraordinary (Q13). Fig. 7 summarizes the answers. 

 

 
Figure 7.  Results from the UX evaluation questionnaire 

As warned by [15], the visual disorder may cause 
ambiguity or difficulty in comprehending the AR content. 
Corroborating, one participant complained that, at particular 
times, the superposition of virtual elements over the real ones 
wasn't accurate. In order to solve this issue, the participant 
suggested that the virtual elements were more transparent. 

One participant suggested the inclusion of one item on 
the main menu, with initial instructions indicating what is 
necessary for the assembly, such as screws, wooden pieces, 
Phillips screwdriver or electric screwdriver. None of the 
participants, when finished with the assembly, used the 
“Verify” item from the application. Two participants pointed 
the need of visualizing the complete model before starting.  

VI. CONCLUSION 
In this research, an interactive guide to the assembly of a 

wood frame wall panel using AR is proposed. Therefore, the 
use of the virtual model associated with AR technologies, 
which provide the possibility of interaction between the user 
and the combination of virtual and real environments, is 
presented.  

To that end, an AR application named “montAR” was 
developed for smartphones. The application exhibits the 
assembly process of a wood frame wall structure in an 
interactive way, in order to facilitate the assembly, even for 
beginners. The system was developed so that the users could 
assemble the wall without the need of paper-based manuals.  

In order to better understand how “montAR” can be used, 
this research presents an evaluation of the UX. All of the 
participants were able to successfully accomplish the task of 
assembling the wood frame wall panel using the AR system. 
In general, they indicated the acceptance of the system and 
seemed interested in the technology.  

The system needs further refinement until the application 
achieves a proper operation to that end. Therefore, 
improvements must be made in accordance with what was 
pointed out in the assessment, which are: more transparency 
to the virtual elements, inclusion of initial instructions to the 
menu and the option of visualization of the complete model.  

The proposition of innovation of this research lies in the 
fact that this technology is being used here as means of 
offering a practical tutorial for the execution of the wood 
frame wall panel. Such initiative holds the potential to 
benefit people's training in this construction system, which is 
still incipient in Brazil. 
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Hopefully, the assembly of wood-frame edifications can 
be assisted by the development of an application that offers 
an interactive step-by-step in AR. Therefore, this application 
can contribute to the diffusion of the wood-framing in the 
Brazilian construction process, providing its adoption and 
propagation. The resulting artifact of this research can be 
used by workers in the construction site as well as 
Architecture and Construction professionals, teachers and 
students for teaching and learning. 

In a wider perspective, this research indicates that the use 
of AR can be important for the construction process as a 
whole, even those which are already consolidated. For this 
reason, new studies in these terms are essential. 

Future work will focus on developing a comparative 
study between the panel assembly using AR through smart 
glasses and smartphones. This comparative study will aim to 
verify which device is more likely to be accepted by the user 
during the assembly task.  
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Abstract – Experience design teaching faces the challenge of 
balancing two main pedagogical proposals: (1) commercially 
driven projects intended to satisfy market needs also 
understood as user needs; and (2) experimental projects, not 
primarily concerned with consuming, aimed at exploring 
innovative designs. In a design school, this problem is of special 
interest, since academic environment offers rare opportunities 
for experimentalism. Anxious about professionalization, both 
professors and students usually ignore those opportunities and 
tend to follow recipes provided by literature in the experience 
design field. In this paper, we propose, through the analysis of 
case studies, a pedagogical approach intended to stimulate 
both critical thinking and unexpected interactions. The 
prototypes presented here demonstrate that it is possible to 
teach and learn experience design through a non-commercial 
approach.   

Keywords – pedagogy; interactive design; experience design; 
non-commercial applications; experimentalism. 

I.  INTRODUCTION 
The Interaction Design field has been marked by the term 

UCD (User Centered Design), since its coinage in 1986 by 
Don Norman [1]. His insight has created a shift in the HCI 
(Human Computer Interaction) field from the development 
of interactive systems focused on the product to the 
foregrounding of the user's needs. As it is known, this 
concept was the basis to the more recent field UXD (User 
Experience Design), made popular by (besides Norman 
himself) authors like Marc Hassenzahl [2], Bill Buxton [3] 
and Nathan Shedroff [4]. UXD implies that design is 
required to go beyond the creation of products and interfaces. 
It has to consider situations of use, which are now seen as 
“designable”.  

We suggest that both terms, “user centered design” and 
“user experience design” – in spite of their unquestionable 
importance in HCI history – have obscured, a simple fact: 
users, today, maybe more than ever, are not merely people 
who have "authentic" needs and everyday routines just 
waiting for a designer’s enlightened assistance to fulfill those 
needs. Both needs and experiences are also produced by 
constant market demands from contemporary capitalism, 
named by authors such as Maurizio Lazzarato as “immaterial 
capitalism”. To Lazzarato, contemporary “products” (which 
can be immaterial themselves, e.g., Facebook) are 
“producers of the needs, the imaginary and the tastes”, 

creating and transforming the “ideological and cultural 
environment of the consumer” [5]. To Italian philosopher 
Giorgio Agamben “one single individual […] can be the 
place of multiple processes of subjectification: the user of 
cellular phones, the web surfer, the writer of stories, the 
tango aficionado, the anti-globalization activist, and so 
forth.” [6].  

If we agree that the user is also a product of economical 
and marketing needs, it becomes difficult to view him/her as 
an absolute starting point for the development of design 
systems, as the terms UCD and UXD may imply.  

Such a complex scenario brings particular challenges to 
teachers, schools, universities and anyone related to design 
teaching: In what ways can one teach experience design 
today? Should we just follow the widespread understanding 
of the user as the starting point for any design project? 
Should we encourage students to base and justify their 
projects upon supposedly infallible recipes? If we are to 
understand the learning environment as a rare space for 
lively and independent critical debate where innovative 
thinking can flourish, the answer is obviously no!  

This paper presents the concepts user and experience 
beyond their immediate commercial implications. The basic 
proposal is to temporarily free students from market driven 
rules and to encourage them to design unusual interactions. 
While the projects they develop are playful and humorously 
informal, they follow rigorous methodological steps that 
encompass the basic knowledge related to the design of 
interactive systems.  

In order to present our pedagogical research and results, this 
paper follows the following structure: Section II gives a brief 
historical account of interaction design teaching at ESDI 
(Escola Superior de Desenho Industrial). Section III provides 
the schematic framing in project development employed at the 
School and explains the approach chosen for describing the 
case studies. In Section IV, we will present three completed 
projects: (A) a radio that can broadcast news, music and soap 
operas from the past, (B) a real physical tightrope that uses 
sound and image feedback from Nintendo’s computer game 
Super Mario Bros, and (C) an installation in which captured 
silhouettes and movements of participants are transformed into 
colorful graphics projected on a screen. Section V sums up the 
essential aspects demonstrated by the case studies and indicates 
future developments.  
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II. EXPERIENCE DESIGN TEACHING AT ESDI 
In 2010, interaction design became part of the 

undergraduate curriculum at ESDI, a School traditionally 
devoted to Graphic and Product Design. Since then, we have 
been testing a variety of pedagogical approaches in order to 
develop students’ interaction design skills, mainly focusing 
on practical project development.  

Before describing the non-commercial applications, 
which are the focus of this paper, we will emphasize that, 
naturally, we have not abolished market driven assignments. 
In fact, when we started teaching interaction design, project 
proposals were based on existing products such as websites 
and tablet apps. In these cases, the focus was on the 
importance of visual clarity, semiotic concepts, analytical 
critique, usability aspects and user testing. In 2012, for 
instance, students were asked to search for a website they 
considered especially problematic. They had to analyze the 
site in terms of visual pleasantness and coherence, semantics, 
metaphor efficiency, usability and overall experience. Before 
and after images [7] show how their analysis have guided 
them in the search for better graphic and interactive solutions 
(Figure 1).  

Projects like these were carried out exclusively through 
simulations, such as interactive pdfs and Adobe Flash 
prototypes. Gradually, we have introduced programming 
workshops on hardware and software platforms such as 
Arduino [8], Processing [9], Microsoft’s Kinect [10] and 
MakeyMakey [11]. The benefits of teaching the logic of 
programming languages to design students are twofold:  
firstly, the logic of programming can free students from 
clichéd solutions (embedded in any commercial software 
package) and empower them with a critical awareness of 
design-presuppositions [12]; secondly, this very logic may be 
exported to projects other than interactive ones, since 
programming language foster the development of planning, 
synthesis and organizing skills.  

It was this proximity with programming that has 
encouraged us – teachers and students – to engage in 
experimental projects not destined for commercial use. For 
design students who had never programmed before, learning 
was usually an arduous process. More often than not, they 

faced difficulties in getting their original plans executed as 
they had imagined, inevitably leading to frustration and 
discouragement. However, such “mistakes” could be (and in 
fact were) taken as creative “busters”, once inventive 
solutions had to be called upon in order to adapt original 
plans to the constraints imposed by programming. There 
were, thus, two potential creative paths for the projects: an 
emerging acquisition of programming skills and the 
inclusion of random surprises.  

Without abandoning the more commercial assignments 
mentioned above, we have welcomed an approach to 
teaching experience design that was experiential in itself and 
that encouraged project development as a nonlinear process. 
Besides that, it became accepted that a project’s goal is not 
always initially clear and that innovative ideas can arise from 
a temporary suspension from the commitment to any existing 
system devised to be “used”.  

III. PROJECT STAGES AND GUIDELINES  
FOR THE CASE STUDIES 

 
Flexible and free as the following cases may seem, the 

employed pedagogic methods for their development have 
strict pre-defined traditional stages: 

 
• Theme assignment.  
• Research. 
• Brainstorming. 
• Project proposal. 
• Low-fidelity prototyping. 
• Sensorial design. 
• Programming. 
• User testing. 
• High fidelity prototyping. 
• Final demo film.   

 
This sequence is merely a suggestion, since any one of 

these phases can be (and usually is) revisited and/or 
anticipated: for instance, a group of students in the 
brainstorming phase may want to jump ahead and create a 
quick low-fidelity prototype to fast test their ideas; another 

Figure 1. Before and after: Tickets for fun website re-design. 
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group whose design is well advanced may want to go back to 
research, led, say, by unexpected programming or sensorial 
design issues. 

Given such flexibility, it would be deceiving to present 
the following case studies strictly under the above linear 
sequence. Instead, we have chosen to present all three cases 
according the following sequence: 

 
• Project overall description. 
• Relevant development issues and turning points 

specific to each project. 
• Main achievements and innovative 

contributions. 
 
 

IV. CASE STUDIES 

A. Scheidemann Radio  
A haunted radio that transmits music, soap operas and 

news from 1939 to 2012 was the proposal of a group of 
students for the given theme “Remix”. In this assignment, 
students were required to search for an out-of-order object 
and assign to it new functionalities.  

In project Scheidemann [13], an old radio was conceived 
as interface for a databank containing sounds from past 
decades. When turning a radio knob, the user could choose 
which category to listen to (music, soap opera or news) and 
combine this choice with a time selector (another knob) in 
order to choose a specific date. Besides this content, a 
mysterious character was said to “inhabit” the radio. This 
was Viktor Sheidemann, the device’s creator, who intended   
his invention to predict the future. His life had ended in a 
tragic suicide, followed by the capturing of his soul by the 
radio. Since then, his voice interrupts randomly the radio 
transmission uttering Viktor’s memories and predictions. If 
one listens to the radio long enough, one will be able to 
recompose, out of the fragmentary narrative, all relevant 
facts of Viktor’s life.  

In the project’s early phases, the radio would offer little 
interaction. It would be standing in an ordinary busy 
environment, like a restaurant or a classroom, occasionally 
turned on by movement sensors. The project’s authors 

imagined a situation where people would suddenly be made 
aware of the radio and get curious about its bizarre behavior. 
To better analyze the potentialities of this plan, a cardboard-
made low fidelity model was used for experience 
prototyping. The students enacted and filmed what they 
imagined would happen in a real situation (Figure 2). Two of 
them played common passers-by who would, they presumed, 
be surprised by the device, while another one, using the 
“wizard of Oz” technique [14], would hide behind the radio 
and manipulate both sound transmissions and a clock pointer 
which should indicate a date in time. 

The film revealed little level of interaction and this 
poorness could potentially weaken the overall idea, as it 
depended too much on little sensorial appeal. They, then, 
resolved that the radio should have its knobs activated for 
interaction. Besides that, they decided to create, in the 
school’s basement, a scenographic setting which included 
Viktor’s diary sheets on the floor, spider webs hanging from 
the ceiling, a glass of water half emptied (his last one?), an 
open book, and finally, the radio (Figure 3). 

Radio Sheidemann was a successful project, attracting 
the curiosity of a wide variety of users. During the project’s 
development, students were able to understand design as an 
activity that needs to consider, besides the product itself, 
architectural, sensorial and behavioral issues, i.e., experience 
design typical concerns.  

Figure 2. Radio Scheidemann's low fidelity and experience prototyping. 

Figure 3. Ambiance and Radio Sheidemann. 
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B. Super Slack Bros. 
In the summer of 2014 slacklining (or tightrope 

equilibration) was the hit sport at Rio de Janeiro’s beaches. 
A student came out with an original idea: an outdoor 
installation that would bring Nintendo’s 1990’s game Super 
Mario Bros to physical reality [15]. The piece may be 
described like this: interaction starts when someone jumps up 
a slackline stretched between two trees. He/she receives 
“stage accomplished”, “win” and “fail” sound feedbacks 
imported from original Mario’s soundtrack. As the user 
evolves on the line he/she advances on game stages, just as 
in a typical computer game. The “scoring” system also 
includes the touching of real Mario Bros’ icons (printed and 
mounted on cardboards) that hang from another stretched 
line located above the user’s head (Figure 4). 

The basic technical setting is the assemblage of two wires 
(one phase and the other one signal), on the slackline, that 
close electrical circuit when the heel and the instep of one 
feet touch simultaneously the different wires. These wires 
are connected to MakeyMakey’s input slots, which substitute 
for the computer’s inputs (keyboard, mouse, etc.). A 
Processing code receives those inputs and retrieve 
appropriate sounds from a database. The same technique is 

used for the activation of the icons hanging above.  
In the initial plan, the input was thought of in terms of 

pressure sensors (Figure 5). It took many experience 
prototypes and intense research until the idea of a feet-
closing circuit was devised. The overall experience was also 
refined: the student abandoned his original idea that included 
lights’ feedback and opted to use exclusively sound, since 
light proved to be a distraction to a user trying to balance on 
a rope.  

This remarkably original project attracted a lot of 
attention, including MakeyMakey’s creator, Eric 
Rosenbaum’s [16]. When the functional prototype was 
installed, a lot of people were eager to experiment with the 
modified game. But, besides such success, the system also 
provided food for thought in what concerns our intensely 
virtual and digitized culture. Super Slack Bros., by inverting 
the usual path from real to virtual, was a humorous and 
ironic commentary on today’s widespread arrest of physical 
reality.  

 

C. Psychokinectic  
Developed in 2015, over the assigned theme “Movement 

and Color”, this interactive system was a Microsoft Kinect-
based application [17]. The system works like this: users’ 
movements and body contours are continuously captured and 
sent to a computer. Through Processing Language, the 
contours define an area to be filled with various graphic and 
video elements.  

This technical setting involves software and hardware 
knowledge usually unfamiliar to design students. During the 
project’s developing process the authors undertook strenuous 
tests and research of Kinect’s body recognition capabilities. 
They have also investigated Processing Language and 
Resolume Arena software in order to mix images and 
silhouettes in real time. The code was based on libraries 
Syphon and Kinect Projector Toolkit [18]. 

In technically complex projects like this, it is not 
uncommon that students get so busy researching and 
debugging software and hardware that they tend to neglect 
fundamental aspects of experience design. Almost close to 

Figure 4. Super Slack Bros' installation. 

Figure 5. Super Slack Bros. First ideas and initial pressure sensor based 
technical solution. 
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the project’s final deadline, challenging conceptual problems 
arose. Since the very first drafts (Figure 6), there was an 
arrangement of actors and devices that remained unchanged: 
the user was expected to stand facing the projection and the 
Kinect’s sensor and the projector would stand behind 
him/her. Initially the resulting shadows derived from this 
setting were intended as part of the project. But technical 
investigation had led the students do decide that images 
would appear inside and not outside the body’s contour, thus 
making any shadow improper.  

It was only when the main technical issues had been 
solved, that filmed experience prototypes were possible, 
revealing experiential problems. As the user interacted with 
the system, his/her attention was locked to the screen (Figure 
7).  

This disposition generated two problems. Firstly, the 
user’s shadows, initially part of the concept, actually made it 
difficult for one to see what was inside the silhouette and, 
secondly, participants became “hypnotized” by the images, 
what resulted in low-level interaction amongst users 
themselves.  

The original project’s concept, framed in terms of “how 
to create a user experience in which the body could control 
images” was reformulated as “how to create a projection that 
interacts with user’s movements without forcing his/her 
attention to be locked to the projection’s plane”. Their 
solution was to elevate the whole set, by hanging the screen 
on buildings from two sides of a street (Figure 8). 

In the end, the system was finally tested and validated as 
a device for dance parties, such as one organized by 
student’s themselves at the School. The final setting allowed 
people to interact with the system, without having to enter a 
specially prepared closed room. Therefore, Psychokinectic’s 
originality was that of serving both as party decoration and 
interactive piece – an experience that was neither immersive 
nor theater-like. 

V. CONCLUSION AND FUTURE WORK  
This paper has demonstrated the qualities of a 

pedagogical method not based primarily on the user. We are 
hardly suggesting, though, that commercial concerns are to 
be forgotten in a design school, or that users are unimportant. 
The point addressed here is that there may be gains if we 
temporarily suspend those concerns. The focus on the design 
of the experience in itself, apart from any predefined or 
supposed “needs”, has made it possible for students to both 
understand how to formulate design problems in terms of 
experience and to develop creative projects. In spite of not 
having any particular user in mind they were able to attract 
and enchant those who undertook the designed experiences.  

Perhaps this approach points to a more flexible 
understanding of the user as someone who can profit 
emotionally and intellectually from engaging in unexpected 
settings, rather than solely having his/her needs quickly 
fulfilled. Besides that, these projects, due to their emphasis 
on physical collective experiences, are also critical 
statements against the immaterial seclusion typical of social 
networks. They envisage alternatives to a kind of sociability 
composed by lonely users, connected to one another and to 
the world mostly through screens. 

 As for future developments of the work presented here 
we shall pursue both external and internal endeavors. On the 
external level, we have been establishing connections with 
other design schools across the globe so as to promote 
collaborative initiatives following the methods described 
above. Internally, we plan to introduce, in our interaction 
design courses, a more effectively blend between 
commercial and non-commercial approaches, encouraging 
students to find inspiration in the experimental results in 
order to the create innovative marketable products.  

Figure 6. Psychokinectic's first draft and early imaging tests. 

Figure 7. Psychokinectic's experience prototyping. 
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Abstract—Various websites and mobile applications collect 

personal identity information. Personal privacy might be in 

danger if we exposed our identity information to a malicious 

third party. Warning countermeasures have been designed to 

mitigate identity theft. However, people often click the OK 

button without reading warning messages. We propose a 

dynamic warning system based on eye gaze information. The 

warning messages display just-in-time, and they fade out after 

users read them. To evaluate attention switch and 

maintenance, we developed an Eye Tracking Information 

Analysis tool. In addition, we built a simulated restaurant 

reservation app, named ReservME that integrated our 

dynamic warning system. We conducted a three-condition 

experiment with a comprehensive follow-up survey. Our 

experiment results show that the eye gaze based dynamic 

warning system helped participants reduce unnecessary 

identity disclosure. 

Keywords-Dynamic warning; Eye gaze interaction; Identity 

theft; Warning design and evaluation. 

I. INTRODUCTION 

People encounter many web-based security warnings in 
browsers and apps. People often ignore them [1] or do not 
even realize that a security warning is present. When 
individuals were asked about their concerns about the safety 
of their private information, they claimed that they were 
careful about their information when sharing [2]. This 
contradiction can be explained by the ineffectiveness of 
warnings [3].  

Researchers have been studying the effectiveness of 
warnings for years. Frameworks such as the communication-
human information processing (C-HIP) model and a 
sequential model of human information processing [4][5], 
were introduced to use as a guide to analyze the effectiveness 
of warnings [4]. In recent years, some web-based and 
mobile-based warnings have been introduced [6]–[9] to 
improve users' attention to warnings and risk evaluations. 
However, limitations exist in previous warning designs and 
evaluations as follows. First, surveys and interviews are 
widely used to analyze the effectiveness of warnings. Users' 
attention on warnings was not quantitatively analyzed. 
Second, users' attention was not used to interact with 
warnings. Third, attention switch and the cost of compliance 
are hard to evaluate. For example, active warnings with a 
“close” button could switch attention to a high level. 
However, this behavior costs time in terms of compliance, 
which may make users annoyed if the warnings show up too 

many times. Users' attention is critical to warning designs 
[10], but previous research has not made optimal use of it.   

In this research, we propose a dynamic warning system 
based on eye gaze information. The dynamic warning 
message included a security metaphor, a message about the 
consequences of not complying, and a recommended safe 
response message, and was integrated into a restaurant table 
reservation app. Users’ eye gaze information influenced 
show-up time, fade-out time, and location of the dynamic 
warning message. We developed an Eye Tracking 
Information Analysis (ETIA) tool to determine the warning’s 
show-up time and fade-out time. ETIA is also used to 
evaluate the effectiveness of the dynamic warning and to 
record the experiment. We conducted a three-condition 
experiment on 128 participants. Follow-up surveys were 
used to evaluate the effectiveness of the dynamic warning in 
the presence of an identity attack. 

Our study makes three main contributions. First, we 
provide a dynamic warning system using eye gaze 
information. The dynamic warning shows “at the right time 
and at the right place." Second, we provide a tool to analyze 
and visualize users’ attention on warning messages. The 
output is used as feedback to further improve the design of 
future warnings. Third, the dynamic warning fades out when 
users do not read it.  

This article is organized as follows. The next section 
outlines the background and related work. Then, we present 
an eye gaze based dynamic warning approach and its 
integration to a Windows 8 app. Section IV illustrates an Eye 
Tracking Information Analysis tool. The fifth section 
discusses the evaluation on the dynamic warning approach. 
Finally, Section VI concludes the paper. 

II. BACKGROUND AND RELATED WORK 

Warning countermeasures are widely used to prevent 
privacy attacks. Researchers have developed several 
frameworks [11]. Wogalter’s C-HIP model [4], shown in 
Figure 1, is one of the most widely used frameworks in 
warning design. The C-HIP model is used as a guideline to 
warning design and identifies the reason of a warning’s 
effectiveness or ineffectiveness. It consists of nine levels, 
starting with a source by using visual, tactile or auditory 
channel to deliver to receivers. Factors such as font size, 
color and audio volume in the warning stimuli have 
influences on behavior. The attention switch, attention 
maintenance, comprehension, memory, and attitudes and 
belief stages could also affect a receiver’s behavior. Cranor 
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extended C-HIP model into a human-in-the-loop security 
framework [12]. The human-in-the-loop security framework 
could be able to help design understand the behavior of 
humans on security-critical functions. 

The typical Windows program has warnings seemingly 
everywhere, with warnings about things that have little 
significance [13]. “Over warning” makes using a program 
feel like a hazardous activity, and it detracts from truly 
significant issues [13]. The problem is, when an individual 
habituates to a warning, he may not have acquired all the 
information from the warning. Kim and Wogalter mentioned 
four solutions to deal with the problem of habituation [14]. 
First of all, incorporate features (e.g., size and color) to 
enhance conspicuity. Second, modify or change the 
warning’s appearance. Third, allow warning designers to 
deviate from the standards. Fourth, use dynamic 
(changeable) warnings [14]. According to research by 
Racicot and Wogalter, in the workplace and in hazardous 
environments, warnings could be presented only during the 
points in time when the risk information is needed [15]. 
Highly sophisticated detection and warning systems could 
also enable personalization of the warning and varied 
presentation patterns that will prevent or delay habituation 
[16]. A warning will be more likely to attract and maintain 
attention when individuals are in an information-seeking 
mode than in other modes of thinking [17]. In other words, a 
person who is actively looking for hazard-related 
information will be more likely to see and hear a warning 
than a person occupied with other tasks.  

Our warning design is inspired by previous research on 
physical security metaphor images used on security-related 
warnings, such as a thief sneaking away. Physical security 

metaphors could provide a vivid image to inform users about 
hazards. Raja and colleagues designed firewall warnings 
whose functionality is based on a physical security metaphor 
[8]. According to their evaluation results, their warnings 
facilitated the comprehension of warning information, better 
communicated the risk, and increased the likelihood of safe 
behavior. Sunshine and Egelman redesigned secure sockets 
layer (SSL) warnings. Their severe warning has a red 
background and a “Stop sign officer” security metaphor [18]. 
Also, research on eye movement has suggested that the 
pictorial-color icon produced better performance compared 
with those without pictorial icon or color icon [19].   

According to Wogalter’s suggestion [20], dynamic 
warnings are more noticeable than static warnings. Because 
dynamic aspects of warnings should be conspicuous to 
attract and sustain attention, they could reduce the problem 
of habituation. If the warning is presented distant from the 
hazard in terms of location and time, people may not 
recognize the connection or may not remember the hazard. 
By working with detectors or sensing devices the dynamic 
warning can be noticed when a warning is needed [21][22]. 

Our experiment is conducted to evaluate the effectiveness 
of dynamic warnings in the context of a mindlessness attack. 
A mindlessness attack is a psychological attack that attempts 
to access more information from users [23]. Our previous 
research instituted the mindlessness attacks within a web-
based online shopping context and an automobile insurance 
quote and was shown to be effective [24][25]. Our current 
goal is to mitigate the effects of the mindlessness attack. 

Eye tracking technology in human–computer interaction 
(HCI) has been highly promising for many years. Jones and 
Milton (1950) captured eye movements with cockpit-
mounted mirrors and movie cameras to study eye movement 
data with painstaking frame-by-frame analysis of the pilot’s 
face [25]. Crowe and Nrayanan emphasized that aggregating, 
analyzing, and visualizing eye tracking data in conjunction 
with other interaction data could be a powerful tool for 
designers and experimenters in evaluating interfaces [26]. 
Nielsen and Pernice use eyed tracking on web usability to 
discover 2503 usability guidelines for Web sites, intranets, 
social network postings and e-mail newsletters [27]. 
Takeuchi and colleagues measured participants’ pupil 
diameter with an infrared-video-based eye-tracking device 
and found that pupil size increased rapidly as the learning 
proceeded in the early phase of training and decreased at the 
later phase to a level half of its maximum value [28]. In 
recent years, researchers started to use eye movement as an 
input in HCI systems. Jacob in the Naval Research 
Laboratory applied eye movement for object selection, 
moving an object with the eye controlling both scrolling text 
and defining a “listener” window [29].  In our research we 
used the eye tracking information to guide our design of the 
dynamic warning. 

III. EYE GAZE BASED DYNAMIC WARNING SYSTEM 

DESIGN 

We focus on four issues. What should the warning 
message be like? When should the warning show up? Where 
should the warning show up? How does the system work? 
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Figure 1.  Diagram of the expanded C-HIP model [4] 
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These four questions will be answered in the following 
subsections. 

A. ReservME software 

ReservME (Figure 2) is a Window 8 app running on a 
Microsoft Surface Pro. It is a restaurant table reservation app 
similar to Opentable, which is a top ten app on Windows, 
iOS, and Android. ReservME is using HTML5, CSS3 and 
JavaScript. A personal information form appears after a 
restaurant is chosen. First name, last name, email, phone 
number, address, city, state, zip code, and credit card 
information were requested in the app.  Considering the 
safety of participants’ privacy, we did not collect this 
information. Rather, we captured whether any information 
was entered into the data fields, represented as 0 for input, 1 
for no input. Our previous research found that users are 
concerned about their email, phone, and zip code being 
exposed [25][30]. In our dynamic warning system, we use 
zip code as the identity element to trigger a warning. A 
dynamic warning appears when a user’s eye gaze focuses on 
a field into which they can input their personal information. 

B. Dynamic warning message design 

The dynamic warning message includes three sentences 
as follows “DO NOT disclose this information!” “Someone 
may steal your private information here!” “TIPS: You can 
falsify them.” We added a theft metaphor image to the right 
of the warning message. The pictorial theft metaphor showed 
a thief sneaking away with keys in one hand and a bag of 
stolen items in the other hand. The metaphor works with the 
second sentence in warning message. This provides an 
emotional influence on a user’s risk evaluation. From the C-
HIP model, an effective warning should provide instructions 
for avoiding consequences of a risk or indicating that 
effective preventive behavior cannot be guaranteed. A 
recommended safe response in an online table reservation 
context was therefore provided by the third sentence to make 
this warning message more effective.    

From the C-HIP model and Wogalter’s research [31][32] 
interactive warnings should be noticed, recalled and 
understood better than static warnings (or on-product 
warnings). Researchers also found that over time and 
exposure to environmental elements, warnings can result in 
habituation and become less noticeable [10]. We therefore 
decided to design a warning to “pop up on time” and “fade 
out in time.” The “pop up” action of this warning should 
enhance the attention switch of C-HIP model, and the 
duration of the warning plays a role in attention maintenance. 
The “fade out” action could reduce habituation and the “over 
warning” issue by removing the warning when users do not 
really need the warning.  

C. Dynamic warnings show up time and fade out time 

The key to effective warnings is to display them the 
moment that users need the warning and to remove them the 
moment that users do not need the warning. These moments 
could be found by using eye information. Laughery’s 
research on the human’s eye movement on reading a warning 
suggested that the time people interacted with a warning 

could be separated to a location time and a decision time 
[33].  

In the pilot study, we separated the total time of eye gaze 
into searching time, location time, and decision time. The 
searching time starts from the time the identity page loaded 
to the time a participant’s eye gaze entered the target area 
(the zip code data entry field in this pilot test). The location 
time started from when a participant's eye gaze entered the 
target area to when the participant’s eye gaze left the area. 
The decision time started from when a participant's eye gaze 
left the target area to the time participants started to type on a 
key board or click on the touch screen. The mean searching 
time on our pilot testing was 1258ms. The mean location 
time was 311ms. The mean decision time was 485ms.  

Based on pilot testing, we decided that the warning 
should show up when participant’s eye gaze was maintained 
in the zip code data entry field for 350ms. In this way, we 
could make the dynamic warning pop up when a user 
focused on the target area (i.e., zip code data entry field) 
before they made a decision to input this information.  

To determine the time for the fade-out of the dynamic 
warning, we did a second pilot study with another 12 
students. This time, we added the dynamic warning that 
popped up on the top of the zip code data entry field but it 
did not fade out. We changed the target area to the warning 
area. By using the ETIA tool, we could ascertain searching 
time, location time, and decision time on this area for each 
participant. 

In this pilot testing, searching time begins from the 
warning pop up to the start time of the longest duration on 
the dynamic warning. The location time is defined as the 
longest duration of eye gaze on dynamic warning. The 
decision time begins from the end timestamp of the longest 
duration of gaze on the dynamic warning to the timestamp of 
when a participant input something on the key board or 
clicked on the touch screen. The mean searching time on this 
pilot test is 652ms. The mean location time is 3285ms. The 
mean decision time is 1874ms and the max decision time is 
3144ms. From these pilot testing results, we decided to 

 

Figure 2.   ReservME is running on Microsoft Surface Pro with an 

eye tracker 
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design the warning message fade out if any of the following 
three conditions are present. 

The first condition is if a participant’s eye gaze leaves the 
warning area for 3500ms. The second condition is if the 
participant starts to type in something from keyboard. The 
third condition is if the participant clicks the touch screen. 
The “fade out” action relies on these three conditions 
because when the participants’ behavior fits these conditions, 
they are not interested in the warning and have made 
decisions already. According to the location time statistic 
result, we decided to add a new feature to the “pop-up” 
action. If the participant’s eye gaze duration on a warning 
message lasted less than 3000ms, the dynamic warning 
popped up again because the participants did not read the 
warning message carefully. We employed a red box to show 
the area at which participants are looking approximatly.  

D. Dynamic warning location 

The warning message should also be spatially optimized. 
Our strategy is to show the warning right next to the eye gaze 
spot when a user’s eye gaze stays in the target area (zip code 
area) for 300ms. In this way, the dynamic warning could 
improve the attention switch indicated by the C-HIP model 
because the warning message shows up very close to the 
exact spot participants are looking.  Another foundation in 
the eye gaze based dynamic warning interaction system is to 
map the two dimensional (2D) eye tracker data from 
EyeTribe SDK to the 2D dimensions of the ReservME App. 
The EyeTribe server provides a timestamp, raw gaze 
coordinates in pixels, average eye gaze coordinates in pixels, 
raw and smoothed gazed coordinates in pixels separated by 
left eye and right eye, pupil size, and normalized pupil 
coordinates.    

In general, we could obtain average eye gaze coordinates 
(𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑣𝑔, 𝑦𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑣𝑔)  of left and right eyes on current 

time from EyeTribe SDK. Then we have the 2D eye gaze 
coordinates (𝐴𝑝𝑝. 𝑋𝑖 , 𝐴𝑝𝑝. 𝑌𝑖) by using (1) and (2). 

 
𝐴𝑝𝑝. 𝑋𝑖 = ((

𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑣𝑔

𝑊𝑖𝑑𝑡ℎ
×

𝑆𝑚𝑜𝑜𝑡ℎ

100
) + 𝐴𝑝𝑝. 𝑋𝑖−1

× (1 −
𝑆𝑚𝑜𝑜𝑡ℎ

100
)) × 𝑊𝑖𝑑𝑡ℎ 

(1) 

 
𝐴𝑝𝑝. 𝑌𝑖 = ((

𝑦𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑣𝑔

𝐿𝑒𝑛𝑔𝑡ℎ
×

𝑆𝑚𝑜𝑜𝑡ℎ

100
) + 𝐴𝑝𝑝. 𝑌𝑖−1

× (1 −
𝑆𝑚𝑜𝑜𝑡ℎ

100
) × 𝐿𝑒𝑛𝑔𝑡ℎ 

(2) 

Where, Width and Length are the screen resolution. Smooth 
is a constant to smooth current eye gaze spot with the 
previous eye gaze spot (𝐴𝑝𝑝. 𝑋𝑖−1, 𝐴𝑝𝑝. 𝑌𝑖−1) indicates 2D 
eye gaze coordinate mapping on ReservME App on the 
previous frame (𝐴𝑝𝑝. 𝑋0, 𝐴𝑝𝑝. 𝑌0) equals (0,0). 

E. Design of the dynamic warning system 

Our dynamic warning system interacts with the EyeTribe 
SDK and the ReservME App. The dynamic warning server, 
developed by NodeJS, has architecture as shown in Figure 3. 

The EyeTribe server collected gaze coordinates from an  

EyeTribe device attached under a Surface Pro. The EyeTribe 
tracker allows head movement in a 40cm*30cm box at a 65 
distance on a 30Hz sampling rate [34]. The EyeTribe user 
interface (UI) provided by EyeTribe could help us to do 
calibration. The EyeTribe server provides a 0.5 to 1 degree 
average accuracy of visual angle. The dynamic warning 
server communicates with the underlying EyeTribe server to 
get raw eye gaze data. The communication uses 
Transmission Control Protocol (TCP) Sockets to exchange 
JSON message asynchronously [34]. The ReservME App 
communicates with the dynamic warning server to collect 
smoothed eye gaze data and times. We implemented the 
dynamic warning using eye control by applying constraints 
mentioned in previous paragraphs.  

The dynamic warning server is at the center of this 
system. It sets up a TCP socket connection with the EyeTribe 
server and connects with ReservME. Figure 4 illustrates the 
details of communications and controls of this system. The 
dynamic warning server acquires eye information data from 
the EyeTribe server. Once the identity page in ReservME 
showed up, the socket between ReservME and the dynamic 
warning server was created. ReservME acquires the 
smoothed eye gaze coordinates data (App.X and App.Y 
calculated by (1)) and timestamps from the dynamic warning 
server asynchronously. The dynamic warning server checks 
the eye gaze coordinate and if the user’s eye gaze stays in the 
zip code area for 350ms, the dynamic warning will pop up in 
ReservME and put a warning flag to an ON state. If the 
dynamic warning server discovers that the user’s eye gaze 
leaves the warning for more than 3500ms or a user types on 
keyboard or touches the screen on a click, the dynamic 
warning in ReservME will fade out and the warning flag 
switches to an OFF state. If the dynamic warning is off, and 
eye gaze location time on the dynamic warning is less than 
3000ms, then the dynamic warning pops up again. Step 7 to 
step 13 loops when the socket between the dynamic warning 
server and ReservME is on. The socket disconnect when the 
identity page is not on the browser. 

Eyetribe Server

Network

Eyetribe UIDynamic Warning Server

ReservME App

Network

CalibrationCommunicate

Control Communicate

 
Figure 3.  Eye gaze based dynamic warning system architecture 
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IV. EYE TRACKING INFORMATION ANALYSIS  

We developed a tool named Eye Tracking Information 
Analysis (ETIA) as show Figure 5. It records the eye 
movement interaction between the dynamic warning system 
and ReservME. It was created using C# and Aforge.NET 
framework [35]. Mouse movement and eye gaze box 
locations are also recorded. Frames per Second (FPS) could 
be defined. Calibration on EyeTribe UI is required before 
this software is connected to the EyeTribe. Connection state, 
pupil size and smoothed eye gaze coordinates are captured 
and stored by ETIA. Smoothed eye gaze coordinates, pupil 
size and timestamp data are saved in a txt file. The ETIA tool 
was used in pilot testing and the experiment to evaluate the 
dynamic warning system. Another feature of the ETIA tool 
is EyeGaze Box (a red box show the eye focus area). The 
EyeGaze box indicates the eye focus area approximately. 

V. EVALUATION 

A. Participants 

We recruited 128 participants to attend our experiment. 
They were undergraduate students across various majors. 
These students received partial course credit for their 
participation. Of the 128 participants, 77 were women, and 
their age ranged from 17 to 48 with a median 20 years. With 
respect to ethnicity, 69 participants were Caucasian, 29 had 
African heritage, 11 were Asian, 7 had Hispanic heritage, 2 
reported Pacific Island heritage, and 10 reported other 
ethnicities. Seventeen additional students from the 
psychology and computer science department were recruited 
as volunteers on the pilot test. The procedures of the 
experiment were approved by our university’s Institutional 
Review Board (IRB). 

B. Procedures 

In ReservME App, identity information was requested, 
and the mindlessness attack message explains the reason for 
requiring the identity information. For example, the reason 
that email is requested is “You will receive electronic 
coupons for the restaurant you reserved.” If the participants 
focused on the zip code area, a dynamic warning was 
presented in the form of warning text and a theft metaphor 
image background by a yellow rectangle. The design of this 
experiment has three conditions: (a) control condition with 
no attack and no warning, (b) the mindlessness attack 
condition with mindlessness attack messages but no warning, 
and (c) the dynamic warning condition with the dynamic 
warning message showing up under mindlessness attacks. 

We hypothesized that participants under the mindlessness 
attack would be more likely to disclose information than in 

 

Figure 5.  Eye Tracking Information Analysis Tool  

 

Eyetribe Server Dynamic Warning Server ReservME

1. TCP connection request

2. Socket on

3. Acquire data (eye gaze data, timestamp)

4. Send eye gaze data

5. TCP connection request
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start browsing

{Loop when socket on}
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7. Acquire data (App.X, App.Y, timestamp)

8. Send eye gaze data

9. Pop up dynamic warning
{Location time on zip area>=350}

{eye gaze leave warning>=3500ms

OR keyboard on type

OR touch screen on click} 11. Fade out dynamic warning

10. dynamic warning on

12. Dynamic warning off
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{Location time on dynamic warning<3000ms}
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Figure 4.  Dynamic warning system communications and controls 
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control condition. We also predicted that participants in the 
dynamic warning condition would be less likely to disclose 
information than in the control condition and mindlessness 
condition. Additionally we explored whether participants did 
read the warning message carefully in dynamic warning 
condition. 

Participants were randomly assigned to one of the three 
ReservME app conditions. There were 41 participants in 
control condition, 46 participants in mindlessness condition 
without a warning, and 41 participants in a dynamic warning 
condition under attack. They provided informed consent 
prior to participating. Participants were given the cover story 
that the app was developed by a third-party software design 
company, and the company was interested in feedback on its 
app design.  

Participants were asked a variety of identity questions 
(including first name, last name, email address, home 
address, phone number, credit card information) in the 
context of restaurant reservation. For each type of identity 
information, participants could choose whether or not to 
provide it. Participants did not know that we were not storing 
any of the identity information they input before they 
completed a post-experimental survey. They were debriefed 
that their identity information was not stored or provided to a 
third party at the end of the experiment.    

After participants completed their reservation on 
ReservME, they were asked follow-up survey questions 
about their opinion on the design of ReservME. Participants 
were also asked whether they had responded with truthful 
information when asked for identity information. We 
considered falsified information provided to be the same as 
no information provided in our analyses. The effectiveness 
of the dynamic warning system was evaluated by the 
whether or not participants disclosed their accurate identity 
information. We use ETIA tool to record the experiment. 
Our primary dependent variable was the percent of 
participants who disclosed truthful identity information. 

C. Results 

Figure 6 shows the percent of participants who provided 
truthful identity information under the three conditions. The 
percent of disclosure increased in the mindlessness condition 
compared with the control condition. The percent of 
participants who provided truthful identity information in the 
dynamic warning condition decreased dramatically 
compared with the mindlessness and control conditions. Zip 
code was the identity element for which the dynamic 
warning popped up when participants looked at the zip code 
textbox area. The dynamic warning successfully decreased 
disclosure from 89.1% to 26.8%. However, zip code is not 
the only element influenced by the dynamic warning. For 
email, the dynamic warning reduced disclosure under 
mindlessness attack from 93.5% to 31.7%. Similar 
reductions occurred for phone and address identity 
information.  

Zip code is the identity element for which disclosure 
increased the most in the mindlessness condition compared 
with the control condition. The percentage increased from 
68.3% to 89.1%. Zip code is also the element for which 

disclosure decreased the most in the dynamic warning 
condition compared with the mindlessness condition.  

We used one-tailed Z-tests to compare the percentage of 
participants disclosing their identity information in the three 
conditions. The analysis showed significant differences 
between the control condition and the mindlessness 
condition for zip code (p=0.0082) and for credit card 
information (p=0.0268), as shown in Table I. The Z-tests 
between the mindlessness condition and the dynamic 
warning condition showed significantly differences for all 
identity information (p<0.05), as shown in Table II.  

Odds ratios were also calculated. In Table I odds ratios 
indicate the increased likelihood that people will disclose 
their identity information under mindlessness attack 
conditions. 

 
Figure 6.  Percent of participants under the three conditions providing 

identity information 
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TABLE I. Z-TESTS COMPARING CONTROL AND MINDLESSNESS 

CONDITIONS 

Identity 

information 

Z-score p- value Odds 

ratio 

Email -1.5402 0.06178 3.48 

Phone -1.5581 0.05938 2.21 

Address -0.8198 0.20611 1.47 

Zip Code -2.3953 0.0082 3.81 

Credit Card 
information 

-1.9336 0.0268 8.79 

 

 TABLE II.  Z-TESTS COMPARING MINDLESSNESS AND DYNAMIC 

WARNING CONDITIONS 

Identity 

information 

Z-score p-value Odds 

ratio 

Email 5.7829 0.0001 30.87 

Phone 5.0754 0.0001 15.11 

Address 4.713 0.0001 10.07 

Zip Code 5.7142 0.0001 22.36 

Credit Card  1.9336 0.0268  8.79 
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The odds ratios in Table II refer to the decrease in people 
providing their information in the dynamic warning 
condition compared with mindlessness attack condition. The 
odds ratio of zip code is 22.36, which means the odds of 
exposing zip code in the dynamic warning condition were 
around 22 times less than in the mindlessness attack 
condition with no warning. 

D. Discussion 

The results of the experiment show that a dynamic 
warning could prevent users from disclosing identity 
information that they were asked to provide. The results also 
show that dynamic warnings can be an effective 
countermeasure for a mindlessness identity attack. Dynamic 
warnings not only impacted disclosure of the targeted 
identity element, but also impacted disclosure of all identity 
elements in the same page. ETIA video and data indicate that 
dynamic warnings did attract users’ attention and maintained 
attention.  

Our study has a few limitations. First, the participants in 
our experiment were students. Thus, the data may be biased 
by an age factor. We are currently conducting research using 
a non-student sample with a wider range of ages. Second, 
our experiment focuses on whether dynamic warnings 
changed users' behavior on identity disclosure under 
mindlessness attacks. The results might not be applied to 
other attacks that are launched to elicit private information 
from users. 

VI. CONCLUSION 

In this paper, we propose an eye gaze-based dynamic 
warning solution. The dynamic warning message integrated 
a security metaphor, a vivid consequence message, and a 
recommended safe response message. Eye gaze information 
interacted with the dynamic warning system to control the 
dynamic warning’s pop up time, fade out time, and location. 
We also developed an ETIA tool to record participants’ eye 
gaze information. ETIA was applied in pilot tests and the 
main experiment. Experimental results show promising 
impacts of the warning countermeasure to protect identity 
information on a web-based app. The design of dynamic 
warnings may reduce habituation. The eye gaze based 
feature is an effective way to switch and hold a user’s 
attention at the right time in the right place. ETIA provides a 
virtualization and replay tool to analyze the interaction of 
users’ eyes gaze on specific apps and warnings. 

The dynamic warning system and ETIA tools can explore 
some of the principles of the C-HIP model and could offer 
guidelines for designing effective warnings to interact with 
the eye gaze data. We are conducting experiments to 
compare the effectiveness of our dynamic warning system 
with the traditional warnings. In addition, we are improving 
the effectiveness of the dynamic warning system by 
combining pupil size data as another interaction factor. We 
are also adding virtualization features to ETIA. 
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Abstract— In this paper we describe Game of Stimuli (GoS) an 

interactive tangible game for children and adolescents 

diagnosed with Autistic Spectrum Disorder. The system is 

designed to engage children in play scenarios addressing 

different stages of development from practice play to rule-

based play. The objective of the game is to maintain the 

attention on a given task while filtering irrelevant stimuli. The 

study was developed adopting a research-through-design 

approach, a design method that uses prototypes in the real 

context of use to generate new knowledge and future visions. 

The study exploited the modularity of GoS to adapt play 

activities to the current level of development of autistic 

children, and to appreciate if the tool could support them in 

mastering different stages of play of increasing complexity, 

from practice play (initial level of child development) to rule-

based play (a more advanced and skilled playful competence), 

in solitary and collaborative way. The paper concludes with a 

reflection on the knowledge gained from testing in the field. 

Reflection-in-action happened while prototyping solutions and 

it allowed us to reshape our design. Reflection-on-action 

occurred after the final prototype was completed. This level of 

reflection was achieved by reflecting back on the overall 

experience with therapists and parents, questioning our beliefs, 

decisions and obtained results.  

Playfulness, Autism, Tangible Interaction, Interactive Game, 

Stimuli, Requirements. 

I.  INTRODUCTION  

Play is an essential activity to develop cognitive, social 
and emotional competences in childhood. Through play, 
children learn to create and explore a world that they are able 
to handle. Growing up, they will be able to transfer the 
knowledge gained during play to the real world, and this will 
help them to understand and make sense of it. In play 
children learn and practice new behaviours and develop 
social skills [1]. In fact, cognitive processes involved in play 
activities are very similar to those involved in learning: 
motivation, meaning, repetition, self-regulation and abstract 
thinking [2]. Also the ability to read, to speak, to count 
depends on the child's ability to manipulate symbols, and this 
ability is typically developed in play [3]. For example, 
during play, a piece of wood may become a doll and a stick 
may become a horse: these are forms of symbolic play were 
imaginary objects are manipulated and embedded into a 

meaningful context. These forms of symbolic play contribute 
to the acquisition of cognitive as well as social skills.  

However, children who are prevented from playing, 
either due to cognitive, developmental or physical 
impairments, which affect their playing skills, experience a 
serious limitation in their learning potential. For this reason it 
is very important to develop tailored tools to encourage play 
in order to break down barriers for development, fostering 
individual development up the person’s potential. 

The paper addresses challenges related to play 
development in autistic children. Autism is a disorder 
spectrum characterized by a high variability of social skills 
and intellectual ability. Changes in symptom severity and 
adaptive functioning can differ significantly among children 
with autism spectrum disorder and this reduces the chances 
of designing of a unique solution that can satisfy very 
different needs and requirements. A further challenge is the 
difficulty of eliciting requirements for a so varied population 
with a paucity of skills necessary to engage in a meaningful 
way with the design team [4]. The impairments of the 
children may limit the degree to which they can collaborate 
or express themselves appropriately, and most of the 
communications have to be mediated by therapists or 
educators and therefore depend on their experience and 
interpretation of the problem. Successful methods for 
human-centred design in such a complex setting are 
relatively under-developed. 

For this reason we applied in the study a research-
through-design approach, defined by [5] as a “systematic 
enquiry conducted through the medium of practical action, 
calculated to generate or test new, or newly imported, 
information, ideas, forms or procedures and to generate 
communicable knowledge”. This kind of research is 
knowledge-directed. It generates new knowledge through 
testing and must be pursued through action in the real 
context of application, in all its complexity. 

Thus we extended the concept of user-centered design to 
encompass not just the designer-user direct relation, but 
taking in the ecology of the environment where we were 
working, in all its complexity and richness.   

II. RELATED WORK  

Cognitive and social development in autistic children 
have been investigated in different studies and a large 
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number of technological tools have been developed to 
support learning and play. These technologies include 
computer applications, robotics, mobile applications and 
interactive toys [6]-[9]. Recently, digital games on tablets 
and smartphones have been developed to facilitate social 
interaction amongst children with autism. For instance, 
Samsung designed the app “Look at me” [10], with the aim 
to facilitate eye contact, which is a difficult task for autistic 
subjects. Beside digital applications, an alternative paradigm 
is emerging that focuses on tangibility and embodiment in 
autism therapy. Touch can successfully mediate 
communication, and compensate the lack of eye contact or 
verbal language. Reference [11] observes that the lack of 
verbal skills and eye contact creates the need to explore 
tactile interaction as a means to communicate and minimize 
the detrimental effect of other modalities of communication. 
Through tactile interaction and exploration children can 
discover the world in social and physical terms.  

However, any intervention based on tactile interaction 
with autistic children has to be carefully designed. In fact, 
when people with Autistic Spectrum Disorders are affected 
in the tactile system, they may withdraw when touched and 
may overreact to the texture of objects, clothing or food. This 
may be the result of tactile misperception, which can lead to 
behavioural problems, irritability, withdrawal and isolation. 
Some sources of stimulation cause avoidance, other types of 
stimulation may have a calming effect. Some individuals 
demonstrate a preoccupation with certain tactile experiences 
and seek out such feedback on a frequent basis, e.g., insisting 
on touching smooth surfaces. Reference [12] recognized that 
tactile interaction, if tolerated by children with autism, might 
be a key vehicle of communication and interaction. They 
experimented with touch-based interaction with autistic 
children using KASPAR, a robot equipped with tactile 
sensors to engage the autistic child in bodily interactions. 
Reference [13] compared the therapeutic efficacy of a 
programmable toy called Topobo© in comparison with a 
LEGO© kit.. Playing with Topobo©, children with Autistic 
Spectrum Disorder increased their collaborative skills and 
associative play, reducing solitary play. Reference [14] 
evaluated Reactable, a  music-based tangible system, to help 
autistic children in the acquisition of social interaction 
abilities. The results of the study show that when playing 
with Reactable, children improved turn-taking skills.  

Our research focuses on play and development in autistic 
children. In the following, we briefly describe the features of 
the Autistic Spectrum Disorder and later we illustrate the 
research-through-design process leading to the development 
of GoS. The process includes testing intermediate prototypes  
in the field with six autistic adolescents and their therapists 
and educators. 

III. AUTISM SPECTRUM DISORDER 

Autism Spectrum Disorder (ASD) is a lifelong disorder 
arising before the age of three, affecting mainly a male 
population. It is categorised as a pervasive developmental 
disorder (PDD) [15], although the scientific community 
agrees on defining autism as a “spectrum” [16]. The term 
implies a variety of skills and behaviours that might change 

along a continuum, from child to child and over time [15]. In 
fact, there is no unequivocal definition of autism related to 
the symptoms’ analysis: every subject fluctuates on the 
interval in between high-functioning (or Asperger) and low-
functioning, according to the level of social skills and 
intellectual ability. Children who fall into the low-
functioning category do not possess verbal communication 
and they show cognitive underdevelopment together with 
difficulties in reading facial expressions. Children who 
belong to the high-functioning category do not manifest 
significant delays in verbal communication and cognitive 
development. This variance leads to the fact that criteria for 
diagnosis still represent a debated topic. Reference [17] first 
defines autism as “Triad of Impairment”, stating that 
children with autism have problems in three different 
development areas: communication, cognitive and social 
interaction. Autistic subjects are not capable of filtering out 
the irrelevant interfering stimuli within the environment and 
therefore they process a significant amount of unnecessary 
information. This results in experiencing difficulties in 
sharing attention, adopting viewpoint of peers, taking turns 
in social interaction and decoding environmental stimuli. 

In relation to play, children with autism spectrum 
disorder in most cases prefer solitary play, and rarely engage 
in cooperative games. Of course, the level of play that they 
can reach is mostly related to the level of impairment and the 
complexity of the game itself. Low-functioning autistic 
children mostly prefer practice play and their interest is 
directed to the physical properties of the toy. High-
functioning autistic children are usually able to perform and 
engage in rule-based games where they can master cause and 
effect relations. 

Objective of this study is to design a game that can 
sustain play activities along different types, from practice to 
rule-based play, that appear at different stages of the child’s 
life. Each stage involves re-elaboration and adjustments of 
the competencies of the previous one. A major challenge of 
the study is to envision through GoS how to support different 
stages of play development in autistic children. 

IV. GAME OF STIMULI: A RESEARCH-THROUGH-DESIGN 

PROCESS 

The design process started with an extensive literature 
review on autism combined to an analysis of autistic children 
play abilities. We adopted the guidelines on play activities 
and disabilities as defined in the European project COST 
Action LUDI [18]. Four different categories of play where 
defined [19]: 

 practice play (the toy can be manipulated to 
discover basic properties of objects and reality and 
how these are related to the child’s own movements 
and the environment); 

 constructive play (the toy can be modified in 
appearance and interaction capabilities by adding 
modules to create new games that can exploit 
different interaction possibilities); 
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 symbolic play (the toy can have a character, 
showing emotions and moods, and can participate 
to invented stories); 

 rule-based play (the toy behaves in pre-defined 
ways activated by some specific action and stimuli 
initiated by the child, so that a game can be played 
with other children and play strategies can be 
developed by any player); 

This play developmental model should not be regarded as 
a unidirectional, waterfall model. It is rather a spiral showing 
the progression of the play types, their coexistence and their 
possible contaminations and reactivation.  

Following this model, we aimed at developing a game to 
determine the current level of development of autistic 
children, and to stimulate them exploring different stages of 
play, from practice play to rule-based play, both in solitary 
and collaborative mode. It must be noted that collaborative 
play is usually very challenging for autistic children.  

In parallel with the literature review, observation in the 
field and the study of clinical cases and therapeutic practices, 
different prototypes were developed and used to brainstorm 
with therapists and a neuropsychiatrist. Our research-
through-design approach generated a diversity of concepts 
that were continuously assessed by therapists and physicians. 
The design went through three layers of iterative cycles and 
layers of exploration, each one contributing to test 
hypotheses and to generate new research questions. The 
study was performed the Centre for Autism “Piccolo 
Principe”, and the Neuropsychiatry Department of the ASL7 
in Siena, Italy. 
 

A. First Prototype: a Chaos-generative Musical Interface 

The first step in the design process consisted in 
prototyping a musical instrument and exploiting the contrast 
between assonance and dissonance as positive or negative 
reinforcement feedback during the exercise. The interface 
(Figure 1) consisted of a 3X3 matrix where nine tokens were 
located. Three of them were red, three were white and three 
were black. At the beginning they were grouped in rows 
according their colour. The purpose of the game was to break 
the order of the tokens by moving them around the plate. 
When three tokens of the same colour happened to be in 
either the same row or same column, a disharmonic sound 
was generated, which we interpreted as a negative feedback. 
The more the order was broken, the more pleasant sounds 
were generated. 

This first prototype was submitted to the assessment of 
design professionals and a clinical expert in a participatory 
design workshop. From a design viewpoint, the shape and 
material of the glasses did not afford a compelling tactile 
experience; from a clinical viewpoint, the system proved to 
be weak because the negative feedback was not properly 
articulated to the user. In fact, different sensorial skills might 
lead to different interpretations of the sound feedback, and 
this could impair the overall functioning of the game. 

 

 
Figure 1.  Chaos-generative Musical Interface. 

 

B. Second Prototype: a Haptic Stimuli Generator 

The focus of the second iteration was played with self- 
generating stimuli, in opposition to the stimuli generated by 
the computer of the first prototype. We also further 
investigated tangible interaction modalities afforded by the 
system, exploring the opportunity of continuous interaction 
as opposed to the discrete interaction enabled by the plastic 
glasses of the first prototype. 

With the second prototype, we designed a tangible 
interface that mapped the pressure exerted on a simple 
keyboard to the visual output on a computer screen. This 
resulted in the building of three pressure sensors, which 
detected continuous input from the user. Any variation in the 
pressure resulted in a change in shape of the icons displayed 
on the screen display (Figure 2). Each sensor controlled one 
parameter associated to the icons (e.g. form, size, colour). 
The more force was applied to a sensor, the more the 
parameter varied the appearance of the icons creating chaotic 
patterns. For instance, in Figure 2, the first key (first pressure 
sensor) controlled the darkness of the pink circle while the 
second one controlled the dimension of the pink circle, and  
in  the  third  one,  the  flickering of the  entire image. When 
the configuration became overloading, the user could stop 
the animation by releasing the pressure. The user could 
create his own visual performance by exploring the concept 
of force associated to the tactile experience. 

A second participatory design workshop was organized 
to assess the new prototype. During the workshop, which 
again joined design and clinical expertise, it emerged that, 
despite the exploratory nature of the game, the playful 
dimension of the activity became lost. Ultimately, the 
objective of the game was unclear and after few minutes the 
player tended to lose interest in the activity itself. On the 
positive side, we realised that the continuous interaction 
created by mapping the pressure exerted on the keyboard 
along with its corresponding visual animation, became a 
promising future option. 
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Figure 2.  The Haptic Stimuli Generator. 

 

C. Third Prototype: a Game of Stimuli 

During the third cycle of prototyping, we built up on the 
outcomes of the participatory design activity of the first two 
iterations. On the one hand, the chaotic musical instrument 
informed us on the potential of the tangible interaction but on 
the other hand, the continuity of interaction realised in the 
second prototype turned out to be an opportunity for future 
design. The final prototype is called Game of Stimuli – GoS. 
It is an interactive tangible game resulting from an 
incremental design process where we build up on the 
evaluation of previous iterations. Early prototypes included a 
chaotic musical instrument and a haptic stimuli generator. 
However, none of these prototypes raised the interest of 
therapists and educators who collaborated to the project. 
Even if tangibility was considered to be a winning feature of 
both prototypes, none of them could cover the high 
variability of play skills in the autism spectrum, from low to 
high functioning.  

For this reason we decided to develop a modular game of 
increasing complexity in the number of physical modules, 
the generated stimuli and in play scenarios ranging from 
practice play to rule-based play (Figure 3). The hardware 
consists of one core element where most of the electronic 
components are located. Next to it, the structure expands into 
a variable amount of modules, which can be attached to the 
main element. The materials used to build the modules 
varied along the prototyping process, from cardboard to 
plywood. The same happened for the buttons: their softness 
was changed many times to reach the ideal balance between 
malleability and robustness when pushed. 

Each module consists of a block with a push button on 
top of it. On the one hand, the button can detect the pressure 
exerted, while on the other one it can emit a light by means 
of a RGB LED.  

One additional block including a piezo speaker completes 
the set-up. It generates a rewarding sound as a positive 
reinforcement to correct actions. 

The system is currently composed of five modules, but 
there is no limit to the amount of modules that can be added. 
Each module contains a pressure sensor with two foils of 
conductive material separated by a semi-conductor. The 
values detected by the sensors are continuous and managed 

by an Arduino. On top of each sensor, a LilyPad Tri-Colour 
LED is located, which is operated by the same Arduino. 
Eventually, a silicon-like material covers the LED with a 
twofold purpose: first, it can amplify the amount of light 
emitted, and secondly, it makes the tactile interaction more 
compelling. In this sense, we were interested in testing on 
field the relevance of viscous material in empowering the 
continuous tactile interaction, as opposed to rigid buttons. 
 

 
 
 
 
 
 
 
 
 

 
 

 

 
 

 

Figure 3.  GoS system. 
 

V. PLAY SCENARIOS 

The play scenarios were categorised in three main 
groups: cause and effect, turn-taking and collaborative. Each 
scenario demanded a different level of engagement and 
interaction, from practice play, where children could explore 
the physical properties of the modules and their behaviour 
(e.g. properties of soft buttons, visual stimuli), to rule-based 
play, where the game was based on rules shared with the 
children at the beginning of the play session. The scenarios 
were designed in an increasing order of complexity. 

A. Scenario 1. Tactile Exploration 

The child is invited to play with four modules. At the 
initial stage, all the lights are turned off. The child is invited 
to press the buttons and see what might happen. The goal is 
to find where the blue light is located. The tactile interaction 
is used to stimulate the interest of the child to the game: the 
force applied to the button is mapped to the intensity of the 
light emitted. When the correct button is fully pressed, a 
rewarding sound is played. This scenario is mainly related 
to practice play. 

B. Scenario 2. Stimuli  Recognition  

The child is invited to press only the fixed blue light, 
which randomly moves in between the five modules. A 
successful action will trigger a positive sound. The exercise 
is designed so to have six increasing levels of difficulty. If 
in the first level of difficulty there is only one light popping 
up at a time, the next levels introduce more disturbances. 
These include additional blinking red and green lights. 
Children are asked to maintain the focus and attention on 
the task, despite the irrelevant stimuli which are 
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simultaneously presented. This scenario requires the 
mastering of practice play as well as rule-based play. 

C. Scenario 3. Cooperative Game   

The subject is invited to adopt a collaborative attitude 
with the playmate in hopes of accomplishing the game. The 
exercise is designed to have two levels of difficulty. In the 
first level, one blue light is presented simultaneously with 
two green lights. The subject is then asked to press a green 
button, and the partner is called to mimic with his own 
green button. When both manage to synchronise their 
actions, the blue light turns off and a rewarding sound is 
played. The lights then move randomly in between five 
modules. In the second level of difficulty, four green lights 
have to be pushed in order to turn the blue light off. This 
scenario is far more complex than the other two. It implies 
the understanding of rules and implies a social competence 
related to turn-taking and imitation with the playmate. 

VI. TESTING IN THE FIELD 

GoS was tested with six autistic children with the aim to 
test their stage of play development, and to engage them in 
play scenarios at different levels of complexity. Complexity 
could vary from different respects: number and type of 
stimuli, number of modules, play scenarios (practice or rule-
based), play modality (solitary or collaborative). 

As stated above, the study was conducted in the Centre 
for Autism “Piccolo Principe” in Siena, Italy, which 
accommodates children and adolescents for after-school 
activities. Six male children, ranging in age from ten to 
sixteen joined the study, together with their therapists and a 
neuro-psychiatrist. They were diagnosed with different 
levels of autism. Four children showed the typical traits of 
low-functioning autism, such as communication difficulties, 
cognitive deficits and motor skill impairments. In fact, they 
needed the constant presence of at least one therapist, to 
prevent stressful or dangerous situation. The other two 
subjects were twins and showed medium-functioning ASD. 
None of them had motor impairments. One of them had 
severe difficulties in social, communicative and cognitive 
areas. The verbalization was not always appropriate to the 
context, and the comprehension was only limited to simple 
statements. Attention level was generally low during the 
play activities and had to be stimulated by the therapist. 
Stereotyped behaviours were common. The other child had 
poor verbalization, but the comprehension was sufficiently 
developed. Furthermore, his logical and abstract thinking 
was underdeveloped. He showed stereotyped behaviours 
and socialization skills not adequate to the age.  

The activity took place in a period of one month, twice 
per week, for a total of 8 sessions. However, not all the 
children managed to participate in all sessions. The four 
low-functioning ASD children participated in 1-2 sessions 
(2 children followed 2 sessions, the remaining 2 children 
followed only 1 session). The 2 medium-functioning ASD 
subjects, instead, participated in all sessions. In 4 sessions 
they were invited to play together.  

The play sessions took place with one child at a time, 
because the presence of more people could be perceived as 

intrusive or represent an obstacle for social interaction. The 
same designer/experimenter conducted all sessions. If any 
problem occurred during the session, the therapist, who 
attended as non-participant observer, was allowed to 
intervene. Fortunately, this was not the case for any session. 
At the end of each session, the therapist was asked to take 
notes and fill in a questionnaire related to the behaviour of 
the child. The sessions were video-recorded. During the 
play sessions with children with low-functioning autism, the 
presence of a second therapist was necessary to support 
them in performing the games and in some cases contain 
their excitement (Figure 4). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. A child with low-functioning autism performs the game with 

the support of the educational therapist.  

 
The setting was kept simple to avoid distractions. Each 

play session was structured in three parts:  
Welcome. The experimenter welcomed the subject, 

inviting him to sit. The therapist sat in a corner of the room, 
in a position that allowed her to observe the scene while not 
being visible by the child. 

Playing together. The experimenter introduced the three 
different play scenarios described above, which were played 
in sequence.  

Time to say Good Bye and See you next time. At the end 
of the session, the experimenter turned the system off and 
said goodbye. The therapist completed the questionnaire. 

The sessions were designed to last approximately thirty 
minutes, but they were subject to changes, according to the 
attention span of the children and response behaviour. 

VII. REFLECTION-IN-ACTION 

The reflective practice is fundamental in research-
through-design. Testing in context does not necessarily lead 
to a deep knowledge of the problem without a conscious 
look at emotions, serendipitous experiences, actions, and 
responses. For [20], professional knowledge in gained 
within action, at two levels. Reflection-in-action occurs 
during the activity as a manifestation of “theory in use”. It is 
a mix of knowing and doing that allows the professional to 
act and intervene on the scene. Reflection-on-action occurs 
after the activity has taken place and is used to learn from a 
repertoire of experiences, and to generate new knowledge 
and visions about future activities.   
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In our study, reflection-in-action was conducted during 
the evaluation sessions, by confronting the observation of 
the designer, the comments of the neuropsychiatrist, and the 
notes of the therapists who evaluated the following items:  

• Attention: the ability of the child to focus on the game, 
to swap from one stimulus to the next one and to call for 
attention with sharing the gaze or with gestures; 

• Mood: child's behaviour in terms of agitation, 
nervousness, aggressiveness, inappropriate verbalization 
and sadness;  

• Autonomy: the ability of the child to execute the 
activities without any prompt received by the experimenter 
as well as the level of proactivity during the play session;  

• Relationship with the experimenter: the ability of the 
child to establish a relationship with experimenter and the 
level of appreciation for the given task. 

Children with low-functioning autism maintained a level 
of attention on the game varying from 2 to 8 minutes. This 
testifies their difficulty with playing even the simplest 
scenarios. Three of them had to be physically contained by 
the therapist to limit their excitement. However, they were 
all able to engage in practice play. They enjoyed exploring 
the material qualities of the game, by experimenting with 
the soft buttons and showing interest in the visual stimuli of 
the changing lights. We noticed how fond they were of 
manipulating the objects. They were attracted by the soft 
material of the buttons, trying to stretch, bite and smell it. 
Less interest was shown towards the visual stimuli and the 
interactivity of the system. Even if none of them was 
autonomous in playing, one of them was able to fulfil the 
rule-based scenario through the use of verbal and physical 
prompt provided by the experimenter. This was a surprising 
achievement. The therapist knew that the child could do 
practice play, but she did not believe he could engage in a 
rule-based game. This result generated an extensive 
discussion about how to combine physical prompt in GoS.  

Children with medium level of autism maintained a level 
of attention in between 15 and 22 minutes, which the 
therapists defined as positive (Figure 5).  

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 5. A child with medium-functioning autism performs the game with 
the expert 

 
Furthermore, one child showed a significant 

improvement in the area of shared attention. He started to 
establish eye contact with the experimenter as a means to 

call for attention. Regarding their mood, the therapists 
reported that the play activities were pleasant for both of 
them. Only one of them established a collaborative 
relationship with the experimenter, showing interest in 
achieving something together. The child with verbal skills 
showed a significant progression with the cooperative 
games with the experimenter. The other child improved his 
performance in the cognitive tasks.  

Since they both were able to engage from practice to 
rule-based play, the complexity of the games was increased 
along the sessions, and they were asked to play together 
(Figure 6).  

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

      Figure 6. Children with medium-functioning autism playing together 

 
In the cooperative game session the children played 

together, whilst the experimenter observed the activity 
intervening from time to time. Especially during this session 
we noticed that the game became extremely competitive. 
The peer-to-peer activity stimulated each child to score 
higher than the playmate and the experimenter supported 
their engagement with verbal support. As a result, we 
positively noted that their attention spanned from 10 to 12 
minutes of collaborative gaming. Their performance, in 
terms of errors and time to complete the game, slightly 
improved over the four sessions. 

VIII. REFLECTION-ON-ACTION 

Testing GoS in the field, trying out different patterns of 
stimuli and play scenarios was a process of continuous 
learning.  

The system helped us to test the play skills of the 
children and challenge their potential to master the 
evolution from one stage of play to the following. Children 
diagnosed with low-functioning autism can generally 
engage in practice play, where free exploration and 
manipulation of the platform are at the core. If no external 
help is given, they rarely can progress toward the next types 
of play. Both physical prompt (e.g. showing the action to be 
performed through physical guidance) and verbal prompt 
(e.g. vocal guidance) are vital during the play session and 
should be integrated in the interaction design of the game.  

A customizable system like GoS allows for adaptability 
to different types of autism profiles. Quality and quantity of 
stimuli can be tailored to the child’s play skills. 
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Modularity allows for tweaking the difficulty of a game. 
It is important that this feature is represented at hardware 
level (i.e., the number of modules to be used is custom) as 
well as software level (i.e., the various amount of stimuli 
that can be programmed).  

The material qualities of the game are fundamental in 
fostering exploration and interaction. In particular, qualities 
like being malleable, stretchable, soft and scented. The 
material properties of the buttons in GoS, their softness and 
flexibility afforded various types of manipulation additional 
to pressing. The buttons were caressed, squeezed, pinched. 
This explorative behaviour was solitary. It stopped when the 
game became collaborative. Children were able to move 
their attention from the material qualities, which at the 
beginning held almost all of their attention, to the interactive 
features of the system. 

The simplicity of the proposed games associated with 
the modularity of the system is definitively a winning 
aspect. The design of GoS enabled the generation of a wide 
range of interactions and a significant amount of play 
scenarios. A modular hardware and an easy-to-hack 
software allowed for tailoring the system to the different 
children’s skills. 

Furthermore, the therapist expressed the need for more 
independency, as until this moment it was necessary for the 
experimenter to manually load new lines of code every time 
the activity would pass on to the next one. For the future 
iteration we envisioned a tablet application that would allow 
the therapists to control the system without assistance 
(Figure 7). The application allows the configuration of the 
game by selecting the type of stimuli (e.g. colour and light 
patterns), play rules (e.g. turn taking) and play styles (e.g. 
individual vs collaborative game). Furthermore it records 
the progress of each subject, monitoring the development of 
individual play skills.  

 

 
 
Figure 7. The screen-based interface that would allow the therapist to load 
and configure new play scenarios, as well as to keep track on the progress 

of each subject. 

 
Testing in the field also revealed that the role of an adult 

supervisor is pivotal in creating a friendly, encouraging and 
inclusive atmosphere, and the use of a shared physical 

interactive toy can greatly facilitate the social exchange 
among them.  

A major contribution of the study is the design of play 
scenarios that are mapped to different stages of child 
development as well as to different properties and 
functionality of the system. Since improvements of play 
skills in autistic child are slow and demand constant 
monitoring, a game like GoS can support the therapists in 
evaluating any improvement in play skills. Furthermore, it 
allows the children to practice their skills and challenge 
them through small, recognisable, repetitive variations of 
increasing complexity of the games. 
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Abstract—The aim of this project is to first design, develop and 
evaluate an iOS adventure game for tablet devices using 
Practice-based Experimentation (PBE) approach. The 
objective of creating a digital game is to explore how usability 
and visual aesthetic attributes of the interfaces affect users’ 
perception of usability and engagement. The new PBE 
methodology is adopted, involving two phases. First, during the 
practice phase, the games are designed from a user-centric 
approach iteratively, and modified into two visual aesthetic 
conditions, which serve as stimuli, to measure perception of 
usability and in the future to evaluate user engagement. In the 
second phase, the game interfaces are empirically evaluated 
using quantitative methods to measure users’ perceptions of 
usability on the visual quality of the interfaces. As per extant 
literature, the concepts of perception of usability and visual 
aesthetics have been a controversial topic. Existing research on 
user experience have not fully explored perceived usability and 
visual aesthetics, in the domain of tablet gaming. This research 
is in its preliminary stage as data have only been collected to 
examine the first research question concerning users’ 
perception of usability towards the variation of visual aesthetic 
quality of a tablet game user interface. The preliminary results 
indicate that there is no significant difference in perception of 
usability between the two modified visual interfaces. 
 

Keywords-Tablet gaming; user experience; user interface; 
Practice-based Experimentation. 

I.  INTRODUCTION  
While the concepts of instrumental qualities (usability, 

functionality) and non-instrumental qualities (visual 
aesthetics, hedonics, acoustics) have been widely discussed 
in the field of Human Computer Interaction (HCI), they have 
not been applied in a coherent manner to the HCI sub-
category of gaming, which is distinct from other HCI areas 
in that its primary aim is to entertain the user, rather than to 
enhance productivity or task performance. The skyrocketing 
use of tablets has brought the gaming experience to a new 
level with a new medium of interaction, the touch screen, in 
a mobile context. This shift in medium and context of use 
has only highlighted the lack of critical research on User 
eXperience (UX) as it relates to instrumental and non-
instrumental attributes of system properties in tablets in 
general, and tablet-based in particular. Koutsabasis and 
Istikopoulou [1] explain that the methods and knowledge 
from a user centered design standpoint are scarce in the 
domain of aesthetics. In addition, UX, a relatively new field, 
is associated with instrumental and non-instrumental 
qualities [2], which still has deficiencies in terms of scope, 
and experiential constructs to assess the experience [3]. 

O’Brien & Toms [4] explain that user engagement forms part 
of a positive UX. The researchers further define User 
Engagement Scale as a multi-faceted instrument that 
measures experience in terms of its “appeal, novelty, focused 
attention, felt involvement, usability and durability.” 
Engagement is a phenomenon determined by users’ 
perceptions of usability and aesthetics toward product use, as 
well as the extent of their activities [5]. Carr [6] stipulates 
that the visceral property of game visual elements influences 
players to make choices and quick decisions during 
gameplay. The next section describes the design process of a 
new tablet game It becomes imperative to understand users’ 
perceptions and behavior when they interact with tablet 
games. This will provide a deeper insight of the elements 
that attract and engage users to play games [7]. The study 
takes recourse of a novel methodology called PBE, a variant 
of PBR, which includes both practice and professional 
research. Section II provides an overview of the literature 
review. Section III discusses a practitioner’s approach of 
game ideation and narrative. Section IV describes the game 
design process. Section V justifies the methods, including 
data collection procedure that is carried out using scientific 
inquiry. Section VI showcases the analysis portion and 
Section VII concludes the paper. 
 

II. LITERATURE REVIEW  
Practice-based Research (PBR) methodology concerns 

the generation of new knowledge contributing to 
understanding of the role of the artifact in that experience 
[8]. The role of the artifact is crucial in the generation of 
new knowledge but not necessarily the primary outcome. 
PBR begins with practice. The artifact is created first and 
then research questions are devised to evaluate the practical 
work. The artifact is modified into two conditions – a low 
and high visual quality prototype, for empirical evaluation 
by participants. PBE approach can be described as a variant 
of PBR, comprising of a combination of practitioner 
research and professional research (scientific inquiry). In 
this case, PBE begins with aims and pre-defined objectives, 
which include the creation of an artifact through a series of 
formal evaluations, referred to as practice. The depiction of 
the games (artifacts) is informed by theories. Experimental 
work is carried out on the artifact to create the desired 
conditions prior to empirical evaluation, using quantitative 
methods. The latter refers to scientific inquiry. PBE follows 
the logical sequence of theory informing practice, and the 
experimental evaluation process of the research questions 
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leads to the emergence of new knowledge or theory. 
Arlander [9] states "sometimes artists come closer to 
scientists than historians since they engage in 
experimentation" (p 319). This implies that practitioners are 
already engaged in experimentation to create artifacts during 
their practice. The word “experimentation” in Practice-
based Experimentation plays a key role in the sense that 
practice has always been associated with experimentation, 
and experimentation forms the basis of professional 
research. In this study, the process of PBE follows the 
sequence: Game Theory à Games characteristics à 
(Practice) Create Artifacts à Evaluate Artifacts (Empirical 
Evidence)à Inform Theory. Each type of game conforms to 
specific requirements. For example, both Hard Fun Key and 
Easy Fun Key games portray distinctive characteristics to 
meet users’ needs. Each game is devised based on Lazarro’s 
Four Fun Keys theory [10]. In a Hard Fun Key (Action 
game), the user’s goal is to beat his opponent, or to win 
against the computer. Easy Fun Key has a different goal, as 
the game is played for the sake of discovery, not necessarily 
to win. The Four Fun Keys game theory describes four 
different types of fun in a game: Hard Fun, Easy Fun, 
People Factor, and Serious Fun. For the scope of this 
research, an Easy Fun (adventure game) was devised. Easy 
Fun Key game is geared towards eliciting an appreciation 
for curiosity and surprise. One does not play to win but to 
discover or explore, as the focus is on the game activities. 
The game is used as a stimulus and empirically evaluated by 
participants to respond to the research questions, from 
which new knowledge or theory emerges. 
 

Crawford [11] explains that if players find a game 
enjoyable, with that immersive experience, it is more 
probable that they will engage and deeply interact with the 
game. Fun is a kind of user experience triggered by various 
tangible (i.e., physical) and intangible qualities of products 
evoking certain relevant emotions in users, such as joy or 
amusement [12]. Admittedly, fun is related to a “sense of 
timelessness, similar to flow experiences [13].” Hassenzhal 
[14] explain that both fun and pleasure are a form of 
enjoyment, but there is a distinction between the two. Fun is 
about “distraction,” implying that a user is distracted from 
concerns, motivations and the inner-self. Pleasure has to do 
with “absorption,” such as being immersed in an activity, 
and one can still relate to one’s concerns, motivations and 
goals. Fun is clearly an experience, not an emotion. Even 
though one fails 80% of the time while playing a game, the 
activity is still perceived to be fun [10]. 

III.  PRACTITIONER’S APPROACH  
Seven participants, two game developers, two designers, 

and three game player experts from a Midwest university 
volunteered to meet on two different occasions, for a three 
hours work session for a focus group discussion, and to 
shape the initial ideas for a casual tablet game that can be 
targeted towards a broader audience. A brainstorming 

technique, known as mind-mapping, was employed in the 
generation of initial ideas for the game design. Mind-
mapping is a useful brainstorming tool that organically 
generates associations that the researcher may not otherwise 
have considered [15]. It relies on words and begins with a 
central concept or node as a focal point. Other nodes are 
added spontaneously to the mind map as the process unfolds. 
Once a mind map is completed, one needs to identify internal 
connections and useful adjectives and keywords that have 
appeared. The theme generated during the first focus group 
session culminated into a combination of an action and an 
adventure game. A game genre classifies entertainment 
games into action, adventure games, puzzle games, role 
playing games, strategy games, sports games, simulations 
[16]. An action and adventure game genre were created for 
the tablet platform. For the scope of this paper, only the 
adventure game was used to collect data at the time of 
writing. The tablet game is comprised of two phases - the 
narrative of first phase is an action-based game (Hard-Fun 
Key) referred to as a Space Shooter game and the second 
phase of the tablet game encompasses an adventure game 
(Easy-Fun Key), referred to as Mars Exploration. Phase I of 
the game narrative revolves around a spaceship starting its 
journey from Earth to planet Mars. On its way, it has to 
surmount multiple obstacles (storms, asteroids, aliens) to 
land on Mars. In Phase II, the character explores the 
landscape of planet Mars, grows green leaves to sustain  
survival, and copes with enemies (aliens), as well as sand 
storms on the planet. The player opens treasure chests 
randomly containing aliens (loses points) or gold coins 
(bonus points), or must avoid any abrupt sandstorms in order 
to earn enough points or life to sustain the green leaves. For 
the purpose of this study, the Easy Fun Key game was the 
only one used for data collection due to the shorter duration 
required for a participant to complete a game session. 

IV.  GAME DESIGN 
Technology has evolved rapidly but game design has been 

a slow process. The goal of a game is to entertain and 
provide enjoyment to the user [17]. Game usability is more 
accentuated towards player satisfaction and learnability, 
whereas effectiveness and efficiency are considered 
secondary factors. The game design and development were 
devised iteratively, with the application of a user centered 
design approach. The structure of a digital game is composed 
of the following components: game play, game interface, 
game mechanics, and game narrative [18]. Game play is the 
process of encountering multiple obstacles before a player 
can win. Gameplay is the process during which the user 
overcomes a series of challenges in a simulated environment 
[19]. Crawford describes challenges as a mental activity 
aiming to develop one's skill [20]. Game interface is the 
mechanism through which the user interacts with the game; 
it includes the physical game controls as well as the game 
environment, assets and characters. It provides a visual 
representation of the game. Game mechanics form part of the 
physics of the game based on the programming and 
animation. Game mechanics are rules constructs intended to 
produce gameplay. It is these rules and rewards that make 
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the activity challenging, satisfying and compelling [21]. 
Game narrative is the story or the plot that unfolds over time 
as the game is played. 

The iOS game was developed using Xcode and Swift. 
Xcode allows the developer to build the interactive user 
interface elements while Swift-programming language 
responds to user events and gestures in order to express the 
game logic. Three participants tested the game prototype by 
responding to a usability survey devised by Federoff [18]. 
The game was refined, and underwent another round of 
usability testing by four other participants who played the  
game multiple times, under the observation of the researcher.  

 

 
 

Figure 1 Rapid Iterative Testing and Evaluation 
(Medlock et al., 2005) 

 
The first objective was to evaluate whether a variation of 

visual aesthetic quality while keeping game usability 
constant affects the perception of usability of players. To 
respond to this research question, the game interface was 
devised into two different levels of visual aesthetic qualities 
for experimentation purposes. An iterative prototyping cycle 
(Figure 1) session was held to showcase which visual 
elements could be modified while maintaining the same level 
of consistency, such as game play, and game mechanics 
between the two versions for each game category. The Easy 
Fun Key game was modified into a low and high visual 
aesthetic value. Elements and Design Principles, such as 
symmetry, grid system, eye flow, contrast, bitmap images 
quality were adopted in rendering the two versions. The low 
visual aesthetic quality version was designed in such a way 
to violate the Principles and Elements of Design [22]. For 
instance, to create the low visual aesthetic quality version 
(Figure 2b), low color contrast, low-resolution bitmaps and a 
monochromatic color scheme were adopted in achieving the 
same. This modification objectively changed the look and 
feel of the game user interface. To create a high visual 
aesthetic version (Figure 2a), the design elements were 
accentuated with high quality graphics rendering, high color 

contrast and a vivid color scheme, and low bit graphics. 
Seven participants rated a series of 3 different layouts, with 
different color schemes, graphics bits, contrast and 
combinations on a 27-inch iMac. After each prototype was 
depicted, it was evaluated using the Visual Analog Scales 
containing two dimensions: Classical and Expressive 
aesthetics [23]. The Classical aesthetic dimension is guided 
by three items: clean, pleasant, aesthetic; the Expressive 
aesthetic dimension has three items: sophisticated, creative, 
and fascinating. Each prototype was evaluated on a scale 
from strongly disagree to strongly agree, which was 
converted to a 1-7 range for analysis purposes.  

 

 
 

Figure 2a Easy Fun Key (Adventure) - High Visual Aesthetics 
 

 
 

Figure 2b Easy Fun Key (Adventure) - Low Visual Aesthetics 
 

Referring to Lim, Lee and Kim [24] concepts of user 
interactivity, the interaction styles most relevant to the games 
interaction in this study were movement speed, movement 
range, and response speed. The player interacts with the user 
interface with a navigation tool. The game begins as the 
character first explores. The player’s goal is to successfully 
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grow a plant on planet Mars.  Every time 100 points are 
scored, a leaf is grown; conversely, the plant will shed a leaf 
every time 100 points are lost. There is no level in this 
game. The character explores the Red Planet, encountering 
aliens, falling objects and dust storms. The player must 
ensure that that the oxygen level is sufficient enough to 
carry out the mission. Destroying aliens earns points, which 
helps grow a leaf to sustain oxygen levels. Opening treasure 
chests, either accumulates bonus points or loses points, as 
the player randomly encounters aliens in the treasure chests. 
 

V. METHODS 
The objectives of this study were: (i) to examine if a 

variation of visual aesthetic level influences perceived game 
usability. (ii) to measure the level of game engagement of 
the two different game versions. In order to evaluate 
perceived game usability, the constructs related to pragmatic 
quality (PQ) of the AttrakDiff instrument were utilized to 
gather data. Similarly, the constructs related to visual 
aesthetics quality (VA) of the AttrakDiff instrument were 
used to gather perception of visual aesthetics data [25]. PQ 
is comprised of seven bi-polar items, and is related to the 
perceived usability assessing ease of use and whether users 
are attaining their goals by playing the games. Similarly, 
VA consists of 7 bi-polar items, aimed to measure the 
perceived attractiveness of the user interface.  The game 
scores for all the participants were recorded. The procedure 
involved a within-subjects test whereby the same participant 
played both game versions. A convenience sample frame of 
27 participants was chosen for this study as students 18-35 
years old were recruited on a university campus. This age 
group represents approximately 30% of the population who 
plays game on their mobiles [26]. Each participant was 
assigned randomly to either the low or high visual aesthetic 
game version in order to ensure high internal validity. This 
also ascertains that two equivalent groups are created, as per 
the law of probability [27]. At the end of each 10-minute 
game session, participants were requested to complete the 7-
items of the PQ and the 7-items of the VA section of the 
AttrakDiff instrument. In the future, user engagement will 
be measured using the User Engagement Scale (UES), a 
self-report instrument using a 31-item questionnaire to 
capture the six domains of experience [28]. The investigator 
plans to collect data using the UES tool afterwards at a later 
date 

VI. ANALYSIS 
Two results are reported from the AttrakDiff instrument 

using a one-way ANOVA within-subjects test. The SPSS 
result for the VA dependent variable shows F(1,26)=4.056, 
p=0.054. The mean value of the high visual aesthetic value 
interface was reported to be 22.26 whereas the mean value 
of the low aesthetic quality was 18.63; this implies that 
participants perceived a difference in terms of visual look 
and feel of the game versions, but given that p>0.05, the 

difference was not statistically significant. From the mean 
values reported, participants recognized and showed 
preference to the high visual aesthetic version. 

The PQ dependent variable reveals Greenhouse-Geisser 
F-statistic as F(1, 26) = 0.09, p-value=0.925, and since 
p>0.05, this implies that the two game versions were not 
significantly different from each other; we fail to reject the 
null hypothesis. In other words, game usability of both 
game versions, low and high visual aesthetic qualities, was 
not perceived to be statistically different. Participants found 
both game versions to be practically usable. Therefore, a 
variation in visual aesthetic quality did not influence 
perceived usability in the Easy Fun Key game category. 
Furthermore, observed power was low at 0.051, which could 
imply the study lacked sufficient power to detect any 
effects. Thus, increasing the sample size of this study will 
certainly boost power statistics, thereby providing a robust 
result. 
 

VII. CONCLUSION 
The preliminary results in this study reveal that when the 

tablet (adventure) game interface was manipulated into low 
and high visual quality, game usability was not affected. 
One shortcoming of this study is the small sample size. 
Moreover, the participants’ affinity to visual aesthetics in 
products is a confounding variable. The next stage is to 
screen participants using the (Centrality of Visual Products 
Aesthetics) CVPA instrument to understand to which degree 
they are sensitive to visual aesthetics in products [29]. The 
higher the CVPA score of the participants, the greater the 
level of accuracy in judging visual aesthetic quality. In 
future work, the level of user engagement in each game 
condition will be investigated to examine if the level of 
visual aesthetic qualities affect game engagement. 
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Abstract— The development of ubiquitous applications is
inherently complex. The adaptation process enhances the
efficiency of an application by the user interface design based
on several essential steps such as: system modeling, task
analysis, user profiling and interface specification. A number
of different approaches have been proposed to build context-
aware user interfaces. In this literature, the Human-Computer
interaction, namely, the task analysis is often managed without
explicitly integrating the user model. This latter is operated
inside a context model and has few impacts on the interaction
during its progress. In order to deal with this situation, we
propose an adaptive user interface based on a model driven
architecture that would transform an initial task model to an
interaction model through the integration of environment
information, user profile and tasks to be performed. The
proposed approach takes advantages of the ontology written in
Web Ontology Language (OWL) in order to define user’s
profile and of domain ontology for persons suffering from
disabilities. The abstract task model is formalized as a Petri
Net that analyzes the communication flows between users,
environment and tasks.

Keywords-Human-computer interaction; user model; task model;
Petri Net; MDA; TuneIn.

I. INTRODUCTION

”Ubiquitous computing is the method of enhancing
computer use by making many computers available
throughout the physical environment, making them
effectively invisible to the user” [1]. According to this
definition, the pervasiveness is guaranteed by defining
dynamic users and environmental data. The user interfaces
should be able to react according to the heterogeneous
environment and the different users’ characteristics.

Human-computer interaction, with increasingly more
complex environments and user capabilities, has become a
major issue. What made this issue more challenging is the
emergence of the ubiquitous computing leading to new
forms of interactions. The purpose is to know which
information is the most appropriate for a specific user in the
current environment and to improve the interaction user-
system quality in such smart environments [2] [3].

The user interfaces are commonly deduced from a task
model that defines elementary actions and user’s activities.
Indeed, it is the best way to ensures effectiveness of the
application that would allow users to reach their goals and
perform their tasks [4]. However, from the user task model,
it is hard to provide enough information about the user

abilities, preferences, goals and activities. In addition, this
model does not exhibit the impact of the environment on the
user system. For example, it is impossible to specify if the
user has a handicap that prohibits the standard interaction
mode. Therefore, during the user interface design process, it
is important to consider all relevant data involved in the
interfaces personalization. In order to address this issue, the
proposed approach is based on how a design method is able
to explicitly specify the link between the task and the user
and to generate personalized contents of the user interfaces.
The aim is to achieve a Human-Computer system where the
interaction would become aware of contextual variations
depending on the user and/or the environment in which they
perform.

This paper is organized as follows: Section 2 introduces
the state of the art of interface specification researches. In
Section 3, we present the user-task interaction model based
on a user profile allowing the creation of applications
suiting different user needs and a task model able to gather
information and to deduce the user interface elements. We
then demonstrate the applicability of the system referring to
a case study for different persons operating in several
environments.

II. RELATED WORKS

The researches on user interface specification have
focused on context, user and task modeling. This section
presents a description of different methods for creating
context-aware architectures.

Many works have been interested in the adaptive
interface design. In the table I, we present a brief review of
the literature on conceptual modeling of computer
applications and adaptive interfaces. Through this study, we
are going to analyze the existing solutions and examine the
complexity, tooling and adaptation process associated with
them. We have deduced comparison criteria to determine the
advantages and disadvantages of each approach in the related
works. The framework CAMELEON [5] used the User
Interface extended Markup Language (UsiXML), one of the
most advanced Human-computer interaction (HCI)
approaches. User interfaces were defined at a high
abstraction level. This tool is compatible with a Model
Driven Architecture (MDA) [19] and exploits user and
environment ontologies. Nevertheless, it does not provide a
mechanism for interface validation. This gives rise to
additional efforts of the designers. Limbourg et al. proposed
a graph transformation based approach. It did not discuss the
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context model and had been only interested in presentation
adaptation [6]. Vanderdonckt proposed a method for
developing user interfaces based on MDE. His approach has
been focused on presentation, content and data adaptation
[7]. Therefore, the context model is not well defined and
does not use ontologies while defining the user profile. The
proposed approach should be able to identify the activity of

the user, so as to provide the required contextual information
at run and design time. Besides, the adaptation needs to focus
on user’s general and specific information (preferences,
abilities, physical condition, age, gender, etc.). It also
requires the verification of the accuracy and the reliability
through an interface validation process.

TABLE I. MEETING OF IDENTIFIED CRITERIA IN SOME RELATED WORKS

Some architectures do not consider an explicit interaction
between users and task and do not concentrate enough on the
information provided by users, especially their disabilities.
The majority of literature works are interested in context-
aware interfaces generation regardless of user's task and/or
user’s profile. Other works have defined ontologies for user
and environment with restricted data. For example, Bacha
[10] focused on the information that should be provided in
each situation without considering the design elements and
the user requirements. He also restricted the user’s
description by just identifying few criteria considered as
relevant (e.g., user identification, user demographics data).
Nevertheless, by linking a domain ontology to a user profile
ontology, we would have dynamic interface changes
considering as much user’s properties (e.g., cognitive,
sensorial and physical abilities, activities, etc.) as possible.
Bacha based his approach on a context model to generate
semi-automatic user interfaces for only two methods;
automatic form filling and query enhancement. This
approach lacks an interface validation process.

A complementary study has been done about context-
aware approaches. The majority of literature works are
interested in context-aware interfaces generation without
user task and/or user profile’s consideration. These
applications are able to gather, manage, evaluate and
disseminate context information [11][12][13]. For these
platforms, none of them fully satisfies an explicit interaction
between the user and task models able to dynamically
generate the user interface.

While defining an adaptive user interface, the task model
is useful to:

• Assess the task complexity in terms of perception,
analysis, decision and motor action of users in order
to reach a goal.

• Describe existing systems in order to understand the
design and analyze the restrictions and the way to
overcome them.

• Analyze how users think the activities should be
performed.

Hierarchical Task Analysis (HTA) [14], Concur Task
Trees (CTT) [15], Business Process Model and Notation
(BPMN) [16] and Hamsters [17] provide a particular set of
elements that would be useful especially for a specific type
of systems and users.

By analyzing different related works, we have noticed
that systems usually have difficulties while assisting the user
in performing the task. Indeed, the user’s knowledge about
the domain application, the display of type of preferences,
and of the tasks and willingness to interact with the system
are some of the elements that can be managed in a user
model. They could significantly impact the task model and
thus the interface generation [18].

After a careful review of definitions referring to user and
task models, a key factor has been deduced so as to conduct
the software development process. In order to define the task
model and the transformation rules, we propose a model
driven approach. The Model Driven Architecture (MDA) of

task
consideratio
n

Context Model Tooling User
interface
validation

Ontology use
(explicit user
representation)

Interface
adaptation

Adaptation way

User Environment

CAMELEON[5] Yes User
ontology

Environm
ent
ontology

UsiXML No Yes Presentation and
content
adaptation

Automatic/Manu
al

TOMATO[6] Yes Context Model TOMAT
O-L
Prolog

No No Presentation
adaptation

Semi-automatic

MDE approach[7] Yes Context model UsiXML No No Presentation and
content

--

Hachani et al.[8] Yes Context model EMF/
ATL

No No Content
adaptation

Semi-automatic

COMODE[9] No Context model based
on OWL Ontologies

EMF/
OCL2.0/
UML

No Yes Content
Adaptation

--

Bacha et al.[10] Yes User
Profile

Location
Time
Frame
External
events

BPMN/
UIML/
Ontolog
y

No Yes Content
adaptation

Semi-automatic

Riahi et al.[4] Yes Knowledge base Petri
Net/
PNML

Yes No Content
adaptation

Semi-automatic
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the Object Management Group (OMG) represents an
example of the Model Driven Engineering (MDE) that is a
software development approach family based on the use of
models in the software construction [19]. MDA uses models
in various steps of software development cycle. It
recommends the elaboration of (i) the Computation
Independent Model (CIM); (ii) Platform Independent Model
(PIM) and (iii) Platform Specific Model (PSM). In fact,
diverse aspects of the business process and the supporting
software system are captured in models and are
automatically transformed to the source code of a desired
platform [20].

Using this concept of MDA, the system should transform
task models formalized as CTT, BPMN or Petri Net in order
to provide interaction ones. An adequate mapping should be
done between the CIM, PIM and PSM levels.

Following our advanced literature review regarding the
model transformations, we have decided to use Petri Net
formal language [4] for task modeling as it is enforceable
and has many techniques for an automatic verification of
interface properties (boundedness, liveness ,etc.). We also
justify the use of Petri Net by its ability to guarantee the
validity of the interface. In fact, the essential reason behind
this choice is that the Petri Nets-based models can reliably
describe the aspects of concurrency, parallelism and
dynamism which are fundamental features of ubiquitous
environment. A domain ontology and a profile have also
been used as elements that improve the interface
personalization process.

III. USER-TASK INTERACTION MODEL

Reviewing the literature solutions, we have identified
three main entities in the domain of adaptive user interfaces:
user, task and environment. The major challenge is to get an
interaction model according to the entities previously cited.
Our interests have been focused on the user and task models
impact on an adaptive user interface.

Indeed, the user affects the task model to dynamically
modify the interaction model depending on his profile
features such as disabilities or his environment. Let us
consider an example of the radio application “TuneIn”, a
mobile application offering the ability to listen to streaming
audio of many radio stations worldwide [21]. Basically,
“TuneIn” is not aware of the environment and the user’s
changes. It presents an interface which is unable to modify
its contents or change its behavior. In Figure 1, we present
screenshots of the current application where the car mode
provides a simplified user-interface to have a quick access to
the application's most used features. This functionality does
not sufficiently satisfy the context awareness in terms of
environment, user and task’s auto-detection. In fact, as
shown in Figure 1, while the user is driving, the use of the
car mode icon is obligatory. The vocal command requires a
click on the search icon. Even if the environment conditions
are not in favor to physically manipulate the interface, the
user must interact with buttons. Thus, as described
previously, the voice recognition is not automatic and the
user should specify his context of use (driving) and his

interaction mode. This leads to undesirable manipulation of
an interface since the operation is potentially dangerous.

Figure 1. TuneIn Screenshots

The proposed improvements could concern user’s
interest and preferences (playlist, song’s language, etc.) as
well as user’s capabilities. Therefore, based on the user
profile, a blind person can interact with “TuneIn” exclusively
through the voice recognition. Our research aims to make
adaptive user interfaces detect the user and the
environmental changes through user’s profile and sensors
(i.e. accelerometer).

As seen in Figure 2, the user model, combined with the
environment and the task model, is able to generate a
different task model (user task interaction model). To
characterize this new model, we emphasize each
environment parameter and the corresponding user and task.

Figure 2. The user task interaction model according to the user and the
environment

The user task interaction model is an alteration of
elementary actions depending on users and the environment
(Figure2). Indeed, any change that occurs at one of these
models will impact the actions to be performed on the
interfaces.

The key features of our approach are:
• Give a general and explicit representation of the user

when specifying the interface.
• Get user information from a profile ontology

strongly linked to domain ontology (e.g., person
diseases/disabilities) for better understanding and
easier interface modeling in a specific domain.

• Get generic interfaces workable by any operator.
The same user interface can be exploited by a
normal person and a person with disabilities. Thus,
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we ensure the ability to preserve usability across
multiple contexts of use [22].

• Exploit the strength and the advantages of an MDA
approach to define the interaction model.

• Conceptualize the context in user interface design.
• Improve the usability and simplify the creation

process.
• Reduce the complexity and ensure the validity of the

interfaces.
• Provide the needed information timely and properly.
• Avoid the development of each system (or system

type) in its own way with no common architecture
currently available.

• Provide a set of models ensuring a dynamic interface
generation depending on the user, the task and the
environment in which he acts.

Thus, this work ensures the built of a standard
architecture offering genericity and flexibility in smart
environment. There is a need to dynamically create models
that could be supported by a specific person in such
environment. In order to do so, we propose an automatic
model manipulation based on MDA transformation. We have
been especially interested by the CIM to PIM transformation.
The interaction model is deduced from the CIM representing
the abstract task without showing the system structures’
details. It focuses on the elementary actions to perform. The
relevant information of the user and the environment is
specified while defining the transformation rules. Our
method should be able to automatically translate the CIM
level to a PIM covering functional and environmental
aspects.

Through the transformation rules, the user-task
interaction model is defined at the PIM level. The interaction
model is complete, generic and understandable. It includes
the different information from the user, environment and
task. The proposed architecture resumes our interaction
model as shown in Figure 3:

Figure 3. The proposed approach

In this architecture, we have focused on how the user
actions can be influenced by the profile in a ubiquitous

environment. The context is composed of static and profiled
information considered as high persistence information.
They are grouped in the profile ontology that communicates
with domain ontology for better precision. This data is
defined by the user while using his smartphone. Sensed
context corresponds to information captured from sensors. In
our case, this data constitutes the environment. This aspect is
not addressed in this paper.

The user profile ontology is mapped to the domain
ontology while the environmental data is captured through
sensors. During the MDA model transformation, the PIM
level holds a Petri Net Markup language (PNML) file
enhanced by informational variables and user requirements.
Besides, each graphic component is associated to
informational and command variables.

As seen in Figure 4, the transformation consists in
creating a target model from a source model by rules that
describe how one or more constructs from the source model
should be replaced by one or more constructs in the target
model [19]. The transformation exploited in this work is an
exogenous transformation meaning that the mapping of the
models is written in different domain specific language [20]
(as shown in Figure 4).

Figure 4. Exogenous transformation

To specify the source meta-model used in our approach,
we have involved the meta-model proposed by our research
team which consists in a process modeling based on
elementary structures. This guarantees a prior validation of
interfaces and saves considerable time in the development
cycle of the user interface. In Figure 5, all the user’s actions
and components context behavior (elementary or composed)
are sorted according to typical compositions: sequential,
parallel, alternative, choice, iterative or of-closure. We
present below, the meta-model of this process.

Figure 5. PetriNet Meta-Model
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The target model is a PNML file aware of
transformations’ changes. In fact, the choice of the PNML is
explained by its reliability, universality and mutuality. The
main idea of PNML is that any kind of Petri net can be
considered to be a labeled graph. In particular, all
information that is specific to a particular kind of Petri net
can be captured in labels. In the CIM to PIM transformation,
Petri Net is used as an input to be transformed depending on
the user profile. This step will result in a PNML file which
preserves the validation features of Petri Net. Then, we use
this PNML file to support the transition to a user interface
markup language (UIML) to generate the interface. By this
phase, we are able not only to treat context parameters
affecting the user interface behavior but also to keep using
the benefits of Petri Net modulation especially its validity
when moving from graphical model to a markup languages.
The PNML meta-model is illustrated in the Figure 6:

Figure 6. PNML Meta-Model

We define the transformation rules through three
different levels as shown in Figure 7:

Figure 7. Transformation rules between CIM and PIM levels

The partial level concerns the transformation of some
informational data of the model (e.g., the kind of music to be
streamed). The general level deals with the transformation of
the entire model (e.g., voice recognition). The user

requirements level is based on the identification and the
modification of the user’s requirements according to the
current situation (e.g., buttons, size, color). The user task
parameters such as control and informational variables
constitute the user requirements. They are mandatory while
specifying an interface managing different types of context.

IV. CASE STUDY

For application and evaluation, we have conducted a case
study with a view of the radio application “TuneIn”
presented in Section III. The proposed model has improved
the interface behavior and has allowed the combination of
several entities aspects depending on the context of use (e.g.,
user abilities). We have modeled and defined different
scenarios in order to get personalized interfaces that respond
to environmental and requirements changes. The main
purpose is to enable the application to adjust to its context of
use and to acquire as much data. The first user is a blind
person; he manipulates the interface only by voice
recognition. The second person suffers from a visual
impairment; he cannot see application contents properly. The
third one is a normal person being attracted by rock music. If
the device is used outdoor and that the user is driving, we
may experience another interaction process model.

One of the problems rising from this case study is how to
dynamically adapt the interface to the user profile and the
environment in which he operates. The first step of our
approach is the user information modeling. The architecture
shows three main components. Those components are:

• The user profile (Figure 8): It describes the user
information modeling. We have defined a general,
yet extendable ontology able to adapt to the needs of
every application, maintaining at the same time a
general common structure so as to satisfy portability
and communication between different applications
[18]. The used ontology is mostly static and
permanent. More dynamic information is captured
from the environment. The figure below defines the
user profile ontology upper level classes as defined
in Protégé. We have used the information introduced
by the user concerning his disability (blind,
nearsighted, normal) and his preferences (playlist,
song’s language, etc.).

Figure 8. User Profile Ontology
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• The domain ontology: It allows the retrieval of
the diseases’ characteristics (e.g., diseases types,
symptoms, causes and treatment). We have
used the Generic Human Disease Ontology
(GHDO) [23] in order to deduce actions to
operate. In fact, GHDO defines what the
person’s level of functioning is and what the
needs of persons with various levels of
disability, impairments, activity limitations and
participation restrictions are. It defines the
domain that helps us to describe changes in
body function and structure, what a person with
a health condition can do in a standard
environment (his capacity level).

• The environment: it describes the different
values captured via sensors. For our example,
the environment can be geographical data
(position), accelerometer, etc.

In order to change “TuneIn” interface behavior, we have
specified the CIM to PIM transformation. The CIM level
receives the abstract task. This latter is defined as a task with
no specific type. It is useful to define a process at an abstract
level as shown in Figure 9.

Figure 9. The abstract task Petri Net of TuneIn application

According to the abstract task and the defined rules, we
deduce the new user task interaction model. By identifying
the transformation rules, three new interaction models appear
according to every occurred change.

Partial transformation: for a person interested by rock
music, the system computes partial transformation meaning
that some elementary structures are extracted from the initial
Petri Net. A normal person that defines his interests (rock
music) should have a restriction in the information seen in
the interface. The context has the ability to change the
interaction process by deleting some entities and keeping
only the most significant ones. The environment information
captured through sensors (accelerometer) shows that, when
the user is driving, then a voice command is needed.

User requirements transformation: For a person
having a binocular acuity of distant vision, the system
communicates with the domain ontology and decides which
are the most suitable representation and interface objects’
interaction of the according users’ needs. In this case, in
order to generate an interface related to a nearsighted person

(big characters), we should specify the size of variable
information and instructions (text boxes, buttons, labels, etc.)
The variable output size switches from 12 to 18 according to
the user’s disability.

General transformation: For a blind person, the user
capabilities will influence the generation of the interaction
process model. To know about these changes, it is necessary
to get user capabilities information through profiles. We
have used domain ontology (user abilities) from which we
deduce static characteristics of a disease. For this
transformation, we do not need to analyze environmental
data because the only way to interact with the interface is
voice command.

Atlas Transformation Language (ATL) is applied in the
context of the transformations previously cited [24]. The
case study of the blind person requires a transformation
program that converts an initial Petri Net model to a PNML
file computing data through voice recognition. Figure 10
shows some parts of the ATL transformation.

Figure 10. An excerpt from ATL transformation rules

The “transition” rule generates tags according to the user
requirements that constitute the crossing conditions from one
action to another. The “place” rule generates a PNML file
that contains the interaction mode according to the user
disability (Blind) from the place elements. This is achieved
by adding the appropriate tag (mode) inside the
informational variables. The elements of the PNML file
correspond to those generated by place, transition and arc
rules. We do not need to specify user characteristics because
they are directly extracted from the user profile (e.g.,
user.Ability).

The transformation rules define how the different entities
have the ability of mutually affecting each other in order to
generate a contextualized user interface. The proposed model
allows the combination of several entities aspects (user, task
and environment). Based on this combination, we have
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deduced the new interaction model showing the actions to be
performed on the interface. From the CIM to PIM
transformation described above, we can notice that the
PNML file has been extended with the interaction mode tag
described in Figure11. If the system detects dynamically that
the user is blind, the interaction mode switches directly to
voice command.

Figure 11. An excerpt from the extended PNML file

If the extracted user profile data concerns the user
requirements (binocular acuity of vision, music preferences),
they are directly defined in the PNML file as shown in
Figure 12.

Figure 12. An excerpt from the extended PNML file

The model guarantees the consideration of design
specification before the implementation phase. From such an
interaction process, we have kept the approach at an abstract
level separating application reasoning from the
implementation technology. The proposed model respects
the MDA architecture to generate a code corresponding to a
specific model deduced from users, environment and tasks.
After defining the PIM level, we would be interested in the
details specifying the system behavior on each particular
platform’s type [19] to finally generate a contextualized
interface based on the user requirements.

V. CONCLUSION

This paper presented a MDA approach that considers
user profile properties and environment information in order
to generate an adaptive user interface and also to satisfy an
exceptional interaction need of a disabled person. Our work
transforms an initial Petri Net model to a PNML based
interaction one by combining tasks, users and environment.
We have focused on gathering all available user abilities and
preferences, since an early design stage, in order to have as
generic interface adaptation as possible. Thus, we would
need to enhance the re-usability of transformation rules and
complete the domain ontology integration so that we would
retrieve relevant description which is able to dynamically
modify the interface behavior according to its matching to
the symptoms of different user’s disabilities. This would

build a PSM model to generate the relevant code.
Furthermore, we plan to develop a critical context aware
application from the modeling stage until the code generation
in order to investigate runtime validation techniques. We are
finally working on merging our approach with contextual
web services creation.
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Abstract—This paper proposes a body gesture recognition 
framework for 3D interactive systems. For this purpose, we 
built the gesture recognition framework via sampling, pre-
processing, quantification, and building an inference model 
using the hidden Markov model (HMM). Using this framework, 
gestures are detected and classified from 3D trajectory data in 
real time. Evaluation proved that our recognition system 
successfully supports 3D interactive systems. We also tested the 
proposed framework using 3D virtual training systems.  

Keywords- gesture recognition; 3D interaction. 

I.  INTRODUCTION  
With the recent advance of 3D technologies, a number of 

studies have been proposed to understand and recognize 
users’ positions and gestures. In a virtual environment, such 
information is very important in presenting a 3D immersive 
environment [1]. The 3D locations and gestures of the hands 
and a head are especially important in allowing users to 
interact naturally with the 3D environment and are widely 
used for interactive applications.  

For this purpose, we proposed a 3D gesture recognition 
framework for 3D interactive applications. The proposed 
framework consists of 3D gesture recognition and inference 
components. The recognition component collects and 
preprocesses the 3D locations of the head and hands then 
extracts features and builds models for inferring gestures. 
We applied the hidden Markov model (HMM) for modeling 
and inferring gestures since the gestures are made in 
temporal sequence [2]. The inference component then 
detects and selects the target gesture from the 3D trajectory 
of body by inferencing probability of gesture candidates in 
real-time. The resulting gesture and position information are 
delivered to 3D interactive systems. 

The remaining part of this paper is organized as follows. 
We first define target gestures for 3D interactive systems and 
then introduce the gesture recognition framework in Section 
II. We then show how we implemented our framework in 
Section III. Finally we conclude with future work in Section 
IV.  

II. RECOGNIZING BODY GESTURES 

A. Target Body Gestures 
First we define the body’s gestures that will be used for 

3D interactive systems. We are interested in interactive 
systems where a user is set at a fixed position in front of the 

system. Thus we need to detect gestures from different parts 
of the body. We selected upper body gestures, hand gestures, 
and head gestures (see Figure 1). The head gestures include 
left, right, up, and down movements. The hand gestures are 
represented as grabbing, pointing, and releasing. The upper 
body gestures include left, right, up, down, and directional 
pointing gestures.  

 
Figure 1.  Target Body Gestures. 

B. Body Gesture Recognition Framework 
In order to recognize the gestures defined, we built a 

gesture recognition framework. Previous work has only 
focused on modeling and inferencing gestures [3]. Here we 
added more steps, such as gesture sampling, segmentation 
and labeling, pre-processing, quantification, and establishing 
an inference model. Figure 2 shows the overall procedure of 
building our gesture recognition framework. 

 

 
Figure 2.  Overall Procedure of Body Gestures Modeling. 

In the sampling, the framework collects the raw position 
data from a location tracking sensor. The sensor detects the 
body and generates the 3D position of the body parts. This 
sampling phase collects the raw data of all the body parts and 
extracts the segment of each body gesture. In the pre-
processing phase, the noise is removed by filters, such as 
moving average, and the relative movement value is 
extracted for normalization. Afterward we reduce data 
dimension and extract features by using the k-means 
algorithm. Finally, we built an inference model with the 
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features selected. As a body gesture consists of a temporal 
sequence, continuous machine learning algorithms are useful. 
We especially selected HMM since it is robust on individual 
differences of gestures and small numbers of samples.  

C. Inferencing Body Gestures  
The inference phase consists of sampling, pre-processing, 

detection, quantification, and inference. Thus the sampling, 
pre-processing, and quantification are the same as those of 
the modeling, but the detection and inferences are 
additionally required. In order to detect the existence of a 
gesture from 3D trajectory data, we assume that there is a 
small amount of 3D movement when a user is in the ready 
state. For this purpose, we apply a threshold to the 3D 
movement during a certain period of time called a window. 
The window ranges from 0.5 s to 2 s and is related to the 
length of a gesture. The amount of 3D movement is 
represented by the sum of the standard deviation of each axis. 
The threshold is less than the maximum value of the sum of 
the standard deviation of the gesture samples. When there is 
a gesture in the 3D trajectory, the quantification is applied to 
the trajectory data and the probability of each gesture is 
calculated from the inference model. Finally the gesture with 
the highest probability is selected as the result of the 
inference. 

III. EVALUATION 
We implemented it in a Windows 7 environment. In 

order to obtain fast data, we used a Microsoft Kinect version 
2 sensor which provides a 1080p RGB image stream with a 
640 x 480 depth map [4]. We then collected the 3D locations 
of the heads, hands, and upper bodies of study participants 
and modeled seven gestures made from hand trajectories. We 
selected eight upper body gestures: seven gestures (Nos. 2-8) 
and one ready statue (No. 1). We collected 203 gesture 
samples from three participants. We evaluated our 
framework based on a 10-fold cross validation.  

As seen in Figure 3, the accuracy of the proposed 
framework is about 96% when three hidden nodes were used 
in the framework. The accuracy reached 98% when five 
hidden nodes were used. The accuracy was not improved 
even when more hidden nodes were used.  

 

 
Figure 3.  Accuracy of Body Gesture Recognition. 

We also analyzed the quality of the individual gesture 
classification. We calculated the confusion matrix of the 
gesture recognition classification. As seen in Figure 4, the 
main errors were from the ready status. Three of the 25 ready 

status samples were misclassified as Gesture 2. Other 
gestures were correctly classified. 

 
Figure 4.  Confusion Matrix of Body Gesture Recognition. 

We also tested the proposed framework by connecting 
with two virtual training systems, as illustrated in Figure 5. 
One of the systems was a virtual train training simulator and 
another one was a virtual driving simulator. In order to detect 
a gesture from the continuous 3D trajectory of a hand, we 
used a 2-second window with a 0.5 second overlap. The 
framework then selected the gesture with the highest 
probability inferred from HMM in real-time. Finally the 
position data and resulting gesture is delivered to the systems. 

 

 
Figure 5.  Testing with the Virtual Training System. 

IV. CONCLUSION 
This paper proposed a body gesture recognition 

framework for 3D interactive systems. For this purpose, the 
proposed framework collected, segmented, pre-processed, 
and quantified 3D trajectory data from a 3D tracking sensor 
and then built an inference model for recognizing body 
gestures. Later the framework detected and classified the 
gestures from the 3D trajectory data by inferencing their 
probabilities. We also evaluated the proposed framework  
and tested it with 3D interactive systems.  
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Abstract—The use of Electric Vehicles (EVs) is limited. Uncer-
tainty concerning the short range and the lack of solutions
matching the users needs are factors that hinder widespread use
of the technology in business and logistics contexts. In Smart
City Logistik (SCL) project, a Driver Assistant Client (DAC)
was developed to help to overcome fears, limited information
and uncertainty in the context of urban logistics. To evaluate the
users needs and intentions, an iterative and open approach was
designed and consequently used. Triangulation helped to get the
best possible insights out of each of three phases of development
and the findings were used to improve the DAC. The beginning of
the project was accompanied by a lot of uncertainty, so qualitative
information was gathered to understand how the drivers work
routines look like and which attitudes towards new technologies
prevailed. A more quantitative approach helped to gather a broad
range of opinions on specific usability topics, before the actual
users will be asked about their daily experience with the system.
This agile and iterative approach helped to identify important
aspects while designing the DAC and to compare different so-
lutions, e.g. regarding important functionalities, menu-structure,
font, button-size, and other parameters. The implementation of
these findings enabled the project partners to develop a broadly
accepted user interface and system that will be used in electric
vehicles in urban logistics.

Keywords–Survey; Usability; Electric Vehicles.

I. INTRODUCTION

Since the need of delivering goods increased massively in
the past decade and will increase further in the next years
[1], the use of Electric Vehicles (EVs) for last-mile delivery
could help to reduce substantially the air and sound pollution,
especially in inner cities. In fact, most researchers agree that
even well beyond 2020, the capacity of batteries will not fit
future range demands [2]. This restriction affects especially
available EVs, that are designed for the transportation of
goods. Therefore, many companies have qualms to use this
new technology because of range limitations, low density of
recharging stations and long charging time [3]. Nevertheless,
no matter which technological restrictions appear with EVs
compared to traditional vehicles, for most companies it all
comes down to the ability to plan the vehicle usage, including
the certainty that the planed tour can be done. In fact, many
companies interviewed during the Smart City Logistik (SCL)
project, have already tours within the range of an EV, or at
least are able to adopt tours with little effort. The research
project SCL pursues the goal to develop such a system, that
provides important information on EV-specific restrictions and
helps to overcome fears and to support the usage within

urban logistics. As part of the German special federal research
program for Information and Communication Technologies for
Electric Mobility II (ICT II) [4], the SCL project supports the
integration of EVs in fleets through the usage of Information
and Communications Technology (ICT).

One of the most important parts in such a holistic system
is the assistance of the driver. In a complex socio-technical
system where EVs are used within urban logistics, the driver
needs to cope with additional information (such as range,
battery status, etc.) in order to fulfill his main task of delivering
goods. To reduce stress and uncertainty resulting from these
important additional parameters, a Driver Assistant Client
(DAC) focussing on the needs of drivers was developed, eval-
uated and implemented as a prototype during the SCL project.
Therefore, a concept for technology assessment was developed,
combining existing methods from social and computer sciences
for the specific project. In an agile managed project, we needed
to focus on methods, that provided flexibility and direct user
feedback to overcome different phases of non-knowledge, that
came along with the novelty of the topic. The results help
to achieve the goal, to develop and improve mockup and
demonstrator along the users needs. This general concept can
be applied to other projects in the field of computer-human
interaction, that are confronted with similar conditions and
challenges regarding uncertainty and user expectancies.

In Section II existing work regarding the DAC and the
prototype evaluation will be outlined briefly, before a more
detailed overview on the problem, the purpose of the DAC
and its main functionality will be given (Section III). Subse-
quently, the research design to improve the DAC in an iterative
procedure and to assess the users expectancies will be outlined.
It consists of three main qualitative and quantitative surveys:
In a first step, seven drivers were interviewed to get insights
into their daily routines and attitudes towards supporting
technology (Section IV) and the findings were used to build
the prototype (Section V). Secondly, 43 participants tested two
different DAC prototypes and evaluated them with a focus on
usability (Section VI). The third part includes the development
of the functional demonstrator and is accompanied by a beta-
phase with a few drivers of EVs, followed by a qualitative
interview. Additionally, a simulator-based test with a higher
number of participants from logistic companies is part of the
research design (Section VII). Finally, a short outlook and
critical reflection of the used approach and the gathered results
will conclude this paper (Section VIII).
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II. STATE OF THE ART

Previous work on methods for software design show a
broad range of techniques, that can be applied in different
development stages. Cognitive walkthroughs, heuristic eval-
uation, formal usability inspections [5] offer interesting and
valuable insights in a development process. More theoretical
work focusses on the users needs and expectancies as relevant
factors for technology acceptance. Factors that influence the
use of a socio-technical system cover the perceived usefulness,
the attitude towards using a technology and others [6], [7].
Other work in the field of DACs or EVs point out important
factors, that are relevant in the given context [8], but focus too
much on the economic decisions of private households and
cannot be adapted completely to our project. Unfortunately,
knowledge about important factors while using the DAC in
a commercial context in EVs, is rare. When it comes to a
long-term research project in a field, where user acceptance
is rather unknown, a flexible methodology is needed, that
provides different forms of knowledge in different project
stages. Therefore, methods from social sciences were used. A
qualitative research part is used to gather knowledge [9] and
quantitative research helps to evaluate existing knowledge and
design with a broader range of participants [10].

III. THE DRIVER ASSISTANCE CLIENT

In the context of urban logistics, the driver has to cope with
a lot of information, which often comes along with stress and
the insecurity about the actual range of an EV. Since the range
depends on a lot of parameters (e.g., battery capacity, driving
speed, weather conditions, weight, etc.), the consideration of
all those influencing parameters would be a complex process
while driving. To reduce stress and eliminate insecurity, the
DAC was developed. Basically, it works as a navigation sys-
tem, providing optimized routes for EV, considering different
range-affecting parameters of the vehicle while focussing on
the planned tour. At the start of a tour, the driver can retrieve
the tour on the DAC, which is already optimized and considers
all parameters for the EV he is using. During the tour, the
driver will be navigated to each point, and informed about
possible changes of the tour and all relevant information (e.g.,
traffic and weather conditions). Hereby the driver is relieved
from thoughts about the range of the vehicle, because the tour
is always optimized and adapted to changes, so that the driver
will be able to perform his tour and drive back carefree to the
starting point.

Since the DAC should assist the driver while driving and
reduce the added complexity, it needs to be easy-to-use in
a vehicle. To find an optimal way to support the driver we
elaborated an approach for the realization of the DAC, where in
each iteration the acceptance and usability has been evaluated
systematically. The findings were used to improve further
versions of the DAC.

IV. THE INTERVIEW

In theoretical discourses on technology use, EV and driver
assistance systems, different factors, that influence the attitude,
expectations, and acceptability towards these technologies in
general public, are described [6, p. 188] [7, p. 447]. Beside
these common factors, there may be specific ones among
employees in logistics who use EV, that result from their
specific situation (e.g., the employer-employee relationship

leads to an involuntary use of the system). In the first place,
the professional drivers need to perform their work task
without unwanted disruptions by technological peculiarities
and EV-specific uncertainties. To overcome the theoretical
debate on barriers and drivers of technology acceptance, em-
pirical evidence was gathered in qualitative interviews. Seven
drivers from different companies were interviewed, using a
semi-structured guide that was developed in advance. The
interviewees were asked about their individual common work
tasks, their attitude towards new technologies in general and
EVs in detail, their expectations towards a DAC and some
demographic items as well as their employment biography.
A content analysis of the interviews was conducted and the
deductive-inductive creation of categories [11] shed light onto
possible acceptance factors and requirements regarding a DAC
in EV-based urban logistics. In theoretical debates, the general
acceptance factors are described as perceived usefulness, per-
ceived ease of use, the attitude towards using a technology [6,
p. 188], and some models include the behavioural intention
to use the system as well. These factors are influenced by
moderators such as subjective norms, experience, the image
of a technology, job relevance, output quality or the the
voluntariness of use for example [7, p. 447]. We found empiric
evidence in the interviews regarding these items. Using the
computer-assisted qualitative data analysis software f4analyse
[12], we found out, that the drivers tend to prefer a passive
system, that gives them useful information on important events
during their tour, while not forcing them to act in a single,
specified way. Other hints pointed in the direction of up-to-date
maps, estimation and inclusion of time and range restrictions,
the ease of use of and favoured support while implementing
the system. These important factors for technology users were
considered, while developing the first versions of the DAC.

V. BUILDING THE PROTOTYPE

Taking into account the requirements that were identified in
the interviews, as well as previous research, a first horizontal
prototype was developed. Horizontal means in this case, that
the prototype has no real functionality, and was designed
as a draft for the evaluation of the user interface. Figure 1
shows the tour overview and Figure 2 shows the information
overview of the prototype. Both figures offer an impression of
the main design. The main menu has been arranged on the top
to allow switching directly between the main views such as
tour information, navigation, map, vehicle status, direct call,
messages and common information. To allow the navigation
through different information, the submenu is arranged on the
left side in each view. Since the DAC should be used on
a mobile device with touch screen, big buttons were used,
enriched with understandable and clear icons. After login
the user directly views the tour overview with all relevant
information on stops and clients. While driving, the user will
mainly use the navigation view, which represents the route
guidance.

During the development of the first prototype, some details
of the design were questioned. So, a second prototype was
build, which offers the same basic functionality, but has a
slightly different User Interface (UI) regarding the views.
Figure 3 shows the tour overview for the second prototype.
The main menu is also situated on the top of the screen and
the submenu also on the left side, whereas the view of the

236Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         252 / 457



Figure 1. Tour overview of prototype 1

content is divided into two parts, the item list and the content
of the selected item. In prototype 1, the list disappears when
an item is selected, in prototype 2 the item list remains visual,
so the user can always see which item is currently selected.

Another difference compared to prototype 1 is the overview
of the main menu shown in Figure 4, which shows up directly
after login. This should provide an overview about all available
functionalities. Creating two prototypes allowed to evaluate
more options and the advantages and disadvantages from
slightly different views. The evaluation itself and the results
are described in the next section.

VI. PROTOTYPE EVALUATION

After developing the first two DAC-prototypes, possible
users were asked for feedback in an online survey, targeting
possible difficulties that may appear while using EVs in
logistics. Before the users performed some basic tasks using
the two prototypes, they were asked about different aspects of
usability, using a standardized questionnaire focussing on the
EN ISO 9241-110 norm [13] , which was slightly adapted to
the research context. For questions regarding the functions of
the DAC, perceived ease of use, and intuitiveness, the user was
asked to rank the specific characteristics of the prototypes on
a 7-step-scale and to add qualitative information in free-text
fields. Due to limitations in availability of interview partners
at the partner companies who took part in the research project
(and the resulting inefficiency to carry out the study on-site),
an online questionnaire was developed using LimeSurvey [14],
and an additional device with the DAC prototypes was brought
to the partner companies. In each company, a contact person

Figure 2. Navigation view of prototype 1

Figure 3. Tour overview of prototype 2

was instructed and responsible for conducting the evaluation.
The access to the questionnaire was restricted by a 6-digit
access code, which was handed out to the interviewees by the
contact person in an envelope with some further instructions
on the evaluation procedure. While the code itself was in a
non-personalized envelope, it was possible to track the respon-
dents company and the order in which both prototypes were
evaluated. The evaluation order was randomized based on the
access code, which also made it possible to match the answers
to the proper prototype. With this step, distortions as a result
of answer patterns were prevented and this procedure offered
a high level of de-personalization. The online questionnaire
was accessible for a period of 14 weeks and the users were
able to participate independently, at their individual best point
in time. When participating, the users opened the envelope,
accessed the online questionnaire and answered some basic
questions before the first prototype was shown on the second
screen. After performing some tasks, the users were asked
to answer questions and rate the usability of the prototype,
before the same procedure started for the second prototype.
The questionnaire concluded with free-text fields for ideas of
improvement and some demographic questions.

With this approach, standardized and comparative informa-
tion, as well as qualitative insights into the perceived usability
of the two evaluated prototypes were gathered from 45 users.
While 2 answers were excluded from the analysis due to
reasonable doubt of sufficiency (e.g., when the evaluation of
DAC was carried out in just a few seconds), the remaining
43 cases gave us some interesting insights on the usability

Figure 4. Main menu of prototype 2
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Figure 5. Tour overview of the demonstrator

of the evaluated prototypes. So it turned out that, in general,
none of the two prototypes was evaluated better than the other.
According to our SPSS analysis, prototype 1 showed better
results regarding the usability, while prototype 2 achieved
better results in clearness of the design and intuitiveness. Based
on these results, a set of adaptations was elaborated. Basically,
it combines the positive characteristics of both prototypes.
Finally, these adaptations were used to build a functional
demonstrator of the DAC, which is described in the next
section.

VII. THE FUNCTIONAL DEMONSTRATOR AND
EVALUATION

The most important difference regarding the prototypes
and the demonstrator is that the latter is fully functional.
Compared to the indicated functionality of the prototypes, the
demonstrator has been reduced, based on the results of the
evaluation. The remaining main functionality covers the tour
overview, turn by turn navigation, status overview and settings.
Figure 5 shows the tour overview and on the upper border
the main menu. The submenu has been removed completely,
so that the available space could be used in a better way.
Also, the navigation view has been improved by removing
unimportant buttons, such as the zoom in and out buttons (see
Figure 6). To save space and reduce complexity, the vehicle
status and common information (e.g., weather, traffic, etc.)
have been merged into the status overview, and the direct call
and messages views have been removed.

After two iterations, the DAC has been implemented as a
fully functional demonstrator based on the recommendations.
To ensure a high quality and a high usefulness, another
iteration step will conclude the project. In order to get further
information about usability, the driver should use the DAC
during his normal working day. To collect more data on
possible insufficiencies, two final evaluations will be carried
out. The first one will target drivers with experience in driving
EVs in an EV-logistic context and will be performed as a
qualitative interview. The second one will focus on drivers
without specific EV-experience and is planned as a quantitative
questionnaire.

For the first evaluation, drivers from the participating com-
panies will use the DAC during their normal working day for
a period of two months. Finally, they will be asked about their
experiences using the DAC in a semi-structured interview, to
bring to light possible deficits regarding usability. The results
will be generated through a content analysis, similar to the
approach described in Section IV. Due to the fact that only

Figure 6. Navigation view of the demonstrator

a few drivers at the partner companies can participate while
actually using EVs and the DAC, the significance of the results
is restricted as a consequence. To overcome this problem, the
demonstrator will be evaluated by a higher number of profes-
sional drivers in Eltrilo [15], a simulator that was developed
during the SCL project and is capable of simulating a real
world environment based on map data. Specific scenarios (e.g.,
transportation from a hub into town with multiple stops) can be
simulated and be part of the evaluation. In order to use Eltrilo,
the DAC will be installed into the simulator and connected
to the live-system via a mobile network connection. In a first
step, the participants will get some detailed instructions on
what they should do on their tour and use the DAC while
performing their tasks in the simulator. During the simulation,
some events affecting the tour will be triggered, in order to
simulate unpredictable changes of plans. In a second step,
the participants will be asked to answer some questions on
their experience in the the demonstrator, as well as questions
regarding usability. The approach is similar and comparable
to the investigation described in Section VI but bases on the
improved demonstrator.

This approach guarantees valuable insights from qualitative
interview data as well as a usability evaluation by a broad
range of possible users. The results can be compared to earlier
research and help to improve the system in further development
stages.

VIII. CONCLUSION AND FUTURE WORK

The development of a technological solution requires mul-
tiple iteration steps, a fact that is crucial for the evaluation and
that is considered in the presented research design: opening
up for qualitative information in the beginning of the project,
where knowledge is limited and uncertainty about important
acceptance factors is high, before focussing on the gathered
knowledge and comparable evaluation questions with regard to
existing norms and standards, is one way to assess technology
development and to gain valuable information on user ex-
pectancy and experience. Due to the agile project management,
the technology evaluation has to be open at any point in time
for new information and changes, and needs to combine a va-
riety of existing qualitative and quantitative research methods.
This helps to achieve the best possible results, that can be
implemented in further technology development.

The first interview showed important aspects in the drivers
daily work routines, that had to be considered while developing
the DAC. A passive system, that gives hints and relevant, up-
to-date information is preferred by the drivers. The prototype
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evaluation revealed the positive aspects of two slightly different
mockups that were implemented in the functional demonstra-
tor. Two iterations resulted in a fully functional prototype
of the DAC, which is broadly accepted by possible users.
The third iteration step will include two parts, focussing on
qualitative information from a small number of real world EV-
users as well as a higher number of professional drivers, using
a driving simulator. Both evaluations should help to identify
final enhancements regarding usability.

Finally, these results will help developers while creating
DACs in the context of EVs. As a next step, the evaluation
can be carried out by a higher number of participants from
different contexts (e.g., private users as well) to find additional
use cases for the developed technological system.
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Abstract—Usability evaluation is not fundamental only in the
interactive application development process, but also at
operation time. In this paper, we discuss how a task model
could be used to detect any incompleteness due to poor
requirements when designing an interactive application. The
focus is on the comparison between user task and user activity
to detect deviations in order to mend the task model. It is about
detecting unexpected situations and validating the task model
as it brings many benefits (e.g., it represents a user
documentation; it is used for training operators, etc.). Indeed,
it aims to ensure the stability and effectiveness of the system
when context change of the environment system occurs.

Keywords-Model-Based Usability Evaluation; Task Model;
Petri Net; Activity Model; Human Computer Interaction; Design
Validation; Unexpected Situation.

I. INTRODUCTION

The unexpected in the context of application
development is defined as anytime when human operators
deviate from the “linear” norm [1]. It happens when we
define poor requirements throughout the design process.
Literature exposes many approaches that use different
techniques to detect erroneous actions and unexpected events
[5].

In this work, we focus especially on how a task model
enables us to evaluate and validate the effectiveness of an
existing interactive application by identifying which tasks
are supported by it and which ones are not. We propose a
model-based approach to support usability evaluation
involving users.

Task models are artifacts where we gather all the user
requirements for the tasks to achieve a goal. They are usually
used at the design and development process of interactive
applications. However, using task models at operation time
(when the interactive application has been deployed and
used) brings many benefits such as users training, helps
designers to evaluate their product, etc.

The remainder of the paper is structured as follows.
Section II presents the state of art, gives task model and
activity model definitions and it provides a quick overview
of related work on how task models could be useful to
improve usability of interactive applications which are
already deployed and used. Section III presents some notions
considered as corner stones in the development of our
approach and gives an overview of it. The last section

summarizes the contributions of the paper and highlights
future work.

II. STATE OF THE ART

Few works addressed the issues of using task models in
usability evaluation. In this section, some seminal definitions

and concepts are given and we expose related work.

A. Definitions

Usability evaluation: The goal of usability evaluation is
to find out possible usability problems of a system and
discover ways to resolve them [10].

Likewise, the International Organization for
Standardization (ISO) defined usability as the “Extent to
which a product can be used by specified users to achieve
specified goals with effectiveness, efficiency and satisfaction
in a specified context of use” [12]. In order to measure how
usable a system is, the ISO standard defines three attributes:

• Effectiveness: Accuracy and completeness with
which users achieve specified goals;

• Efficiency: Resources expended in relation to the
accuracy and completeness with which users
achieve goals;

• Satisfaction: Freedom from discomfort, and positive
attitudes towards the use of the product

Many existing models for usability are present in
literature, for example, Nielsen’s model [13], ISO, etc.

Usability evaluation methods can be classified as [14]:
• Model-based approaches where a significant

model related to the interactive application is
used to drive the evaluation. Various types of
models, such as user, context and task models
have proved to be useful in the design and
evaluation of interactive applications;

• Inspection-based assessment, where some
expert evaluates the system, or some
representation of it, according to a set of criteria;

• Empirical testing where direct use of the system
is considered.

Task model: Task analysis typically results in a task
model, which is a description of any interactive task to be
accomplished by the user of an application through the
application’s UI (User Interface). Individual elements in the
task model represent specific actions that the user may
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undertake. Information regarding subtask ordering as well
as conditions on task execution is also included in this
model [8].

Activity model: We can characterize the activity of a
human or a system who/that has to execute a task [1]. It
represents actions that the user undertakes to accomplish a
task. An activity model must be developed through
observations and interactions with users [11]. It results from
the execution of the task model. Thus, an activity model is a
response to a task model.

B. Related Work

Several studies used task models as a tool to design
interactive applications. Nevertheless, less works paid
attention to their use to evaluate and validate Human-
Computer interaction (HCI).

Paternò et al. [8] performs a systematic inspection-based
analysis to improve both usability and safety aspects of an
application. It aims to evaluate what could happen when
interactions and behaviors occur differently from what the
system designer assumed. It indicates a set of predefined
classes of deviations that are identified by guidewords. These
latter are used to analyze deviations by interdisciplinary
groups. The main drawbacks are that it costs in terms of time
and effort.

Another model-based approach incorporates human error
analysis with task modeling [9] introducing the concept of
Error Pattern. Error Patterns are prototypical deviations from
abstract task models, expressed in a formal way by a model
transformation. Nonetheless, task model, in this approach, is
used in the design process and not at operation time.

Some authors combine different techniques including
formal analysis of models, simulation and, in particular,
analysis of log data in a model-based environment [7]. They
extract test scenarios from the task models which will be
simulated and executed to finally produce based-model logs.
Thus, these logs support the assessment of the models, and
allow iteration while performance of these techniques does
not meet the corresponding requirements. Nevertheless,
designer has to locate by himself where changes have to be
made and additionally how to make them.

Martinie et al. [6] extends the previous approach and
proposes a framework for connecting task models to an
existing, executable, interactive application. It develops a co-
execution environment that enables a systematic
correspondence between the user interface elements of the
interactive application and the low level tasks in the task
model. It allows users to benefit from information available
in the task model while interacting with the actual system
such as assessing work complexity, operators’ workload,
identifying areas for improvement, etc.

III. OUR APPROACH/CONTRIBUTION

In the following, the HCI lifecycle is detailed to better
understand how general activity model could be extracted. It
is important to figure out problems and conflicts of the

model and to follow up a model-based resolution as
explained below [4]. This model has been used and depicted
in our approach.

A. HCI Lifecycle

Abed et al. define the lifecycle of specification and
generation of context-aware interfaces in two parts: design
and implementation [2] (see Figure 1).

Human-Computer System analysis represents the
identification of important subsystems in order to define their
behavior. The objective is to identify the different graphics
views appropriate for each subsystem.

This step will allow us to identify for each subsystem,
the appropriate user's tasks. Task analysis helps to define the
actions relating to the user's tasks.

Indeed, modeling the user's task has a strong impact on
the design of user interface.

It allows us to deduce the user’s requirements for the
user’s interface specification. The latter enables us to
identify a set of graphic interface components for each user’s
task. Consequently, HCI is automatically generated.

At this stage, we define the experimental protocols for
our Human-Computer System to simulate at real-time in
order to detect some design errors or to identify situations
not already expected by designers. For each simulation, we
extract the user’s cognitive activity and verify that it
matches with user’s task model or not. We iterate the
cognitive activity analysis process until there would be no
mismatch between the real activity and the designed task.
We talk about validation of our HCI and we obtain the

general activity model.

B. Model-based resolution

A task model represents a hierarchy of tasks. A task is a
goal and a procedure that is a set of sub-tasks having
temporal and composition relationship. Elementary tasks are
only decomposable into physical actions. In the human
decision theory of the operator when solving a problem in,
skill-based behavior represents sensory-motor performance
during acts or activities [4]. It is based on simple

Figure 1. HCI lifecycle according to Abed and Millot
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Figure 2. Simplified illustration of three level of performance of skilled human operators [4] and their correspondence with task’s elements

feedback control. It corresponds to the elementary tasks level
(see Figure 2).

At the next level of rule-based behavior, the composition
of such sequence of subroutines in a familiar work situation
is typically controlled by a stored rule or procedure. It can be
related to task’s procedure that is a sequence of sub-tasks
controlled by a set of rules.

For unfamiliar situations with no rules for control
available from previous encounters (in rule-based behavior
rule), the control of performance must move to a higher
conceptual level, in which activity is knowledge-based and
goal-controlled. Based on model-based resolution,
elementary tasks would be the starting point of the task
analysis and subsequently the task model.

C. Petri Nets modeling language for elementary tasks

Several task modeling approaches and techniques are
available. However, it is mandatory for us to choose the most
suitable modeling approach. Riahi et al. [3] depict a
comparative study between different models (e.g., key-value
model, ontology, etc.). They find multiple proofs of the Petri
Net’s ability to model tasks.

Figure 3. Structure of an Elementary action [3]

Modeling with Petri Nets (PN) enables to do formal
verification and prior validation of tasks, which would save a
considerable amount of time in the development cycle of the
interface [3].

There is a set of criteria that convinced us to adopt Petri
Nets in our work as presented in [3]. We considered that the
user task is composed of sets of elementary PN structures.
The modeling of an elementary structure is illustrated in
Figure 3. All the users’ actions (elementary or composed)
are organized according to typical compositions: sequential
parallel, alternative, choice, iterative or of-closure. The
principles of only two compositions are described below.

Sequential composition: The composition of “n”
sequential actions reflects the sequence of their execution.
The sequential composition of n actions is ensured by
combining the place “end” modeling the action i, with place
“begin” of the action i + 1 (see Figure 4). In the example,
the user performs three actions one after the other.

Figure 4. Sequential composition [3]
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Figure 5. Parallel composition [3]

Such an interaction will be modeled by a sequential
composition of three elementary structures (modeling three
elementary actions).

Parallel composition: Parallel composition expresses
the possibility of simultaneous execution. Parallelism is
ensured thanks to an input synchronization place. This place
activates at the same time all the places of initialization of
the parallel actions to be executed. Ensure the parallel
composition of actions; it is necessary to synchronize the
places of entry and those of exit of those actions (see Figure
5).

D. Proposed approach: an overview

As seen above, the proposed approach aims to detect any
deviation from what task model assumes comparing to
interactive application’s activities. For this matter, user
activities would be compared to a set of elementary tasks in
order to compute or to calculate a ∆.  The latter would 
identify what, when and where dissonance or deviation
occurred. If it is the case, mending the task model would be
necessary (see Figure 6).

From this process, three major components are
highlighted:

Computing ∆: This step requires as inputs user tasks
(from task model) and user activities. For the latter, a
correspondence controller traces the user actions or
activities on the interface via Petri Nets mechanism
mentioned above.

Figure 6. Usability evaluation process

Figure 7. Correspondence Controller

In fact, for each user action, an elementary Petri Net is
associated to it (see Figure 7).

After that, assembling elementary Petri Net will follow
the sequence of user actions until obtaining the user activity
and finally an activity model for a high-level abstraction.

Thus, user tasks and user activities are modeled in the
same way as they reference to elementary actions
(elementary Petri Net). They are considered now as
“comparable” and the ∆ can be computed by superimposing 
the two Petri Nets and highlighting the differences.

Detecting deviation: Differences between user task’s
Petri Net and user activity’s Petri Net will be then
automatically extracted at this stage. Indeed, activity Petri
Net will indicate if there are abnormal activities (missing
actions, new extra actions, abnormal sequence of actions)
compared to the task Petri Net.

Mending task model: Once all deviations are detected
and identified, it remains to update the user tasks and task
model.

This process is iterative until validating Human
Computer Interaction. It is also repetitive to ensure stability
of the system when context change of the environment
system occurs.

Our approach has two major purposes. First, it enables
as to validate our interactive application design, especially
user interfaces, through the identification of the mismatches
between user tasks and user activities. Second, somehow
deviations might inform us, when the design is already
validated, about unexpected situation which pushes the user
to act differently from what we have planned. For that
matter, unexpected events could be identified by some
criteria such as:

• User activity changes compared to what it used
to be before (abnormal activity).

• User activity does not exist in history activity
database.

• User activity does not exist in task model.
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IV. CONCLUSION AND FUTURE WORK

This paper proposed a model-based approach for
usability evaluation. The main feature of this approach is
that evaluation is based on models. This approach is
targeted to interactive applications that are already deployed
and currently used.

Such an approach can increase the use of task models
that are a very costly artifact, even for already deployed
applications.

More precisely, we tried to log user activities
considering elementary actions by using a correspondence
controller. The latter will associate for each elementary
action an elementary Petri Net [3]. This enables us to build
the whole activity using a Petri Net in order to compare it to
the user task modeled with the same language.

The main contribution of the paper lies in computing ∆ 
between user tasks and user activities in order to detect all
possible deviations or abnormal behaviors. That aims to
mend and correct the task model.

We are currently applying this research in a case study
of interactive application so as to expand more every step of
our approach.
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Abstract—This paper proposes a logical framework for the spec-
ification of some types of complex emotions related to Paranoid
Personality Disorder (PPD) disease. The complex emotions we
are targeting here are despair and spite. We propose a logic
that allows to describe some of the psychological personality
characteristics from the side view of emotion theory. It allows
to express some emotions existing in Ortony, Clore and Collins
theory (OCC theory) and Plutchik theories but yet formalized in
logic. The logical model, that we build, can express and recognize
the targeted complex emotions (i.e., despair, spite). This logical
model coupled with an inference engine can help diagnosing
whether a person is suffering from the emotional PPD disease.

Keywords–Emotion; Paranoid Personality Disorder; Logic; De-
spair; Spite.

I. INTRODUCTION

Personality disorder diseases have gained increased impor-
tance in the society during the last years. These are common
diseases to the extent that epidemiological organizations esti-
mate that the percentage of such diseases among people living
in the community is between 5% and 13%, the percentage
increases to 30% and 40% for psychiatric outpatients and
the percentage becomes even higher for psychiatric inpatients,
with estimations between 40% to 50%. The percentage is
estimated to be the highest among prisoners, between 50-
78% [1].

This field is psychologically broadly covered in the litera-
ture. Peay [2] tackled the subject of the relation between law
and such diseases. He submitted five key problems for the
law in order to deal with people suffering from such diseases.
Kemelgor et al. took the side of the workplace incivility and its
relation with such diseases. They suggest that narcissistic traits
are the modal descriptors for difficult employee, regardless of
hierarchical role (boss, peer, subordinate) [3]. Wiederman et
al. investigate the relation between such diseases and sexuality.
They studied a group of people instead of individuals and tried
to explain the group specifications which can be recognized
by it. Their target was to shorten the treatment and understand
individuals by examining their generalization [4]. Hazelden
foundation published a study, related to addiction and its
relation with such diseases, where people addicted to alcohol
and drugs are suffering from co-occurring of the diseases [5].

Due to the lack of logic-based approaches related to
Paranoid Personality Disorder (PPD), we decide to build
a logical model that represents it, with emotional flavour.
We propose a formalization of the psychological personality
characteristics for PPD diseases where each characteristic
is logically represented by its properties [6]. We focus on
particular psychological states that are emotional states. We
only consider the cognitive structure of emotion rather than
emotion as a complex psychological phenomenon including

cognitive and somatic aspects (i.e., feeling). The cognitive
structure is a compound construction of noetic situations that
is founded in someone mind when (he/she) is feeling some
type of emotions [7].

In Section 2, we introduce the Paranoid Personality Dis-
order disease phenomenon, its definition and its reasons. In
Section 3, a brief overview is given about emotion and how
it can be classified depending on Plutchik’s Theory. Complex
emotions are then exposed tackling one of the most famous
cognitive theory, which is the Ortony, Clore and Collins (OCC)
theory. Finally, we address the subject of the facial evidences
and its relation to emotions. In Section 4, we present our model
to express and to recognize PPD diseases. In Section 5, we
briefly discuss a possible implementation of the logical model
allowing to decide whether an individual is suffering from such
diseases via recognizing the two complex emotions (despair,
spite). Section 6 concludes the paper.

II. PERSONALITY DISORDER

Personality refers to individual differences in a collection of
characteristic patterns such as thinking, feeling and behaving or
characteristics that humans developed as they grow. Although
individuals suffering from a Personality Disorder (PD) have
problems in their relations with other people, they tend to
have a narrow minded view of the world and a compound
of significant problems and limitations in relationships, social
encounters, work [8]. A patient suffering from the PPD disease
shares some common essential features such as: hold grudges
and feels easily rejected and that, except himself, other people
are sickening and suspicious [9].

In this paper, we use the work of Fawzi [10] related to
PPD disease. It is approximated to be the single academic
article published in Iraq that concludes its results from multi-
national prisoners and it is considered to be one of the rare
studies in the Middle East, especially that most of the studies in
these countries are theoretical and/or affected by political and
religious influences. An individual that suffers from the PPD
disease can be resumed as a person who [10]: possesses a sense
of despair that justifies his aggression towards others, holds
spite against those who disagreed with him in opinion or belief,
is rigid in his cognitive approach as well as in dealing with
conflicts, extrapolates, from the usual events, hidden threats
and insults directed against him, and finally is preoccupied
with unjustified doubts about his friends.

III. BASIC MATERIALS AND MOTIVATION

In this section, we expose briefly some basic and complex
types of emotion, their relation with the cognitive theories
and facial evidences, then we present the motivation and the
objectives of our study.
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A. Emotions

As Becheiraz et al. [11] say ”An emotion is an emotive
reaction of a person to a perception”. Basic emotions consist of
a relatively small number of prototypes, for example: sadness,
fear, etc. Basic emotions exist and can be identified easily.
Complex emotions are emotions that occur as a result of a
mixture or combinations of basic emotions [12]. When dealing
with basic emotions, we are directed towards the idea that
it happens automatically with a little cognitive processing.
Complex emotions such as despair and spite, require more
cognitive processing which reflects the agent’s interaction and
evaluation with some single event [13]. Plutchik [14] classified
emotions using a wheel to illustrate some of the rules that
shape the relationship among emotions. He identified eight
primary emotions (joy vs. sadness, trust vs. disgust, fear vs.
anger, anticipation vs. surprise). The wheel allows to blend
multiple emotions to produce more complicated ones such as
primary, secondary and tertiary dyads (i.e love is the blended
emotion of joy and trust) [15].

B. Cognitive Theories

The basic notion of cognitive theories is that emotions
are rational states that could be differentiated depending on
cognitive analysis or suggestion components [16]. Depending
on OCC Theory, emotions are triggered from the interac-
tion of events (desirable/undesirable), actions (commenda-
tion/reproached) and objects. Each of the resulting twenty two
emotions is a unique combination of these variables [17].

C. Facial Evidences

Ekman et al. [18] found some relationships between basic
emotions such as: happiness, surprise, fear, sadness and dis-
gust and evidences appearing on individuals faces affected by
such emotions. The observation focused on the following face
features: forehead, eyebrows, eyelids, cheeks, nose, lips and
chin. Basic emotions could be blended together to produce new
constructed facial evidences. However, when two emotions
are blended together, not all the facial evidences of the basic
emotions appear on the person’s face.

D. Motivation and objectives

Based on the OCC theory and psychology literature, several
studies tackle the subject of basic and complex emotions and
build logical models of emotions. Guiraud et al. [19] propose
a model that can recognize expressive speech acts, e.g., to
apologize, to thank, to reproach, etc., based on emotions such
as Rejoicing, Gratitude, Regret, etc. Lorini et al. [13] build
a model for reasoning about counter-factual emotions such
as regret, rejoicing, disappointment, elation. Steunebrink [17]
formalize a psychological model for the twenty two types
of emotions found in OCC theory such as love, hate, anger,
gratitude, etc. Bonnefon et al. [16] build a logical framework
for Trust-Related Emotions such as Joy/Distress, Hope/Fear,
Satisfaction/Disappointment, Fear-confirmed/Relief and Grati-
tude/Anger. However, to our knowledge, none were concerned
to address the logical formalization of any of the PPD diseases
resulting emotions.

Moreover, we have chosen to illustrate the usefulness of our
model through the implementation of a PPD disease diagnosis
support system. This system is supplied with data related to the

patient’s knowledge such as his beliefs, goals, etc., and facial
evidences of the latter. The choice of facial characteristics was
guided by the richness of Ekman’s work on this issue which
provides a solid foundation on the relationship between basic
emotions and facial evidences. We have placed this work in
the context of the Plutchick’s theory to express and recognize
the facial evidences associated to complex emotions, if any.
Thereby, our system implements the logical formalization of
the two targeted complex emotions (i.e., despair and spite),
gets input (patient data), and helps diagnose PPD diseases.

IV. LOGICAL FORMALISATION FOR PPD DISEASES

In the model we aim to build, we suppose that an agent
having a goal α or (¬α) is responsible to feel some emotions
towards that event (goal) [19].

Researchers used different types of logic to build models
that serve their aims. We will rely on df STIT (”decidable and
axiomatizable fragment of STIT”) logic in order to overcome
problems related to complex emotions representation. STIT
(”Seeing to it that”) logic [20] has emerged in the nineties as
a tool in formal philosophy and recently was used in computer
science thanks to its ease to express choices and possibilities
of agents and group of agents. The language of STIT logic
is built from a finite set of agents called AGT = {1, 2, ..., n}
and an infinite set of propositional variables called ATM . The
well-formed formulas of STIT logic are:

α ::= p|¬α|α ∧ α|[J ]α

where p ∈ ATM and J ⊆ AGT . Unfortunately the version of
STIT was recently proved to be undecidable and unaxiomati-
zable. Lorini et al. [13] proposed an extension to STIT, which
is named df STIT and proved it decidable and axiomatizable.
The df STIT was extended with knowledge modalities where
modifications were operated to the syntax and semantics of
STIT. This logic contains a vital chunk named STIT chunk,
which deals with an agent and groups of agents. This chunk
reflects the agent (group of agents) actions and concentrates on
the effects of these actions. It also has the ability to express the
confirmation from the viewpoint of the agent and the group of
agents against an output. In Section IV-D, the STIT chunk will
play an important role in constructing a cognitive structure to
the spite emotion.

In the following, we give the syntax and semantics of our
PPD logic (PPDL) allowing to formalize despair and spite.

A. Syntax

The ingredients of the PPDL syntax are: a finite non-empty
set AGT = {a1, a2, ..., an} of agents, a finite non-empty set
EV NT = {ev1, ev2, ..., evk} of atomic events, a non-empty
set ATP = {m,n, ...} of atomic propositions. The PPDL
language is the set of formulas defined as follows:

Sli,j ::= p|Sli,j ∧ Sli,j |¬Sli,j
Ω ::= [J ]Sli,j |Ω ∧ Ω

α ::= p|Sli,j |Ω|¬α|α ∧ α|Beliα|Goaliα|PossiFα|
Hasiα| < φ > Ω

where α is an atomic event (goal), p ranges over
ATP, J ranges over 2AGT \{φ}, (i, j) range over AGT.
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The other Boolean classical constructions: ∧(conjunction),
∨(disjunction), ¬(negation), →(implication), ↔(equivalence),
⊥(contradiction), >(tautology) are defined in a standard way.

Operators can be defined as unambiguous symbols that
represent a collection of truth functions. They are as follows:

1) Operator (Beliα): is used to represent a specific belief
of agent i about the truthfulness of some event α. However
this operator doesn’t forcibly refer to the truthfulness of event
in the real world. For example, ”agent i believes that he is
beautiful” but really he is not. This operator reads in the form
of ”agent i believes that α is true” [19].

2) Operator (Goaliα): is used to represent that a specific
agent i goal is α. An agent must have a goal because of a
standard compliance or it will deduce a goal from another
agent goal. As an example of the standard compliance: ”The
hunger of agent i will oblige him to search for food. The
hungry agent i forms a new goal represented by searching
for food”. The goal operator reads in a form ”agent i wants α
to be true” [19].

3) Operator (PossiFα): is used to represent that a specific
agent i thinks that α will be true in some possible world in the
future. In other words, agent i thinks that there is at least one
world, in which α will be true in all possible future worlds.
Basically the (Possiα) is an abbreviation of (¬Beli¬α) and
reads in a form ”agent i believes that there is a possibility in
the future that α will be true” or ”agent i doesn’t believe that
α will not be true” [16].

4) Operator (Hasiα): is used to represent that a specific
agent i has an event α. In other words, an event α is an
exclusive ownership of an agent i. No other agent in AGT
has the ownership of the event α. As an example if ”agent
i has a pen” then no other agent has the ownership of that
pen. So, agent i has an exclusive ownership of it. Has can be
defined as below:
M,w |= Hasiα iff ∀v ∈W, ∀i, j ∈ AGT,
i 6= j →M,v |= Hasiα ∧M,v |= ¬Hasjα.

5) Operator (< φ > Ω): is used to represent that ”an event
Ω is possibly True” [13].

6) Operator ([φ]Sli,j): Sli,j represents the same level
event, which means that two agents are at the same level in:
Science, Finance, Social Position, etc. This operator is used to
represent that ”an event Sli,j is necessarily true” [13].

7) Operator(< φ > [J ]Sli,j): is a mixture of the two
preceding operators, which are the possibly and necessarily
operators. It represents ”agent j sees to it that Sli,j is true” or
”group J sees to it that Sli,j is true” [13]. The composition
[J ]Sli,j is basically written in the form ¬[J ]¬Sli,j and it is
abbreviated to the preceding form. The [J ] type operator is
used to express the impression of J to an event. The J symbol
will refer to one agent depending on the action responsibility
that is related to that agent, while it is possible for the same
symbol to refer to a group of agents. An agent or group of
agents can express his/their opinion to the same level event
(true or false) through the chunk sees to it that(STIT ). The
operator ([J ]Sli,j) is used instead of (< φ > [J ]Sli,j) to refer
to the expression ”sees to it that”. When the case to consider
is related to a group of agents in [J ]Sli,j , J represents a group
of agents and Sli,j represents an event on which the group J

must give their opinion. In more detail, the composition [J ]α
will refer to ”group J sees to it that α is true no matter what
the other agents in the set of agents except J to do”. If the
set J contains only one agent such as k, then the composition
[k]α will refer to ”agent k sees to it that α is true no matter
what the other agents in the set of agents except k do”.

Atoms: are tagging some states that share some specifica-
tions (goodness, same level, etc.) for a specific agent [13]. In
our model we need the following atoms:

8) Atom(PSTViα): is used to represent that an event α is
a good thing to an agent i. We can say that this atom is used
for tagging a positive event to a specific agent. Basically the
(PSTViα) is an abbreviation of ([φ]Pstvi → α) and reads in
a form ”α is positive for agent i if and only if α is true in all
positive states” [13].

9) Atom(Sli,j): is used to represent that two agents i, j are
at the same level. The level (Sli,j) is an event which indicates
that i, j are in the same scientific, finance, social position, ...
levels. This atom is read in a form ”agent i and j are at the
same level”.

B. Semantics

M= (W,B,G,P,H,S,V) represent PPDL semantic where:

1) W: is a nonempty set of possible worlds or states.

2) B: AGT → 2W×W maps every agent i ∈ AGT to
serial, transitive, euclidean relation Bi over W. It represents
the semantic of the agent i belief chunk (Beli), which can
be expressed as a set Bi(w) = {v|(w, v) ∈ Bi}. This set
represents the worlds that an agent i thinks that it is possible at
world w. The seriality of Bi means that an agent i has all the
time harmonic beliefs, while the transitivity and euclideanity
of Bi means that good and bad beliefs of an agent are
introspective bound [19].

3) G: AGT → 2W×W maps every agent i ∈ AGT to a
serial relation Gi over W. It represents the semantic of the
agent i goal chunk (Goali), which can be expressed as a set
Gi(w) = {v|(w, v) ∈ Gi}. This set represents the worlds that
an agent i want, i.e., working towards achieving it. The seriality
of Gi means that an agent i must all the time have at least one
state that he is working to satisfy [19].

4) P: AGT → 2W×W maps every agent i ∈ AGT to
serial, transitive, euclidean relation Pi over W. It represents the
semantic of the agent i possibility chunk (Possi), expressed
as a set Pi(w) = {v|(w, v) ∈ Pi}. Since the chunk (Possi) is
an abbreviation of (¬Beli¬α), the set Pi will gain the same
relations: seriality, transitivity, euclideanity as in Bi [16].

5) H: AGT → 2W×W maps every agent i ∈ AGT to a
serial relation Hi over W. It represents the semantic of the
agent i has chunk (Hasi), which can be expressed as a set
Hi(w) = {v|(w, v) ∈ Hi} that represents the worlds where an
agent i has an ownership. The seriality of Hi means that an
agent i must all the time have at least one state that he/she has
the ownership.

6) S: 2AGT → 2W×W maps a set of agents J ∈ 2AGT to
equivalence relation SJ over W. It represents the semantic of
the ”sees to it that” chunk ([J ]). In S the relation on W is a
function from W to 2W , such that for every J ∈ 2AGT , the
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set can be expressed as SJ(w) = {v ∈ W |wSJv}. This set
represents the worlds that a set of agents J seeing to them that
an event is true. SJ is an equivalence relation over W such
that this set must satisfy the following bonds [13]:

• SJ ⊆ Sφ;

• SJ = ∩j∈JS{j};

• ∀w ∈W, ∀(wj)j∈AGT ∈ Sφ(w)n,∩j∈AGTS{j}(wj) 6= φ;

• SAGT = idW

where Sφ is the relation over all possible outcomes: if wSφv
then v is a possible outcome at the current world w.

7) V: ATM → 2W is a valuation function. This set
represents the worlds that an agent i wants/works to achieve.

C. A formalization of Disappointment Emotion: Despair

Despair is a complex emotion. This emotion type repre-
sents ”total loss of hope, which may be passive or may be
derive one to furious efforts” [21]. A person feeling with
despair will not tend to have any hope. He believes that there
is nothing he can do to change the situation that causes him
to feel despair [22]. Relating to the first characteristic, Fawzi
says [10] about patients who suffer from the PPD disease, that
they are ”Possessed by a sense of despair, which paid them
to aggression on others”. Depending on Plutchik’s theory, the
despair is a secondary dyad, which is constructed from the
two basic emotions fear and sadness:

Despair = Fear + Sadness (1)

Fear makes the agent displeased about the prospect of an
undesirable event [17]. Depending on the preceding definition,
it can be recognized that fear is constructed from two compo-
nents, which are: agent i does not desire an event α to be true,
and, in a specific time in the future, agent i believes that α
may be true. The first component can be understood as, at this
moment, the agent i does not desire an event α to be true. This
understanding could be formalized by: Goali¬α. The second
component can be interpreted as the agent i believes that, in the
future, in some way or another, α will be true. Said otherwise,
agent i believes that α will be true in some possible moment in
the future: PossiFα where Fα means that somewhere, in the
future, α will be true . According to the preceding analysis,
the epistemic framework for fear can be built as [16]:

Definition 1 (Fear)

Feariα = Goali¬α ∧ PossiFα (2)

Sadness is one of the basic emotions, and it is the result
of the person perception of the truthfulness of some event and
what he aims to do. In other words, an agent i will feel Joy if
he knows that some event α is true, agent i must believe that α
is true and agent i goal is α. Relating to sadness, if the agent i
realizes that α is true but his goal is ¬α then he feels sad about
the fact that α is true. According to the preceding analysis, the
epistemic framework for sadness can be built as [19]:

Definition 2 (Sadness)

Sadnessiα = Goali¬α ∧Beliα (3)

Depending on Plutchick’s definition of Despair and definitions
1 and 2, the cognitive structure that recognizes the despair is:

Definition 3 (Despair)

Despairiα = [Goali¬α∧PossiFα]∧[Goali¬α∧Beliα] (4)

The former description of Despair in equation (4) could be
minimized to be as we can see in equation (5) since the chunck
Beli means that agenti believes that α is always true. While
the chunck PossiFα means that agenti believes that, in the
future, α may or may not be true:

Despairiα = Goali¬α ∧Beliα (5)

Depending on equation (5), the two emotions, which are
despair and sadness, will represent the same emotion. This
is a contradiction since the despair emotion has a different
meaning and effect to the person than the sadness emotion. In
order to differentiate between them, we searched the literature
of psychology and found that Boeree [23] defined the despair
as ”despair is sorrow arising from the idea of a past or future
object from which cause for doubting is removed. Despair
happens when fear overwhelms hope”. Johnson et al. [24]
claimed that the despair is a complex emotion and defined it
as ”intense sadness and lack of hope as a result of inability
to achieve goals”. So the despair is hopeless while sadness is
close to Sorrow and can be hopeful. The despair will be:

Despair = Fear + Sadness+Hopeless (6)

Hopeless indicates that there is no possibility in the future
to achieve agent i goal [23]. In other words, an agent i will
feel hopeless, when some event happened and that event is
the inverse of (his/her) goal and there are no possibility in the
future for agent i goal to be achieving.

Despairiα = [Goali¬α ∧ PossiFα] ∧ [Goali¬α ∧Beliα]

∧ [Goali¬α ∧ ¬PossiF¬α] (7)

Depending on equation (5), the equation (7) will be:

Despairiα = [Goali¬α∧Beliα]∧ [Goali¬α∧¬PossiF¬α]

which could be minimized to equation (8) by removing the
redundancy of the chunk Goali¬α:

Despairiα = [Beliα ∧Goali¬α ∧ ¬PossiF¬α] (8)

So equation (8) will represent the cognitive structure of the
Despair emotion.

Example 1.
An employee named Tom works in a famous company. He
knows somehow that he will be fired from the job, represented
by BelTom(fired). Tom’s aim is not to be fired, represented by
GoalTom¬(fired). Tom realizes that there is no possibility in
the future to be not fired represented by ¬PossTomF¬(fired).
Tom will feel despair as we can see below:

DespairTom(fired) =
[BelTom(fired) ∧GoalTom¬(fired) ∧ ¬PossTomF¬(fired)]

In order to improve the accuracy of complex emotion de-
tection, we will cover some facial evidences related to such
detection. Facial evidences coupled to despair emotion factors
will be provided to the knowledge base of the system, allowing
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to improve the decision process to be taken by the inference
engine. Equation 6 shows that despair is composed of three
different emotions: fear, sad and hopeless. The first two are
basic emotions and have special facial evidences for each.
Unfortunately, this is not the case for the hopeless emotion.
The facial evidences for fear are: Eye Brows are raised and
drawn together, Upper Eye lid are raised and lower eyelid
is tensed, Lips are either tensed slightly and drawn back or
stretched and drawn back, Eyes are opened and tense, Mouth
opens, Forehead wrinkles drawn to the center while the facial
evidences for sad are: Inner corners of eyebrows are raised and
may be drawn together, Skin below the eyebrow is triangulated
with inner corner up, Upper lid inner corner is raised, Corners
of the lips are drawn or lip is trembling. When the fear and sad
are blended, not all the facial evidences for each are collected
together, instead some evidences of each appears. The blending
of fear and sad will produce the facial evidences: Inner corners
of eyebrows are raised and may be drawn together, Upper lid
inner corner is raised, Mouth opens by which it is regarded as
facial evidences for despair emotion [18].

D. A formalization of Resentment Emotion: Spite

The spite emotion has been neglected by psychologists in
their studies and research. The neglecting case of that emotion
type reached the degree that there is no single article published
on this topic in journals of psychology, social personality
or clinical psychology. The evolutionary biologists Marcus
et al. [25] defined spite as ”behaviors that have negative
consequences for both the actor and the recipient”. Spite is
a complex emotion and could be classified as an extreme
passive type of emotion. The agent who feels it oscillates
between harsh agent, sly agent, devastating agent, petty agent
and seemingly unharmed agent.

According to Florey [26], spite is a negative, harmful
feeling, which incites irrational actions. It arises when one
believes that someone else exists on an even status as one’s
self, but has something which one does not, and because of the
belief that both individuals are on the same level, one feels that
they are being wronged. The two individuals, however, do not
exist on the same level, and if they did, then the spiteful one
would have legitimate means of achieving the desired object,
and therefore, has no reason to feel spiteful”. Relating to the
second characteristic, Fawzi [10] said of a patient suffering
from PPD disease that the patient ”Holds spite against those
who disagreed with him in opinion or belief”. By using our
logic, we can build a formula to recognize the spite emotion:

Definition 4 (Spite)

Spitei,j (α, Sli,j) = Beli¬HasiPSTViα∧
BeliHasjPSTViα ∧Beliα ∧BeliSli,j ∧ ¬[J ]Sli,j (9)

So equation (9) will represent the cognitive structure of spite
emotion, where the first chunk of it represents that agent i
will feel spite against agent j in the existence of two atomic
events α and Sli,j . The spite will be achieved under the
presence of several factors: agent i believes that he does not
have a positive (good) event, which is α, agent i believes that
agent j has a positive event, which is α, agent i believes that
α is true, agent i believes that he and agent j are at the same
level such as Sli,j is true, and the group of agents J sees to
it that the same level event Sli,j is false.

Example 2.
Consider two neighbours Joe and Max: Joe is an employee
in a small company with a simple salary while Max is
a sales manager in a big company with a huge salary.
Max bought an expensive new car and Joe knows it
somehow, represented by BelJoe(car), so he believes
that Max has the ownership of a positive event, which
is represented by BelJoeHasMaxPSTVJoe(car), but
Joe did not buy an expensive new car, represented by
BelJoe¬HasJoePSTVJoe(car). Joe believes that he and Max
are at the same level, represented by BelJoe(SlJoe,Max ).
The belief of Joe came from the view point that he and
Max are employees and did not take into consideration other
differences. The same level event means that agents Joe and
Max are of the same level in science degree, community
position, financial position, etc. We assume having a group J
of persons, which are the friends of Joe and Max, represented
by the group (Tom, Tony, Ted). The composition [J ]α can be
expressed depending on a form of group (Tom, Tony, Ted)
sees to it that an event Joe and Max are at the same level
is true, no matter what the other agents in the set of agents
except Tom, Tony, Ted do. In reality the group J, represented
by Tom, Tony, Ted did not see that Joe and Max are at the
same level. Joe will feel spite when the preceding events are
satisfied:

SpiteJoe,Max (car, SlJoe,Max ) = BelJoeHasMaxPSTVJoe(car)
∧BelJoe¬HasJoePSTVJoe(car) ∧BelJoe(car)∧
BelJoe(SlJoe,Max ) ∧ ¬[Tom,Tony,Ted]sees to it that(SlJoe,Max )

Unfortunately, there are no facial evidences relating to spite
since this type of emotions isn’t constructed from basic emo-
tions that we can blend.

V. LOGICAL MODEL IMPLEMENTATION

The proposed system has the ability to differentiate the
despair and spite emotions, which are constructed from (Input,
Inference Engine, Knowledge Base and Output) as we can see
in Figure 1. The Input of the system is data ranging between
facial evidences and the factors of the targeted emotions of the
agent. The inference engine will compare the system input to
the knowledge base in order to differentiate the two targeted
complex emotions. Relating to despair emotion, the stored data
in the knowledge base are facial evidences and emotion factors
while the data for spite are only emotion ones. The system
output is to differentiate complex emotions such as despair
and spite. Depending on this differentiation, we can diagnose
if the agent suffers from PPD disease.

Figure 1. implementation system structure

As an example, consider two students Ed and Sam. Ed is
dismissed from the university. Ed’s friend Sam has a girlfriend.
Let us start by analyzing the event: Ed is dismissed from the
university. Ed knows somehow that he is dismissed from the
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university, represented by BelEd(dismiss study). Ed’s goal
is not to be dismissed from his university, represented by
GoalEd¬(dismiss study). Ed realizes that there is no possibil-
ity in the future to be not dismissed from his university, which
is represented by ¬PossEdF¬(dismiss study). The system can
conclude that Ed feels despair when the preceding events are
satisfied as we can see below:

DespairEd(dismiss study) = BelEd(dismiss study)∧
GoalEd¬(dismiss study) ∧ ¬PossEdF¬(dismiss study)

When Ed face shows some evidences such as: inner corners
of eyebrows are raised, upper lid inner corner is raised, the
system cannot conclude that Ed feels despair since one of the
facial evidences (”Mouth opens”) is unavailable. Despite this
problem, the system enables to diagnose that the agent feels
despair from the existence of the emotion factors.
Now, let us consider the event: Ed’s friend Sam has a girlfriend.
Sam is an attractive person while Ed is not. Ed knows somehow
that Sam has the ownership of a positive event (having a
girlfriend), represented by BelEdHasSamPSTVEd(gf) but
Ed did not have a girlfriend, which is represented by
BelEd¬HasEdPSTVEd(gf). Ed knows that Sam has a girl-
friend, which is represented by BelEd(gf), which means that
Ed believes that an event of ”have a girlfriend” is true. Ed
believes that he and Sam are at the same level relating to
attractiveness, which is represented by BelEd(SlEd,Sam ). The
belief of Ed came from the view point that he and Sam
are beautiful and did not take into consideration the other
differences. We assume having a group J of persons who
know both Ed and Sam that is represented by the set (John,
Joe, Jack). The composition [J ]α can be expressed in a form
”group (John, Joe, Jack) sees to it that an event (Ed and Sam
are at the same level) is true no matter what the other agents
in the set of agents except (John, Joe, Jack) do”. In reality the
group J did not see that Ed and Sam are at the same level,
which is represented by Ed and Sam are at the same level. The
system can conclude that Ed feels spite when the preceding
events are satisfied as we can see below:

SpiteEd,Sam (gf, SlEd,Sam ) = BelEdHasSamPSTVEd(gf)∧
BelEd¬HasEdPSTVEd(gf) ∧BelEd(gf) ∧BelEd(SlEd,Sam )

∧ ¬[John, Joe, Jack]seestoitthat(SlEd,Sam )

VI. CONCLUSION

In this paper, we presented a logic named PPDL that allows
us to formalize and to reason about two complex emotions that
are despair and spite. Unfortunately the OCC and Plutchik’s
Theories could not cover the emotional states of psychological
personality’s characteristics for the PPD disease. We overcome
this problem by going deep in the psychology literatures and
searching for discreet representation to reach to the unified for-
malization for the disease. Such formalization aims to capture
the logical structure underlying a chosen psychological model
of emotion; the resulting logical specification of emotions can
then be used to reason about properties of emotions in a formal
manner, thus gaining more insight into the workings of human
emotions. By the unified formalization, we reach the goal of
representing and recognizing the PPD disease by building a
logical model with emotional flavour.
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Abstract— Personalization aims to facilitate the expression of 

user needs and enables him/her to obtain relevant information. 

The data describing the user are grouped in a profile, which 

varies according to the application context and the type of 

users and their needs. By focusing on a particular type of 

applications (dedicated to scientific research) and a particular 

type of users (researchers), we note that existing 

personalization approaches only partially solve problems 

related to personalization quality (accuracy, freshness, validity 

period, response time, source credibility), but lacks a model 

involving scientific quality (content, author, container and 

affiliation quality). The scientific quality is assessed by a set of 

quantitative and qualitative measures, which are the 

scientometric indicators. In this paper, we propose a profile 

model based on scientometrics to involve the qualitative 

relevance of information in a retrieval system dedicated to 

scientific research. The proposed model will be the basis of 

building an ontological user profile able to store scientometric 

preferences. 

Keywords-user modeling; scientific quality; scientometrics; 

quality evaluation; user profile; profile model. 

I.  INTRODUCTION  

Faced with a large number of heterogeneous information 
resources, the user is unable to express his preferences and 
select relevant information while referring to reliable sources 
of confidence. 

Particularly, in the field of scientific research, the validity 
of scientific production and even the scientific process relies 
on the quality of the information. The users of information 
systems dedicated to scientific research are researchers. This 
particular kind of users is interested in the relevance of 
information as well as in its scientific quality. In this context, 
we define scientometrics, which is the set of quantitative 
methods that are devoted to the evaluation of scientific 
production (researcher, scientific paper, research group, 
laboratory...). Scientometrics is based on a set of quantitative 
metrics and measures called scientometric indicators, which 
include publications, citations, h-index, g-index, hi-index, 
hc-index, AWCR, and AW-index [1], and the qualitative 
measure HX [2]. 

In this paper, we are interested in the personalization of 
user profile in the field of scientific research to meet the 
needs of researchers. Our user profile personalization 
approach comes to fill the absence of a personalization 
approach that involves the scientific quality of the 
information. This approach is based on the proposal of a 
profile model integrating scientific quality measured by 

scientometric indicators. This model is able to collect quality 
preferences from the user.  It is based at the first level on the 
quality of: content, containing, author and affiliation. At the 
second level, going up a level of abstraction, we find the 
quality of: the source of document, the editor of the scientific 
journal, the association of the conference, the research 
organization and career of the authors. 

This work comes as part of the proposal and the 
implementation of a personalized information retrieval 
system dedicated to scientific research and based on the 
scientific quality of the information processed at different 
stages. 

This paper is organized as follows: Section II 
summarizes the state of the art on personalization, profile 
modeling, scientometrics and the works oriented to the 
ontological user profiles. In Section III, we present the 
profile models that we propose. In Section IV, we show the 
process of building the profile ontology and its evaluation. 
We finish with a conclusion in Section V. 

II. RELATED WORK 

The user profile is the core concept of personalization in 
information retrieval (IR). The user profile is defined by 
contextual elements directly related to the user, such as their 
interests, search preferences, etc. All of this information is 
represented in profile model. A profile model includes all the 
knowledge necessary for efficient query evaluation and 
production of relevant information tailored to each user. A 
profile can be defined as a personalized access to 
information model while a query is the expression of detailed 
needs that the user wishes to see in his/her profile. 

The user profile is part of the user's cognitive context 
according to the multidimensional taxonomy presented in 
context [3]. Several definitions of the profile have been 
discussed in the literature. We distinguish the cognitive 
profile [4][5], the qualitative profile [6] and the 
multidimensional profile [7][8]. The cognitive profile 
exploited in several customized systems is analog to the 
user's cognitive context addressed in the context of the 
multidimensional taxonomy [3]. The qualitative profile in [6] 
is linked to the user's search preferences for the quality of 
information returned by the system (freshness, credibility of 
sources of information, consistency, etc.). These criteria 
concern the context of qualitative document processed in the 
context of the multidimensional taxonomy [3]. In some 
studies, the profile covers in addition to the interests and 
preferences of the user, the characteristics of the 
environment and the system, thus defining a 

251Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         267 / 457



multidimensional profile [8][9]. A multidimensional profile 
covers all possible dimensions involved in the interaction of 
the user with the system. P3P (Policy Languages Interest 
Group) [9] standard to secure the profiles, allows to define 
classes that distinguish between demographic attributes, 
professional and behavior attributes. In [8], Amato and 
Straccia proposed a profile model for users of a digital 
library consisting of five categories: personal data, collected 
data, delivery data, behavior data and safety data. Moreover, 
the authors simple profile information categories make their 
model extensible with difficulty. In [7], Kostadinov proposed 
a profile model based on Amato and Straccia profile model 
[8] and consisting of eight classes: centers of interest, 
ontologies, personal data, quality, customization, security, 
client feedback and divers. Based on Kostadinov’s profile 
[7], Bouzeghoub and Kostadinov [9] enriched the profile by 
two other categories: delivery preferences and query history.  
In [11], the authors proposed a profile model combining 
profile content, context and preferences. 

The quality was incorporated into the profile models of 
[9][11]. In these works, they involve the quality of 
personalization process and content quality: 

 The quality of the query execution process and the 
quality of delivery data: measured by the response 
time. Other measures of the personalization process 
have been proposed by Mobasher et al. [12] as the 
Weighted Average Visit Percentage (WAVP), 
precision, coverage, F1 measure and R measure. 

 The quality of content and information provider: 
characterized by the freshness of the information, 
which include the time elapsed since the 
establishment of the information or the time of the 
last update. Also the precision and accuracy of the 
data, which requires the opinion of an external 
expert. 

Recent researches are oriented to design a new 
generation of personalization systems based on context, 
social networks and ontologies. In [13], the authors 
combined search technologies and knowledge about query 
and user context into a single framework. The works in [14] 
and [15] added the notion of context and situation. In [16], 
the authors proposed an ontological user profile modeling for 
context-aware personalization. In [17], the authors proposed 
an ontology-based user profile for modeling user behavior. 
In [11], the authors proposed an ontological user profile able 
to store the profile dimensions, the context and preferences. 
In [18], the authors used the social network annotation in 
user profile. 

All of these techniques already mentioned are not 
dedicated to recognize users while remaining independent of 
the quality. For this, our work is oriented to design a new 
personalization system based on scientific quality. Our 
contribution aims to deliver qualitative information relevant 
and appropriate to the researcher needs. 

The quality that has been integrated into existing 
personalization approaches is process oriented (independent 
of the information), or content oriented (decided by an 
expert). In this case, we confront the problems of 

information independency and relativity and subjectivity of 
experts’ judgment. 

We focused in this paper on the representation of an 
extension of existing personalization approaches.  

III. MULTIDIMENSIONAL MODEL FOR REPRESENTATION 

OF SCIENTOMETRIC PREFERENCES 

To solve the problem of absence of personalized 
approach involving scientific quality, we propose a new 
qualitative dimension to represent the expectations of 
researchers. Our contribution is the integration of a new 
dimension “scientometric preferences” to construct a 
multidimensional user profile concerned with the quality of 
scientific research.  

In our approach, we study all the elements of the 
scientific process, which affect the scientific quality. To each 
element we associate the scientometric indicators, which 
measure its quality.  

Based on works already done in the context of 
multidimensional profile modeling [7][9], we propose a 
reusable multidimensional profile that involves the scientific 
quality. We define a generic model, which will be 
instantiated to draw the profile model, which can be 
exploited by other user profiles. 

A. Generic model 

Figure 1 shows our representation of the generic profile 
model. This representation can be structured in the form of 
hierarchy of classes which are: 

 
Figure 1.  Generic model. 

 Profile: describes the criteria that characterize a user. 
It contains several dimensions. For example: 
personal data, centers of interest, scientometric 
preferences, etc.  

 Dimension: describes information characterizing 
user preferences; this information is grouped and 
structured in the form of a set of open dimensions. 
To each dimension we associate a weight describing 
its importance compared to other Dimensions 
relative to the user. 

 SubDimension: information that is grouped and 
structured as part of a specific dimension. To each 
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SubDimension we assign an id, a name and an 
importance weight.  

 ExtSubDimension: information that is grouped and 
structured as an extension of a specific 
SubDimension. This information is from a higher 
level of abstraction. To each ExtSubDimension we 
assign an id, a name and an importance weight.  

 Attribute: this class represents an elementary 
attribute to which we assign (id, name, value type 
and importance weight).  

 AttributeValue: describes the possible values that are 
associated with each attribute. To delimit the interval 
of the values of preference, the user has to specify a 
precise value accompanied by a comparison operator 
(<,<=,>,>=,=). 

Our proposed generic model is: 

 Open: it can be extended by other kinds of profiles in 
an easy way;  

 Flexible: it is able to acquire the main categories of 
knowledge in the current personalization systems; 

 Multifacets: it can be analyzed from different angles 
(dimensions, attributes, etc.);  

 Evolutionary: it allows any changes or updates; 

 Independent of any information system or any 
technology and the specialization, generalization and 
instantiation of this model is easy. 

B. Profile model 

Our profile model is an instantiation of the generic model 
described in the previous section. This model is one of the 
possible instances of the generic model. Because the 
proposed generic model is open, flexible and independent of 
any data, it can be instantiated with different values. 

 
Figure 2.  Profile model. 

Based on the profile model of Bouzeghoub and 
Kostadinov [9], we propose a set of existing dimensions 
enriched by a new qualitative dimension which is the 
scientometric preferences. This proposed dimension contains 
the different information characterizing the scientific quality 
preferences introduced by the user. 

In Figure 2, we present our proposed model enriched by 
the new scientometric dimension (scientometric 

preferences). Our model can be exploited in a 
personalization process of a scientific retrieval system. 

Scientometric preferences store the necessary 
information describing the quality of a scientific document 
according to the researcher’s needs. These preferences are 
organized into five SubDimensions which are the scientific 
entities affecting the scientific quality of documents. The 
quality of each scientific entity is measured by a set of 
scientometric indicators which represent the attributes of 
each SubDimenson. On the other hand, each SubDimesnion 
is extended on ExtSubDimension by moving to a higher 
level of abstraction. Each ExtSubDimension will be 
organized into attributes which represent the scientometric 
indicators measuring its quality. 

In the following, we detail the elements of the dimension 
“scientometric preferences.” 

1) Quality of author and career 
The quality of author is one of entities which affect the 

scientific quality of documents. Author quality is measured 
by the mean of four scientometric indicators (Figure 3):  

 H-index (Hirsh index): is an indicator of the 
researcher impact. A researcher has an index of h if 
his/her papers are cited at least h times each [1]. 

 Citation number: is the number of citations received 
by his/her published scientific papers. 

 Author position: is the position of the author in the 
co-authors list. He/she can be the first author, second 
co-author, third co-author and so on. 

 Publication number: is the number of scientific 
papers published by the author. 

 
Figure 3.  Quality of author and his career. 

By ascending a level of abstraction, we associate the 
quality of career to the author quality as an extension. The 
quality of author career is measured by the number of years 
spent by the author on research in a specific discipline, and 
his current scientific grade (PhD student, assistant professor, 
professor, etc). 

2) Quality of content and source 
Another entity that affects the scientific quality of 

documents is the quality of content, to which we assign the 
following attributes (Figure 4): 

 Citation number: the number of citations received by 
the published scientific document. A larger number 
of citations reflects a better quality of document 
content. 

 Co-authors number: the number of authors who 
contributed to the realization of the scientific 
document.  

 
Figure 4.  Quality of content and its source. 
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We designate by the source of scientific documents the 
bibliographic databases such as: Google Scholar, Scopus, 
dblp, MS Academic Search, etc. The quality of information 
source is measured by the number of publications, the 
interval of time and the number of domains covered by the 
source.  

3) Quality of journal and publisher 
Scientific journals are containers of scientific documents. 

A good quality of the journal promotes the selection of the 
document. As shown in Figure 5, the quality of a journal is 
evaluated by: 

 Impact factor: is a measure of the frequency with 
which the average article in a journal has been cited 
in a particular year or period. Thus, the impact factor 
of a journal is calculated by dividing the number of 
current year citations by the source items published 
in that journal during the previous two years. The 
journal impact factor is provided by the 
annual Journal Citation Report (JCR) [19] of 
Thomson Reuters or by SCImago Journal & Country 
Rank (SJR) [20]. 

 Ranking: journal ranking is the classification of 
journals according to its quality. SCImago Journal & 
Country Rank (SJR) provides a journal ranking into 
four classes: Q1, Q2, Q3 and Q4. Another type of 
journal ranking is provided by ERA [21] into four 
classes: A*, A, B and C. 

 Citation number: the number of citations received by 
all the journal publications. 

 Self-citation number: when a paper published in a 
journal cites a previously published paper in that 
same journal. 

 Response time: the time period taken by the 
publisher to provide the first response to submitted 
manuscript. 

 Publication number: the number of publications in 
the journal. 

 
Figure 5.  Quality of journal and its publisher. 

The quality of journal can be extended to the evaluation 
of publisher quality which can affect the scientific quality of 
documents. As examples of journals’ publishers we cite: 
Elsevier [22], Springer [23], Emerald [24], Sage [25], ACM 
[26] etc. The publisher quality is measured by the number of 
specialties, the number of published journals and the number 
of published books. 

4) Quality of conference and association 
In the same way, we describe the SubDimension “quality 

of conference” and its extension “association quality”. 
Conferences are the other type of document container. In 
Figure 6, we describe the different measures of the 
conference quality consisting on: 

 Conference ranking: is the classification of 
conferences according to their quality. ERA provides 

conference ranking into four classes: A*, A, B and 
C. 

 Citation number: the number of citations received by 
all the papers published in the conference. 

 Self-citation number: when a paper published in a 
conference cites a previously published paper in that 
same conference. 

 Publication number: the number of papers published 
by the conference. 

 
Figure 6.  Quality of conference and its association. 

To each conference, we join its association, such as: 
IEEE [27]. The quality of conference association is measured 
by the number of specialties and the number of conferences 
organized by the association. 

5) Quality of affiliation and organization 
In our profile model, we consider the quality of author(s) 

affiliation. The author affiliation is represented by the 
research environment or the research community such as: 
laboratory, research unit, university department or group of 
researchers working in the same discipline. Affiliation 
quality is measured by specific scientometric indicators 
represented in Figure 7: 

 Group H-index: Hirsh index of a researchers group 
having the same affiliation is defined as the number 
of all the articles of the group which have been cited 
at least h times each. 

 Citation number: the number of citations received by 
the papers published by the group of researchers 
having the same affiliation. 

 Self-citation: when two members of the same 
affiliation site each other.  

 Publication number: the number of papers published 
by the group of researchers having the same 
affiliation. 

 
Figure 7.  Quality of affiliation and its organization. 

The quality of affiliation is influenced by the quality of 
the organization or the institution of reference, such as 
universities. So, we extended the affiliation quality to the 
organization quality measured by the Shanghai ranking [28] 
(in the case of academic organizations), the number of papers 
published by the different research entities belonging to the 
same organization and the number of citations received by 
the papers published by the different entities belonging to the 
same orginization. 

IV. SCIENTOMETRIC ONTOLOGY 

The profiles are containers of knowledge about the user. 
The user’s preferences represent the expectations of the user. 
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To apply the model of the proposed profile, we opted for an 
ontology to represent the scientometric preferences of the 
user. An nntology is a good candidate for representing 
knowledge about users. It allows having a shared 
understanding between people or software agents and their 
relations, and a controlled vocabulary, which implies a 
formal definition of concepts. In addition to their 
contribution in terms of reusability, modularity and 
knowledge sharing, ontologies are used to define a precise 
vocabulary, which is the basis of communication between 
different users.  

A. From the generic model to ontology 

Ontology, such as generic models of UML (Unified 
Modeling Language), models the universe of discourse by 
means of hierarchical classes by properties association. 
However, an ontology has five differences compared to 
generic UML models [29]: 

 Semantics: Ontologies are used in an Open World 
Assumption (OWA). In contrast, UML models are 
used in a Closed World Assumption (CWA).  

 Goal: In ontology, the focus is generally on concepts 
and relations between them. In contrast, a generic 
model of UML emphasized the operational side of a 
particular computer system.  

 Atomicity: In UML, each concept only makes sense 
in the context of the model in which it is defined. In 
ontology each concept is individually identified and 
is a basic unit of knowledge.  

 Consensuality: In ontology of domain, concepts are 
represented as consensus of a community. Similarly, 
the semantic integration of all systems based on the 
same ontology can be easily made.  

 Canonicity: Unlike generic models that use a 
language (UML) to describe domain information, 
ontologies use (OWL) formal semantics (describing 
logic).  

The next step is to transform the classes and attributes of 
the profile model into concepts and slots of ontology. 

B. Implementation of the scientometric dimension 

In this section, on the basis of the generic model that we 
proposed in Section III, we will show the process of building 
our ontological user profile following the Noy’s method 
[30]. 

Most ontologies were created using the OWL (Web 
Ontology Language) [31]. OWL is designed for use by 
applications that need to process the content of information 
instead of just presenting information to humans. OWL 
facilitates greater machine interpretability of Web content 
than that supported by XML (Extensible Markup Language), 
RDF (Resource Description Format), and RDF-S (RDF 
Schema) [31]. It provides additional vocabulary along with a 
formal semantic. OWL has three increasingly-expressive 
sublanguages: OWL Lite, OWL DL, and OWL Fulls [31]. 
Proposals for the design of ontologies on the theoretical and 
practical view can be found in [30]. Our ontological profile 
was implemented using OWL-DL. There are many methods 
for ontology engineering. In our case, we opted for Noy's 

method [30] proposed by Stanford University. We 
considered the fact that the tool with which we will build the 
ontology in this case PROTÉGÉ [32] which is developed by 
the same university.   

The ontology design process can be summarized in the 
following steps:  

 Step 1: determine the domain, scope and users of the 
ontology. The ontology domain is going to cover the 
scientometric domain (assessment tools, measures 
and indicators) conducted for a scientific research 
evaluation. The purpose of using our ontology is to 
describe the qualitative preferences of the user 
(researcher). The ontology must respond to user 
requests, taking into account the semantics of those 
requests. 

 Step 2: consider reusing existing ontologies: 
Existing ontologies in the field of personalization 
systems did not satisfy our needs. So, we built our 
ontology fully based on our research.  

 Step 3: our study of both scientometric field and user 
profile management, allowed us to identify a list of 
important terms. We can list some terms: dimension, 
attribute, sub-dimension, author quality, affiliation 
quality, source quality, citation number, journal 
impact factor, conference ranking etc. 

 Step 4: the definition of classes and class hierarchy 
described in Figure 8: classes provide an abstraction 
mechanism for grouping resources with similar 
characteristics. Like RDF classes, every OWL class 
(OWL:class) is associated with a set of individuals 
called the extension of class. 

 

 

 

 

Figure 8.  Class hierarchy. 

 Step 5: define properties of classes. A property can 
be considered as an attribute (a value, the importance 
weight of the class, the comparison operator of the 
attributes etc.), or as a binary relation between two 
classes. OWL distinguishes two kinds of properties:  
Data property: the properties of data type (class 
properties) have a range of data value, and bind 
individuals to data values. For example: property 
“Name” for class “User”. 
Object property: object properties (relationship) have 
a range of values of class individuals. For example, 
the property "Extends" applies to an object of class 
called "ExtSubDimension" and takes its values in the 
class called "SubDimension". 
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 Step 6: create instance: the instances are all objects 
of classes.  

C. Profile validation 

To test the profile ontology, we use the Pellet reasoner 
available directly from PROTÉGÉ. Pellet is a complete and 
capable OWL-DL reasoner with very good performance, 
extensive middleware, and a number of unique features [33]. 
Pellet is written in Java and is open source under a very 
liberal license. It is used in a number of projects, from pure 
research to industrial settings. 

Pellet is the first sound and complete OWL-DL reasoner 
with extensive support for reasoning with individuals 
(including nominal support and conjunctive query). It 
has user defined data types, and debugging support for 
ontologies [33]. It implements several extensions to OWL-
DL including combination formalism for OWL-DL 
ontologies, a non-monotonic operator, and preliminary 
support for OWL/Rule hybrid reasoning. It has proven to be 
a reliable tool for working with OWL-DL ontologies and 
experimenting with OWL extensions. 

In this section, we describe three tests provided by Pellet: 
consistency checking, classification test and queries test. 

 
Figure 9.  Inferred class hierarchy. 

1) Consistency test 
Consistency checking provided by Pellet is made based 

on the class description, which ensures that ontology does 
not contain any contradictory facts. Each class must have at 
least one individual member. A class is considered 
inconsistent if it cannot have any instance. The result of this 
test is shown in Figure 9 representing inferred class 
hierarchy after invoking the reasoner. All classes are 
consistent. 

2) Classification test 
The classification test can check whether a class is a 

subclass of another class or not. It computes the subclass 
relations between every named class to create the complete 

class hierarchy. The class hierarchy can be used to answer 
queries such as getting all or only the direct subclasses of a 
class. 

When this test is invoked, the consistency test is first 
performed for all classes of the ontology, because 
inconsistent classes cannot be classified correctly. Once the 
classification test is performed on the class hierarchy 
containing the logical expressions, it is possible for the 
classifier to infer a new hierarchy "inferred ontology class 
hierarchy". This is, a hierarchy where classes are classified 
according to the relationship superclass/ subclasses. In this 
case the classification test shows that no suggestion has been 
produced by the reasoner Pellet and that "Asserted 
hierarchy" and "Inferred hierarchy" are identical, indicating 
the validity of classification of our ontology. 

3) Test queries 
PROTÉGÉ allows querying your project and locating all 

instances that match the criteria you specify. You can create 
a simple query, or combine multiple criteria to restrict or 
expand your results. Queries are not part of our knowledge 
base, but are a way to identify the instances in your project, 
based on class and slot properties. We have created different 
queries using SPARQL tool [34].  

 
Figure 10.  Query execution. 

In Figure 10, we present an example of the execution of 
the following query: Find the importance weight preferences 
of all SubDimensions. 

V. CONCLUSION AND FUTURE WORK 

The research activity has become increasingly selective 
considering the importance given to the quality of scientific 
production and the diversity of tools and systems evaluating 
research activity. Researchers become selective in their 
choice and are more interested in the quality of information. 
To meet the needs of researchers, we proposed a 
personalization system dedicated to the researcher 
integrating scientific quality in the user profile. 

Our contribution begins with the proposal of a generic 
profile model enriched by a new type of component which is 
the extended sub-dimension linked with an extend 
relationship to the sub-dimension. Our profile model was 
designed to be open, flexible, evolutionary, and independent 
of any information or technology. Its specialization, 
generalization and instantiation were easy. Next, we 
proposed a qualitative user profile which was an instantiation 
of our generic profile model. The novelty was the integration 
of a new scientometric dimension for assessing the scientific 
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quality of the selected information. Our contribution was to 
improve the performance of the retrieval system in terms of 
information relevance and to satisfy the researcher’s needs. 
All elements affecting the scientific quality were studied and 
incorporated into the user profile. 

To represent user qualitative preferences, we opted for 
ontology. Our profile ontology is characterized by its 
reusability, facility of expansion, integration and 
instantiation. The major advantage of our ontological profile 
is its coherence and its consistency shown by tests on it. 
Thus, it is ready for future use in any personalization system 
that is based on user profile.  

Practically, our contribution can improve the research 
quality and relevance. Indirectly, it can positively influence 
research attitudes and affect the quality of research by 
limiting unscientific practices, such as: considering older 
articles are qualitatively better; considering the number of 
citations as an indicator of quality; and giving equal 
consideration to publications at conferences and publications 
in journals or even publications at conferences of different 
classes or in journals having different impact factors. 

 By integrating our ontological user profile into a 
scientometric information retrieval system, as perspectives, 
we plan to apply a model for ontology evaluation based on 
metrics to validate our contribution. 
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Abstract—In this paper, we propose using the temperature-

centroid of a facial thermal image as a new index to evaluate the 

Mental Work Load (MWL). The existing evaluation methods 

using thermal images are non-contact mental-stress–evaluation 

methods that measure a change in the temperature of the 

regions around the nose, which is caused by MWL. However, 

automatic evaluation of mental load is difficult because 

identifying a part of the nose automatically from the 

thermograph is difficult. In this paper, we have focused on 

developing a solution to this problem that combines 

temperature with the coordinates of the thermal image. 

Keywords-facial thermal image; nasal skin temperature; 

mental work load. 

I. INTRODUCTION  

Mental load or mental burden associated with work is 
called mental work load (MWL) [1]. Moderate mental load 
results in a positive effect on the workers; however, excessive 
mental load can cause negative effects such as fatigue, 
decreased attention span, and monotony [2][3]. Thus, if 
possible, MWL that leads to human errors and reduction in 
work efficiency should be evaluated. 

In previous studies, a variety of indicators were used for 
the evaluation of MWL [4]-[7]; for example, behavioral 
assessments that use work performance, psychology 
evaluations using questionnaires, and physiological 
evaluations using electrical physiological signal indicators. In 
particular, the evaluation using a physiological index is an 
attractive option in quantitative real-time applications. The 
physiological indicators that are generally used are the 
heartbeat, respiration rate, blood pressure, electromyography 
(EMG), and electroencephalography (EEG). However, to 
measure these metrics electrically, the concerned electrodes 
must be attached to the skin; this calls for the development of 
a measurement environment such as a laboratory, for the 
physiological measurement of MWL. To solve this problem, 
we developed a technique for assessing the mental state of 
humans using facial thermal images. These images are 
obtained using non-contact infrared thermography [8]-[10]. 
Facial thermal images can be used to study human 
physiological psychology, because they vary depending on 
the changes in the blood-flow rate associated with human 
autonomic nervous activity. In addition, changes in skin 
temperature due to MWL are significantly different at 

different regions of the face. For example, the concentration 
of the arteriovenous anastomoses (AVA) vessels that adjust 
the blood flow in capillaries is higher in the periphery of the 
nose compared to the other sites. Furthermore, the blood-flow 
changes due to autonomic nervous activity and inhibition are 
directly reflected as skin-temperature changes because the 
blood vessels run through low-fat regions between the skin 
and the nasal bone. Thus, it is possible to quantitatively 
evaluate the MWL using sympathetic-activity MWL (mental 
arithmetic tasks) by measuring a temperature drop in the nose 
region for a short period. Physiological psychology 
assessments using facial thermal images do not use physical 
restraints, and hence, they are non-contact compared to 
assessments using other bioelectric-signal indexes. Thus, this 
assessment is believed to be suitable for the physiological 
evaluation of MWL in real work situations.  

We focused on the evaluation of MWL using facial 
thermal images. Furthermore, we aimed for a more 
established, robust, and stronger measurement and evaluation 
system that is capable of withstanding disturbances such as 
changes in the subject’s position, changes caused by wind, and 
so on. So far, we have evaluated MWL using the temperature 
difference between the skin at the forehead and at the nose 
[11]-[13]. The MWL evaluation method using thermal images 
has a measurement accuracy and reliability that is of the same 
order as those of the evaluation methods using other 
physiological indicators or questionnaires. However, the 
results of the temperature comparison between the forehead 
and nose regions may become less accurate because it does 
not use information on the position or area of the thermal 
images. Therefore, we consider the use of the temperature–
center-of-gravity as a parameter by adding temperature 
information as a depth to the coordinate information. If it is 
possible to divide the facial thermal image into a number of 
regions, and evaluate the change in temperature distribution in 
each region, the realization of a strong physiological 
psychology state-estimation, in spite of disturbances such as 
effects of movement or shooting angle of face, can be made 
possible. 

The method proposed in this paper was verified through 
experiments to determine how the temperature–center-of-
gravity was affected by the number of area divisions at the 
time of capturing the facial thermal image. In Section II, we 
explain the relationship between the characteristics of the 
facial thermal image and MWL. This enables us to measure 
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the change in MWL using the temperature-center-of-gravity 
as a first step. In Section III, we report and discuss the results 
of an estimation experiment. In addition, we verify the amount 
of change in the temperature displacement of the center-of-
gravity by dividing the facial thermal image into a number of 
regions and examining its effectiveness. 

 

II. CHARACTERISTICS OF THE FACIAL THERMAL IMAGE 

Nasal skin temperature (NST), which refers to the 
difference between the forehead temperature and the nasal 
temperature, has been used for evaluating the MWL from the 
thermal image of the face. The temperature image obtained 
using infrared thermography captures the face; however, it is 
necessary to extract the forehead and nose regions from this 
image because the NST is the difference between the 
temperatures at these two locations on the face. The automatic 
extraction of the nose portion was previously performed using 
image processing [9], utilizing the local binary pattern (LBP) 
feature values and AdaBoost. However, to use a machine-
learning algorithm such as AdaBoost, it is necessary to 
prepare in advance a large amount of training data to improve 
the identification accuracy. In addition, the efficiency of the 
general image-processing techniques with different detection 
rates tends to decrease with changes in the thermal images 
caused by factors such as changes in temperature, skin-
temperature changes due to wind, and changes in the image 
caused by tilting the head. To solve these problems, we 
focused on the temperature differences between several 
regions of the image. We tried to identify areas of significant 
temperature changes by dividing the thermal image into 
multiple regions. Figure 1 shows an example of a thermal 
image. The temperature–center-of-gravity (G), which is 
considered as an evaluation index for the new MWL, is 
defined by the average of the coordinates obtained from the x 
and y-axes and the temperature of the thermograph obtained 
by adding high or low temperatures to the position 
information of the thermal image. This is because when the 
number of pixels in the image region is n, G is expressed as 

 𝐺 =  
1

𝑛
∑ �⃗�𝑖�⃗�𝑖𝑇𝑖⃗⃗ ⃗
𝑛
𝑖=1  

where, x is the horizontal axis of the image, y is the vertical 
axis, and T denotes the temperature. Figure 2 shows an 
example for calculating the temperature-centroid of a 
complete thermal image. We hope to evaluate the effect of 
MWL by evaluating the temperature-centroid changes in each 
image region after division. Furthermore, the thermal image 
of the face of a person is at a higher temperature than the 
thermal images of the other parts of the body. Therefore, it 
may be possible to extract the face region easily using a 
temperature-centroid of the entire thermal image. This is one 
of the future challenges. If qualitative MWL evaluation using 
thermal images can be realized, it can become one of the 
indexes for evaluating usability in the field of human-
computer interaction (HCI) such as in input user interfaces. 

 

Figure 1.  Example of a thermal image. 

III. EXPERIMENT 

 
We conducted an experiment to study the changes in the 

temperature–center-of-gravity of the facial thermal image 
during MWL work, using four subjects. We considered 10 
divisions of 102 pixels each in the thermal image, for acquiring 
the characteristic amount of the temperature-centroid (G) by 
evaluating the scalar values of the center-of-gravity changes 
in this experiment. 

A. Experimental Procedure 

Figure 3 shows the outline of the experiment environment. 
In the experiment, an infrared thermographic camera (View 
Ohre IMAGING XA0350) was installed at a horizontal 
distance of 1 m from the nose of the subject. Specifications of 
the photographic image obtained from the apparatus are as 
follows: 320-pixel horizontal and 240-pixel vertical. The 
sampling frequency was 1 Hz. Figure 4 shows the 
measurement process. The subjects repeatedly performed 
simple mental arithmetic tasks with a rest time of 3 min after 
every 10 min. In addition, the evaluation was performed 
continuously, allowing the participants the resting time of 3 
min even after the completion of the task. The mental 
arithmetic tasks involved addition of two integers between 10 
and 99. The subjects were asked to enter the answers of 
problems displayed on the computer, using a numeric keypad. 
The problem was presented for 3 s. Regardless of the 
correctness of the input, when the problem presentation time 
was over, the next question was presented. Here, the 
importance is on the input; the correctness of the answer or 
feedback does not matter.  

B. Experimental Result 

Table 1 shows the changes in the temperature-center-of-
gravity resulting from the longitudinal MWL challenges. Here, 
the average of the splits within the region of changes in the 
temperature–center-of-gravity summarizes the respective 
differences. Again, it shows a typical example of the change 
in the characteristic amount of the sum due to the region 
division number (scalar value) as shown in Figure 5. 
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Figure 2.   (a) Thermal images before and after mental arithmetic tasks. 

(b) Divided regions and each temperature-centroid (e.g., 3 × 3) 

 
Figure 3.   Experiment environment. 

 

 
Figure 4.   Experiment protocol. 

 
 
 

TABLE I.  SUM OF CHANGES IN THE TEMPERATURE-CENTROID FOR 

EACH NUMBER OF DIVISION [*102
 PIXEL] 

Division 

numbers 
Subject A Subject B Subject C Subject D 

1 0 0 0 0 

2 0.549 0.233 0.347 1.689 

3 0.586 0.240 0.327 1.637 

4 0.564 0.236 0.341 1.583 

5 0.557 0.228 0.316 1.532 

6 0.538 0.214 0.307 1.485 

7 0.510 0210 0.295 1.437 

8 0.507 0.205 0.288 1.381 

9 0.483 0.201 0.283 1.327 

10 0.458 0.207 0.270 1.269 

 
 

 
 

Figure 5.  The sum of change in the temperature-centroid value for each 

division number (logarithmic graph). 

 

C. Discussion 

Figure 5 indicates that the feature amount increases 
monotonously, in this experiment, as the number of divided 
regions increases to a certain value. However, a tendency of 
one side of the divided area to become unstable was observed 
for a sum of feature values from a periphery of 1/10 or less 
divisions of the total number of image pixels. This is because 
of the availability of less amount of temperature information 
from the divided areas because of the influence of increased 
relative noise. Furthermore, the feature quantity of the sum is 
found to be insufficient for capturing the changes in 
temperature to be used for the evaluation of less mental 
activity in the case of reducing the number of divisions, in 
reverse. Therefore, it is considered that a splitting ratio of 
about 30%, which approaches the maximum value before the 
unstable evaluation sum of feature values to do the mental 
activity based on the temperature-centroid is suitable. In the 
current experiment, the most residual, even if you increase the 
number of divisions when using the maximum value when 

0

0.3

0.6

0.9

1.2

1.5

1%10%100%

C
h

a
n

ge
 o

f 
gr

a
vi

ty

Division ratio

Change of gravity(Average)

[     pixel]

260Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         276 / 457



considering a change in temperature-centroid, was small. 
Therefore, it is considered stable when compared to the other 
two feature evaluations. In the future, we plan to estimate the 
autonomic nervous activity by evaluating the vector value of 
the temperature change using the split system that was verified 
in this paper. 
 

IV. CONCLUSION 

We studied analysis methods to take advantage of the 
temperature–center-of-gravity of the thermal image, using 
thermography as a non-contact and robust autonomic nervous-
activity measuring method. Autonomic evaluation of the 
temperature changes in the facial area caused by nervous 
activity during MWL was carried out. We believe that it might 
be possible to quantitatively assess the distribution of 
temperature caused by the autonomic nervous activity, using 
the temperature-centroid (including coordinate information of 
the temperature change in the face area) as an index. In the 
first stage of the experiment in this study, the number of 
divisions that can be best measured was confirmed based on 
the changes in the temperature–center-of-gravity before and 
after the MWL challenges. 

In future, we want to develop a more accurate verification 
technique by increasing the amount of data collected from the 
subjects. In addition, we want to establish an evaluation 
system for autonomic nervous activity by evaluating the 
change in temperature as a center-of-gravity vector. By 
performing these tasks, we are planning to apply and establish 
a usability evaluation method for user interfaces. 
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Abstract—The aim of this study was to achieve the absolute
evaluation of mental workload (MWL) by proposing a novel
algorithm for the evaluation and estimation of autonomic nervous
activity with facial thermal imaging. Innovation in Information
and Communication Technology(ICT) has resulted in workers
experiencing an increasing mental workload, which is caused
by using the computer. In our research group we have studied
a method to evaluate and estimate autonomic nervous activity
using facial thermal imaging as measured by infrared thermog-
raphy. Previous methods extracted the forehead and nose as
a method for performing the evaluation and estimation using
the temperature difference. However, this approach does not
consider the area. The proposed method enables parts or areas
of temperature change other than the nose to be captured. This
presents the possibility of accurate evaluation and estimation at
levels that are more sensitive than the conventional method. In
addition, there is the possibility of absolute evaluation by using
one thermal image of the face. We also examined whether further
high-precision evaluation and estimation would be possible. Our
results showed the proposed method to be a highly accurate nasal
skin temperature (NST) evaluation method compared to results
obtained in previous studies.

Index Terms—Facial thermal image; Nasal skin temperature;
Mental work-Load.

I. INTRODUCTION

Innovation in the area of ICT has resulted in workers
experiencing a higher mental workload (MWL) [1] caused
by using the computer. Although an appropriate MWL has
health benefits for human beings, long-term excessive MWL
can cause fatigue and lead to a drop in concentration, thereby
leading to human errors and creating a health hazard. It is
therefore very important for workers to evaluate their MWL,
in terms of preventing and reducing human errors and the
associated health hazard.

A previous study used estimation methods based on psy-
chological, behavioral, and physiological evaluations to assess
the MWL [2]–[12]. Psychological evaluations are based on the
use of questionnaires or similar methods. Behavioral evalua-
tions involve the assessment of work results and performance,

for example, whereas the methods used for physiological
evaluations use electrophysiological signal indices or methods
such as these. In particular, the use of physiological indices for
evaluation purposes enable researchers to perform assessments
objectively and quantitatively and in real time. In addition,
physiological indicators have excellent features that can be
detected by way of the involuntary reaction of the unconscious.
In general, physiological indices are often used as an indication
of autonomic nerve activity derived from indicators such as the
heart rate, respiration, blood pressure, myoelectric properties,
and electroencephalogram (EEG) measurements.

These physiological indicators are used to evaluate au-
tonomic nervous activity, which provides an estimation of
MWL. However, when recording these bioelectric signals it
is necessary to use mounted electrodes, for example, and this
may cause difficulties when applied in the actual workplace.

Prompted by the need to overcome these difficulties,
our research group has been studying a method based on
the use of facial thermal imaging as measured by infrared
thermography [12]–[24]. This method extracts the forehead
and the nose from the facial thermal image to determine the
temperature difference by using the nasal skin temperature
(NST) to evaluate and estimate the autonomic nervous activity.

The advantage of using NST is that, unlike the measure-
ment of electrophysiological indicators, the method obviates
the need to attach sensors; hence, it is possible to measure the
MWL by using low-bound and non-contact methods. However,
this method uses time series data and is a relative evaluation
based on the comparison of resting and task loading; thus,
providing feedback of the results of the analysis is time
consuming.

Therefore, we have investigated the evaluation of the phys-
iological mental state to determine the MWL by using a heat
image of the skin temperature of the whole face, as measured
by infrared thermography. This method enables temperature
changes of areas other than the nose to be captured. Therefore,
it is possible to perform the evaluation and estimation more
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Fig. 1. Experimental system.

Fig. 2. Experimental protocol.

accurately and more sensitively than with the past technique.
In addition, the possibility of absolute evaluation by a single
thermal image of the face exists.

Previous studies of ours led to the development of a
high-precision method based on the histogram of the skin
temperature of the entire face. However, the MWL evaluations
were not necessarily accurate, because different shooting an-
gles could cause a reduction in the accuracy of temperature
measurements. Thus, we suggest the use of a large end
portion of the face by using an appropriate thermographic and
photographic angle. Evaluation results that include the end
portion of the face have been shown to be less accurate [25]–
[27].

The objective of this study was to perform an absolute
evaluation of MWL, by considering an algorithm for the
evaluation and estimation of the autonomic nervous activ-
ity. Therefore, we examined the possibility of further high-
precision evaluation and estimation.

II. EXPERIMENTS

Experiments were carried out to acquire facial thermal
images (FTIs) of the different MWL states. We required
subjects to carry out a consuming MWL task.

A. Experimental protocol

Fig.1 shows the experimental system. Thermal images were
taken when a subject solved the mental arithmetic calcula-
tion. An infrared thermography device (ViewOhreIMAGING
XA0350) was placed at a distance of 1 m horizontally from
the nose of the subject. The thermal image size was 320 ×
240 pixels, and the sampling period was 1 s. A PC display
and numeric keypad were placed upon the desk. Fig.2 shows
the experimental protocol.

Subjects rested for 3 min, in a sitting position. After
this initial rest period, subjects began the mental arithmetic
calculation task and continued this task for 10 min as MWL.

Fig. 3. Example of Visual Analogue Scale.

After completion of the task, subjects again rested for 3 min,
thereby completing the experiment. The calculation involved
the addition of two integers, each of which was between 10 and
99. The subject inputs the answer of the calculation displayed
on the PC by using the numeric keypad. The calculation is
displayed for 3 s. After 3 s, the following calculation will
display on the PC, regardless of whether the subject answers
the calculation within 3 s. Seven facial thermal images as
physiological indices at 0, 2, 4, 6, 8, and 10 min after resting
are taken during the experiment. Visual Analogue Scale (VAS)
was used as psychological indices. Fig.3 shows an example
of VAS. Subjective senses and feelings can be measured by
marking a position on 10cm long scale characterized by a
pair of opposite words or phrases at the both ends. This
method is featured with little individual differences in the un-
derstanding of the description, and shorter time to perform the
measurements. In this study, four pairs of words for VASs were
employed. There were“Unpleasant-Pleasant”,“Distracted-
Concentrate”,“Pleasant-Unpleasant”and“Fatigue-Vigor”.

The subjects were four healthy adults from 22 to 27 years
old who were well rested the night before the experiment.

B. Results and Discussion

First, we examined the estimated possible face area of the
autonomic nervous activity. It shows the thermal image before
and after mental arithmetic calculation task load in Fig.4.

The task takes into account that the temperature in the
vicinity of the nose and lips changes significantly. In addition,
according to previous studies [3], those parts of the face that
require the camera to use a large shooting angle do not provide
accurate temperature measurements. Therefore, as shown in 4,
regions of the face that exclude the end portion of large faces
and which have a suitable camera imaging angle ( (a) whole
face excluding the hair, (b) the eyes and the area between the
eyes and downwards, only, and (c) the nose and mouth) can
be used for the analysis.

Next, an analysis region is extracted from seven different
thermal images of the state of the acquired MWL, and were
investigated with the average of the regions (a) and (b) to
determine the change. Fig.6 shows the average value and
the standard deviation of the time series data of the average
temperature of each subject.

Although there are differences in the average temperature
of each subject, the standard deviation is within 1[Celsius].
Large variations were observed in the average temperature of
the whole area due to the influence of the MWL load. As the
blood flow is expected to flow to the nose and in the vicinity
of the lips depending on the MWL, we considered the blood
flowing to the entire face to remain unchanged. As a result,
the average change in temperature was considered to be less.
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Fig. 4. Thermal image before and after mental arithmetic calculation task
load.

Fig. 5. Analysis region (a) whole face which does not include the hair, (b)
the inside of the eyes, only (c) nose and mouth) and the analysis region.

III. PROPOSED AUTONOMIC NERVOUS ACTIVITY
ESTIMATION ALGORITHM

We are aiming for absolute MWL evaluation by obtaining a
single face thermal image. This study proposes an algorithm to
reproduce autonomic nervous activity, with the aim of absolute
MWL evaluation by using a single thermal image of the face.
As our study is based on the average temperature of the
entire region that undergoes little change due to the MWL,
we propose an algorithm to estimate the autonomic nervous
activity.

Fig. 6. The average value and the standard deviation of the time series data
of the average temperature of each subject.

A. Method of calculating the estimated value

The average of the entire area was calculated by plotting
the temperatures in the region, after which the sum of the
difference in the region was calculated. This temperature
change due to changes in the autonomic nervous activity was
examined to determine whether it is a possible measurement.
The calculation formula of the average temperature and the
temperature difference in each area are obtained using the
following equation:

F (x, y) =

n∑
i=0

(T −Xi)
2 (1)

where T is the average temperature, Xi is a temperature value
for each pixel in the region, and n is the number of pixels in
the area. By squaring the reference and the difference of the
temperature, the effect of the sign is taken into account. We
evaluated the MWL using the estimates obtained for each of
the three regions shown in Fig.5.

B. Evaluation method

1) General correlation between mental state and physiolog-
ical indices (Evaluation method 1): We investigated the gen-
eral relationship between the mental state and each proposed
physiological index by comparing the psychological indicators
and physiological indices that underwent change as a result of
the imposed calculation problem tasks to determne the MWL.
The correlations between VAS and each of the physiological
indices were determined by Pearson’s correlation coefficient
using the mean values of all subjects.

2) (Evaluation method 2): In this case, we investigated the
relationship between the mental state and each proposed phys-
iological index within the subject by using multiple regression
to determine the variations between the psychological indica-
tors and physiological indices. We used VAS as the outcome
variable, and each physiological index and the subjects as
predictor variables. Subjects were treated as categorical factors
using a dummy variable with eight degrees of freedom. The
value from the t test for the regression slope of VAS was used
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TABLE I
RESULTS OF THE ANALYSIS.

to determine the probability of the analysis. The magnitude
of correlation coefficient between VAS and each physiological
index within subjects was calculated as the square root of (sum
of squares for VAS)/(sum of squares for VAS + residual sum
of squares). The sign of the correlation coefficient was given
by that of the regression coefficient for VAS.

C. Results and Discussion

Table 1 lists the results of the analysis. Evaluation method
1 found significant correlation between some VAS and each
physiological index. In particular, the correlation of Pleasure-
Unpleasure was observed. These results show that the NST
obtained by the proposed method, is high hedonicof the
general relationship of psychology. Next, evaluation method 2,
in particular, also showed a significant correlation of Pleasure-
Unpleasure. Other statistically significant differences, includ-
ing the Pleasant-Unpleasant correlation of VAS items was also
observed. This showed that the value is lower than the NST.
Thus, within subjects, the correlation that was statistically
determined using the proposed method was higher than that
obtained with the evaluation method using the NST of previous
studies.

IV. CONCLUSION

The aim of our work was to perform the absolute MWL
evaluation by using a single thermal image of the face. Thus,
we proposed a novel algorithm to estimate the autonomic
nervous activity. The results showed our proposed method to
be highly accurate compared to the NST evaluation method
proposed in previous studies.
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Isabelle Cayeux,Maria Iné s Velazco, David Sander, Patrik Vuilleumier,
and Klaus R. Scherer, “ Thermal Analysis of Facial Muscles Contrac-
tions,” IEEE Transactions on Affective Computing, Vol. 2, No. 1, pp.2-9,
2011.

[24] Brian R. Nhan and Tom Chau, “ Classifying Affective States Using
Thermal Infrared Imaging of the Human Face,” IEEE Transactions on
Biomedical Engineering, Vol. 57, No. 4, pp.979-987, April 2010.

[25] S. Kawazura, H. Asano, A. Nozawa, M. Uchida, N. Itakura, K.
Mito and T. Mizuno, ”Estimation of the autonomic nerve activity with
facial thermogram,” 2014 11th international Conference on Electrical
Engineering/Electronics, Computer, Telecommunications and Information
Technology, CD-ROM Advanced Techniques in Applications, DSP and
Hardware Design, No.1320, May 14-17, 2014, Thailand.

[26] T. Mizuno, S. Kawazura, H. Asano, K. Mito, Y. Kume and N. Itakura,
”Evaluation of the autonomic nerve activity using facial thermal image,”
The Twentienth International Symposium on Artificial Life and Robotics
2015 (AROB 20th ‘15),PID3158279, 2015, Japan.

[27] T. Mizuno, T. Sakai, S. Kawazura, H. Asano, K. Akehi, S. Matsuno, K.
Mito, Y. Kume and N. Itakura, ”Facial Skin Temperature Fluctuation by
Mental Work-Load with Thermography,” The International Conference on
Electronics and Software Science (ICESS2015) Proceedings pp. 212-215,
2015, Japan.

266Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         282 / 457



Minimalistic Toy Robot Encourages Verbal and Emotional Expressions in Autism 

Abstract—Language offers the possibility to transfer 
information between speaker and listener who both possess the 
ability to use it. Using a “speaker-listener” situation, we have 
compared the verbal and the emotional expressions of 
neurotypical and autistic children aged 6 to 7 years. The 
speaker was always a child (neurotypical or autistic); the 
listener was a human InterActor or an InterActor robot, i.e., a 
small toy robot that reacts to speech expression by nodding 
only. The results suggest that a robot characterized by 
predictable reactions facilitate autistic children in expression. 
When comparing to the performance of neurotypical children, 
the data would indicate that minimalistic artificial 
environments have the potential to open the way for neuronal 
organization and reorganization with the ability to support the 
embrainment of verbal and emotional information processing 
among autistic children. 

Keywords-brain development; neurotypical children; 
children with autism; minimalistic robot; language; emotion; 
listener-speaker. 

I.  INTRODUCTION  
Development is the result of a complex process with at 

least three foci, one in the central nervous system, one in 
the mind and one in the child’s dynamic interactions with 
the natural vs. artificial environment, that is, robots. The 
human child brain undoubtedly has its own dynamics 
(probably because of the extensive expression of genes in 
the brain) that allows neurons to interact, create their own 
multimodal nature, which in turn, affects the nature, 
development and function of the brain areas [1]. Verbal and 
nonverbal cognition, as well as emotion develop at the 
interface between neural processes. Toys have a central 
role. Children tend to play with toys in the first year of life. 
Toys are put together, sucked, kissed, piled on top of each 
other. The ability to play with toys becomes more and more 
sophisticated as development progress. The young children 
start to play with the toys in a symbolic manner by 
pretending that the toys represent something else that they 
love or not. They are able to move on from using 
themselves as an agent to using toys as (active) agents and 
carry out various actions [2]. Toys seem to provide an 
interesting account of “how” physical objects are able to act 
as support for the symbolic play of children. Symbolic play, 
like verbal development, emerges progressively as toys are 
the indices that assist the child to go in [3]. With 
development, symbolic play with action grows into 

language. With that in mind, we can imagine a scenery of 
communication between two persons: one speaking the 
other listening.  

Neurotypically developing listeners and speakers are 
able to consider verbal, nonverbal (i.e., head nods) 
emotional (i.e., facial expressions) conventions and rules 
as well as each other when making referential statements. 
This is potentially due to the formation of a neural 
multimodal network, which naturally follows the evolution 
of the brain [4]. Using a modeling approach, recent 
neuroimaging studies have reported that both speech 
comprehension and speech expression activate a bilateral 
fronto-temporo-parietal network in the brain, fully 
characterized by the dynamic interaction among all the 
components [5]. Different studies emphasize the 
importance of multiple cortical (e.g., prefrontal cortex, 
temporal and parietal cortices) and subcortical areas (e.g., 
basal ganglia, hippocampus and cerebellum) not only for 
production and reception of speech but also, for cognitive 
nonverbal and emotional processes [1][6].  

Failure of the exterior superior temporal sulcus [7], of 
the interior temporal lobe, amygdala included [8], of the 
connectivity between temporal regions [9], as well as of 
the inferior prefrontal cortex [10], i.e., the mirror neurone 
system, is accepted as an explanation for atypical 
neurodevelopment, such as autism [11][12]. The atypical 
neural architecture causes impairment in social interaction, 
in communication skills and interests [13][14][16] and 
reduces the ability of mentalizing, i.e., making 
representations based on the referential statements of other 
people [17]. 

Autistic children listeners and speakers perform less 
well than neurotypical children in conversation especially 
when the listener is a human, (human is essentially 
characterized by a high degree of variability on verbal and 
nonverbal emotional reactions, i.e., unpredictable 
reactions [18]). Adding the fact that the child is impaired 
in interpreting the referential statements of other people 
[12], the listener’s verbal and nonverbal emotional 
contributions are not always scrutinized. There are at least 
two main reasons for this. The first reason is associated 
with the fact that autistic children have continual 
comprehension and language expression  problems. Even 
if autistic children acquire language, it is often lacking any 
depth and is characterized by a paucity of imagination 
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[19]. The second reason is that autistic children 
experience difficulties in perception and emotion, 
functions which are linked to language [20] and also to 
social interaction and mentalising [9]. 

Trying to analyze child-robot interaction, different 
approaches have been developed. Different approaches 
have shown that animate robots using different 
stimulation encourage interaction in autistic children [20]. 
Quantitative metrics for autism diagnosis and treatment 
including robots have been developed [21]. Despite these 
studies, only marginal attention has been paid to the 
comparison of neurotypical and autistic children in 
human-human and human-robot interaction. Using a 
“speaker-listener” situation, we have compared the verbal 
and  emotional expressions of neurotypical and autistic 
children aged 6 to 7 years. The speaker was always a child 
(neurotypical or autistic); the listener was a human or an 
InterActor robot, i.e., a robot, which reacts to speech 
expression by nodding only. Given the fact that the 
InterActor robot is characterized by a low degree of 
variability in reactions (i.e., predictable reactions) and the 
human by a high degree of variability in reactions (i.e., 
unpredictable reactions), our general hypothesis is that 
verbal and emotional expressions of autistic children 
could better be facilitated by the InterActor than by the 
human.  

Beginning with the design of the study, we will continue 
with the analysis of the results in both  neurotypical and 
autistic children. Then, we will discuss the importance of 
minimalistic artificial environments as support for the 
embrainment of cognitive verbal and emotional information 
processing. 

II. METHOD 
A. Participants 

Two groups of children, one “neurotypical” and one 
“autistic” participated in the study. Twenty neurotypical 
children (10 boys and 10 girls) composed the “neurotypical 
group”; twenty children (14 boys and 6 girls) composed 
the  “autistic  group”.  The  developmental  age  of  typical 
children ranged from 6 to 7 years old (mean 6.1 years; 
standard deviation 7 months). The developmental age of 
autistic children ranged from 6 to 7 years old (mean 6 
years; standard deviation 8 months). Their mean age when 
first words appeared was 28 months (standard deviation 7 
months). The autistic children were diagnosed according to 
the DSM IV-TR criteria of autism [22]. The Childhood 
Autism Rating Scale CARS [23] has been administrated by 
an experienced psychiatrist. The scores varied from 31 to 
35 points signifying that the autistic population was 
composed of mild-moderate children with autism. They 
were all verbal. All autistic children were attending typical 
school classes with typical educational arrangements. The 
study was approved by the local ethics committee and was 
in accordance with the Helsinki convention. Anonymity 
was guaranteed. 

B. Material

• Robot

                                Figure 1.  Pekoppa 

An InterActor robot, i.e., a small toy robot, called 
“Pekoppa”, was used as a listener [24].  Pekoppa is shaped 
like a bilobed plant and its leaves and stem make a nodding 
response based on speech input and support the sharing of 
mutual embodiment in communication (Figure 1). It uses a 
material called BioMetal made of a shape-memory alloy as 
its driving force. The timing of nodding is predicted using a 
hierarchy model consisting of two stages: macro and micro 
(Figure 2). The macro stage estimates whether a nodding 
response exists or not in a duration unit, which consists of a 
talkspurt episode T(i) and the following silence episode S(i) 
with a hangover value of 4/30 s. The estimator Mu(i) is a 
moving-average (MA) model, expressed as the weighted 
sum of unit speech activity R(i) in (1) and (2). When Mu(i) 
exceeds a threshold value, nodding M(i) also becomes an 
MA model, estimated as the weighted sum of the binary 
speech signal V (i) in (3). Pekoppa demonstrates three 
degrees of movements: big and small nods and a slight 
twitch of the leaves by controlling the threshold values of 
the nodding prediction. The threshold of the leaf movement 
is set lower than that of the nodding prediction. 

                        

    

Figure 2.  Listener’s interaction model 
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  a(j) : linear prediction coefficient
T(i) : talkspurt duration in the i-th duration unit 
S(i) : silence duration in the i-th duration unit 

u(i) : noise 

b(j) : linear prediction coefficient 
V(i) : voice 
w(i) : noise 

•  Procedure 
For both groups, the study took place in a room, which 

was familiar to the children. We defined three conditions: 
the first one was called “rest condition”, the second was 
named “with human” (child-adult) and the third one was 
called “with robot” (child-Robot, i.e., child-Pekoppa). The 
second and third conditions were counterbalanced across 
the children. The duration of the “rest condition” was 1 
minute; the second and third conditions each lasted 
approximately 7 minutes.  

The inter-condition interval was approximately about 30 
seconds. For each child, the whole experimental session 
lasted 15 minutes (Figure 3).

speaker

      

Figure 3. Listener-Speaker Situation 

In order to neutralize a possible “human impact” on 
children’s behavior, the experimenter was the same person 
for each child in each condition and group (“neurotypical” 

and “autistic”). At the beginning of each session, the 
experimenter presented the robot to the child explaining 
that the robot nods whenever the child speaks. Then, the 
experimenter hid the robot. The session was run as 
follows: during the “rest condition”, the heart rate of each 
child was measured in silence. At the end of that condition, 
the child was also asked to estimate the intensity of her/his 
own emotion on a scale ranging from 1 (the lowest 
intensity) to 5 (the highest intensity) [25][26]. During the 
“with human” condition, the child was invited to discuss 
with the experimenter. The experimenter initiated 
discussion and after listened to the child acting as the 
speaker. The heart rate, as well as the frequency of words 
and verbs expressed by each child was measured. During 
the “with robot” condition, Pekoppa was set to nod 
movements; the experimenter gave the robot to the child 
inviting the child to use it. The robot was the listener, the 
child was the speaker and the experimenter remained silent 
and discreet. The heart rate and the frequency of words and 
verbs expressed by the child was recorded once again. At 
the end of the session, the child was invited to estimate the 
intensity of its own emotion on the same aforementioned 
scale. At the end of the experiment, each child was invited 
to respond to two questions: 1) how did you find Pekoppa? 
2) did you enjoy yourself with Pekoppa? [see also 26]. 

• Analysis 
The analysis was based on the following dependent    

variables a) the heart rate measured in beat per minute 
(bpm) b) the number of nouns and verbs expressed by each 
child and c) the intensity of emotional feeling (auto-
estimation of emotion). The data analysis was performed 
with SPSS Statistics 17.0 [27]. 

III. RESULTS 
The distributions of heart rate, words and emotional 

feeling reported in both age groups approximate a 
parametric shape. With such distributions, the mean has 
been chosen as a central index for comparisons. We 
performed statistic of comparisons using the t-student test, 
the ANOVA’s test and the chi-square test to examine 
differences in heart rate, number of words and intensity of 
emotional feeling between the two experimental conditions 
(“with human” and “with Robot” i.e., Pekoppa), for 
neurotypical and autistic children. The obtained results  
were very similar. We present the results of chi-square test 
(χ2 test), which can be used as a substitute for t and ANOVA 
tests [28].  

Figure 4 represents the mean heart rate of neurotypical 
and autistic children both at the inter-individual and the 
intra-individual levels. 

At the intra-individual level, the statistical analysis 
showed that relative to the “rest condition”, the mean heart 
rate of neurotypical children was higher when the children 
were in contact with the InterActor robot (χ2=6.68, p<0.01) 
than when they were in contact with the human (χ2=4.09, 
p<0.05). However, the mean heart rate of neurotypical 
children didn’t differ significantly when they interacted 

An InterActor robot, called “Pekoppa”, was used as a listener(Watanabe, 2011).  
Pekoppa is shaped like a bilobed plant and its leaves and stem make a nodding response 
based on speech input and supports the sharing of mutual embodiment in 
communication (Figure 1). It uses a material called BioMetal made of a shape-memory 
alloy as its driving force. The timing of nodding is predicted using a hierarchy model 
consisting of two stages: macro and micro (Figure 2). The macro stage estimates 
whether a nodding response exists or not in a duration unit, which consists of a talkspurt 
episode T(i) and the following silence episode S(i) with a hangover value of 4/30 s. The 
estimator Mu(i) is a moving-average (MA) model, expressed as the weighted sum of 
unit speech activity R(i) in (1) and (2). When Mu(i) exceeds a threshold value, nodding 
M(i) also becomes an MA model, estimated as the weighted sum of the binary speech 
signal V (i) in (3). Pekoppa demonstrates three degrees of movements : big and small 
nods and a slight twitch of the leaves by controlling the threshold values of the nodding 
prediction. The threshold of the leaf movement is set lower than that of the nodding 
prediction. 
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alloy as its driving force. The timing of nodding is predicted using a hierarchy model 
consisting of two stages: macro and micro (Figure 2). The macro stage estimates 
whether a nodding response exists or not in a duration unit, which consists of a talkspurt 
episode T(i) and the following silence episode S(i) with a hangover value of 4/30 s. The 
estimator Mu(i) is a moving-average (MA) model, expressed as the weighted sum of 
unit speech activity R(i) in (1) and (2). When Mu(i) exceeds a threshold value, nodding 
M(i) also becomes an MA model, estimated as the weighted sum of the binary speech 
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nods and a slight twitch of the leaves by controlling the threshold values of the nodding 
prediction. The threshold of the leaf movement is set lower than that of the nodding 
prediction. 
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with the human or with the InterActor robot (χ2=2.83, 
p>0.05). Similarly, relative to the “rest condition”, the 
mean heart rate of autistic children was higher when they 
interacted with the InterActor robot (χ2=7.01, p<0.01) than 
when they interacted with the human (χ2=5.01, p<0.05). 
Finally, the mean heart rate of autistic children was higher 
when they were with the InterActor robot than when they 
were with the human (χ2=7.84, p<0.01).  

   Figure 4. Mean Heart Rate 

Two independent judges unfamiliar with the aim of the 
study completed the analysis of the number of words for 
each child in each experimental condition (“human 
InterActor” and “robot InterActor”). Both performed the 
analyses of audio sequences. Inter-judge reliability was 
assessed using intra-class coefficients to make the 
comparison between them. The inter-judge reliability was 
good (Cohen’s kappa=0.82). 

Figure 5. Number of words (nouns & verbs) 

At the inter-individual level, as shown in Figure 5, the 
mean number of words (nouns and verbs) was low in the 
“with human” condition for autistic children (χ2=4.86 

p<0.05) and in the “with robot” condition for neurotypical 
children (χ2=5.98, p<0.025). The mean number of words 
expressed by autistic children in the “with robot” condition 
didn’t differ from the mean number of words expressed by 
neurotypical children in the “with human” condition 
(χ2=1.34, p>0.10). At the intra-individual level, the mean 
number of words was higher when the autistic children had 
the robot as interlocutor than when the interlocutor was a 
human (χ2=5.97, p<0.025). The quasi opposite 
configuration was observed for the neurotypical children 
(χ2=4.78, p<0.05). 

Figure 6. Emotional Feeling Reported 

Figure 6 illustrates that at the inter-individual level, the 
intensity of emotional feeling reported didn’t differ 
between neurotypical and autistic children within both 
conditions: “before robot” and “after robot” (χ2=3.38, 
p>0.05; χ2=3.90, p>0.05 respectively). However, intra-
individually, the intensity of emotional feeling is higher 
“after” than “before” the interaction with the InterActor 
robot for autistic children (χ2=6.43, p<0.025) but it didn't 
vary for the neurotypical children (χ2=2.98, p>0.05).  

IV. DISCUSSION 
The present study aims at analyzing the embrainment of 

verbal and emotional expressions in neurotypical and 
autistic children aged 6 to 7 years. Our approach centered 
on investigating the effects of a human or an InterActor 
robot in the context of a “speaker-listener” situation: the 
speaker was always the child; the listener was a human or 
an InterActor robot, i.e., Pekoppa. To this end, 
physiological data (i.e., heart rate), as well as behavioral 
data (i.e., number of nouns and verbs in addition to the 
emotional feeling reported) were considered. The results 
showed that 1) the heart rate of autistic children is low 
when the listener was a human and increased nearer to 
levels of neurotypical children when the listener was the 
InterActor robot; 2) the number of words expressed by the 
autistic children was higher when the interlocutor was the 
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robot; 3) the emotional feeling reported increased after the 
interaction with the InterActor robot.  

Fundamentally, the results are consistent with our 
hypothesis according to which the predictability of the 
InterActor robot would facilitate the emotional and verbal 
expressions of autistic children. Our results showed 
significant differences of heart rate depending on whether 
the listener was a human or a robot. When the listener was 
a human, the children showed a low heart rate; when the 
listener was an InterActor robot, their heart rate increased. 
Such a result cannot be attributed to an order effect as the 
order of “human-human” and “human-robot” conditions 
have been counterbalanced. On the contrary, it could be 
understood as an effect of the InterActor robot on autistic 
children’s mental state. This interpretation is  supported by 
the fact that when the autistic children had the InterActor 
robot as listener, their heart rate didn’t differ from the heart 
rate of neurotypical children in the same condition. It is 
also interesting to note that the heart rate of the 
neurotypical children didn’t differ when the listener was a 
human or a InterActor robot. The observation reported 
above could reveal that an InterActor robot might improve 
autistic children behavior. This inference is reinforced by 
the fact that the physiological data we recorded reflects the 
modifications of orthosympathetic and parasympathetic 
autonomous nervous system, which is dynamically (and 
bidirectionally) connected to the central nervous system 
[29][30]. Physiologically, the lower regulation of heart rate 
(in “with human” condition) reflects poorer action of the 
myelinated vagus nerve [31], which in turn would signify 
poor neural activity in temporal cortex (amygdala 
included), in cingulate cortex and in prefrontal cortex [32]
[33]. This neural architecture is hypo-activated in children 
with autism [14][15], causing impairment in cognitive 
verbal, nonverbal and emotional behavior [16][20]. Such 
hypo-activation would explain autistic children’s behavior 
when the listener is the human. A restricted number of 
studies exist on the evaluation of heart rate in autistic 
children. Some of them have reported that autistic children 
display lower heart rate than typically developing children 
[34][35], some others have found the opposite [36][38]. 
The aforementioned studies suggest that autistic children 
show disruptions in autonomic responses to environmental 
(human) stressors. Methodological problems associated to 
the limited number of autistic children, to their clinical 
heterogeneity as well as to the various procedures and 
measures used are on the basis of the opposing reported 
data. None of the above studies have evaluated autonomic 
activity in a robot-child interaction vs. human-human 
interaction. To our knowledge, the present study is the first 
one having a homogeneous group of mild-moderate 
children with autism, which is matched on developmental 
age with a group of typically developing children. Contrary 
to the previous studies, our findings indicate that not only 
are there no disruptions in autonomic responses but that 
these responses don’t exceed the physiological limits. 
Apparently, when the listener is the InterActor robot, the 
heart rate of children with autism increases likely indicating 

a “mobilisation” of a given mental state. Such 
“mobilisation” would provide support for the social 
engagement of autistic children. Namely, by making the 
autistic children available to engage emotionally (and 
verbally), the InterActor robot seems to modify their neural 
activity: the children would enjoy participating. It is 
noteworthy that they also verbalized such pleasurable 
sentiments at the end of the experiment. Such information 
is presented here below. Essentially, the present results are 
consistent with our previous assumptions following which 
toy robots would improve autistic children brain 
functioning [26][39][40]. 

The above considerations could account for the number 
of words (nouns and verbs) expressed by the children. Even 
if the autistic children were verbal, the present finding 
indicated that when the listener was an InterActor robot, the 
number of words expressed by the autistic children was 
higher than the number of words they express when the 
listener was a human. Interestingly, such verbal behavior 
doesn’t differ from that of neurotypical children when these 
latter had a human as listener. Once again, the use of the 
InterActor robot seems to afford autistic children the ability 
to express themselves as neurotypical children do with 
humans. These data are consistent with previous studies, 
which have demonstrated that verbal expression can be 
facilitated by the active (but discreet) presence of a robot 
[20]. 

Although neurotypical children didn’t report emotional 
feeling changes after their interaction with the robot, 
autistic children said to feel better after interaction with the 
robot. This is coherent not only with the physiological data 
we observed (heart rate) but also with parent accounts. At 
the end of the experiment, many parents announced: “s/he 
is happy”, “s/he likes your robot”. Autistic children also 
conceded that the robot was “cute”, “cool” “genius”, some 
of them even said: “if I had the robot, I would talk to it all 
the time”. Some of them imitated the robot verbally (and 
emotionally). 

It could be argued that the “autistic group” was made up 
of verbal children and that the results we observed might be 
due to the actual verbal capabilities of the children. 
However, we must underline that these children expressed 
themselves (both emotionally and verbally) only when the 
listener was the InterActor Robot. Although our results are 
statistically significant, we recognize that the size of our 
group is limited to twenty children only. We aim to study 
the behavior of other age groups as well. Finally, it is 
obvious that what we need to develop is a follow-up study 
to prove that the InterActor robot is the robot, which can 
sustainably improve the emotional and verbal behavior of 
autistic children. 

V. CONCLUSION AND FUTURE WORK 
Given the present findings, it can be concluded that an 

InterActor robot characterized by small-variance nonverbal 
behavior, (i.e., nodding when children speak), facilitates 
verbal and emotional expressions of autistic children. This 
might be related to autistic children preferences. Autistic 

271Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         287 / 457



children are rather interested in minimalist objects to which 
they can assign mental states of their own or of others [41]. 
Such a behavior might be interpreted as reflecting the 
children’s willingness to communicate with humans using 
the robot: the InterActor toy robot is a miniature of a 
human listener, i.e., the autistic children can handle the 
head nods (as neurotypical children do with humans). 
These results (consistent with previous studies) appear to 
indicate that minimalistic artificial environments could 
probably be considered as the root of neuronal organization 
and reorganization with the potential to improve brain 
activity in order to support the embrainment of cognitive 
verbal and emotional information processing [41][44].  

Additional studies are required with typical and autistic 
children. Longitudinal follow-up of the same children is 
necessary to examine the efficiency of minimalistic robots 
in improving the activity of autistic children. This is what 
we're developing currently in France and in Japan. In 
addition, with a new study we analyse the enrobotment [45] 
in conscious and unconscious level in neurotypical children 
aged 6 and 9 yeas old.  
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Abstract— A mismatch between the user’s expectations and the 
actual reality of social robots may negatively impact the 
acceptance and use of the robot. Given that the use of personal 
robots may be expected to become a part of people’s everyday 
lives, it is critical to understand and consider the factors that 
may increase acceptance and adoption when robots are 
designed and introduced. How the robot is accepted by end 
users may be influenced by factors, such as: 1) the role 
assigned to the robot (i.e., robot function), 2) the robot’s social 
capabilities or skills such as the robot’s social intelligence and 
emotions expressions, and 3) the robot appearance. In this 
paper, an experiment is conducted to investigate, understand 
and identify the potential impact of these factors on user’s 
acceptance and adoption of social robots. The experiment is 
conducted in a culture night event where some of the 
attendances are voluntarily interacted with the robot and filled 
out a questionnaire. The questionnaire is designed to measure 
their expectations and impressions before and after interacting 
with the robot (i.e., to assess robot’s social skills), their 
preferences regarding the robot appearance (i.e., machine-
likeness or human-likeness appearance) and finally to assess 
the need for a secondary interactive touchscreen display on the 
robot chest to facilitate interface and hence improve the 
robot’s functionality. The goal of this paper is to understand 
the impact of these factors on user’s acceptance and adoption 
and giving the users a more effective role in the design of this 
type of technology. 

Keywords-human robot interaction (HRI); personal robots; 
iSocioBot; 

I.  INTRODUCTION 
Due to the continuing technological advancements, 

robots have been increasingly designed for personal use to 
perform simple servant-like tasks (e.g., the robotic vacuum 
cleaner), assisting and caring for elderly people [1], 
providing therapy and teaching autistic children new life 
skills to improve their social behaviors [2]-[4], at homes and 
in classrooms for education [5]-[7], or to be used purely for 
entertainment [8], [9].  It is expected that personal robots 
may become a part of people’s everyday lives and therefore, 
it is critical to understand the factors that may increase its 
acceptance, adoption and use when designed and presented 
to its end-users. Despite the ever-growing development and 
public interest in robotics, a theoretical model specific to 

robot acceptance has not developed yet [10]-[12]. 
Acceptance has been widely studied for other forms of 
technology other than robotics such as the Technology 
Acceptance Model (TAM) [13], the Unified Theory of 
Acceptance and the Use of Technology model (UTAUT) 
[14], and the Chain Model (TPC) [15]. These models differ 
in complexity and content, however, their goals are to 
understand, explain and predict variables that contribute to 
user acceptance of various types of technologies. With the 
advent of technology acceptance models that can provide 
guidance for understanding the variables that influence robot 
acceptance, robot developers will be able to design robots 
that are more likely to be adopted. The goal of this paper is 
to identify the impact of some potential factors that might 
predict user acceptance of personal and social robots. These 
variables have been identified in the literature as potentially 
impacting acceptance; robot function, robot social 
capabilities, and robot appearance [10], [14], [15]. 
Functionality of the robot includes control and interface 
issues, such as the appropriateness of the control method for 
the task, the ease of use, and suitability and easiness of user 
interface. Social interactive skills, social intelligence, 
emotion expression, and dialogue system may influence the 
user expectations about the robot’s social capabilities. A 
mismatch between the user’s expectations and the actual 
social intelligence of the robot may negatively impact the 
acceptance and use of the robot [10]. Robot appearance is 
also expected to influence acceptance. The robot physical 
shape, such as the human-likeness, animal-likeness, 
machine-likeness, and robot’s gender are expected to 
influence perceptions of and attitudes of end-users towards 
robots. It has been believed that deep understanding of these 
factors may lead robot designers to develop personal robots 
that will be widely accepted and adopted. In addition to a 
believable appearance, the design of a social robot requires a 
sensory apparatus able to perceive the social and emotional 
world, and a control system able to generate fast and 
acceptable responses [16], [17]. 

This paper is organized as follows; an introduction to 
user acceptance and a review of literature is given in Section 
I. Section II gives a brief introduction to the build in-house 
robot’s platform called iSocioBot which will be used in the 
experiment, human-robot interaction system, factors 
impacting robot acceptance, and finally data collection 
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process and the questionnaire. Results and the discussion of 
results are given in Section III. Concluding remarks are 
presented in Section IV. 

 

II. MATERIALS AND METHODS 

A. Robot Platform (iSocioBot) 
The autonomous robot platform used in this experiment 

is a newly developed in-house intelligent social robot 
(iSocioBot) using off-the-shelf standard components [18]. 
The main goal behind building iSociobot is to attempt to 
make service robots socially intelligent and capable of 
establishing durable relationship with their end-users [19]. 
iSociobot is designed to work side-by-side with people and 
therefore its body shape is built to resemble that of the 
human body, as it is shown in Figure 1. The robot is 1.49m 
tall, which is very close to the worldwide average human 
female height, 1.7m. This height makes its users more 
comfortable in interaction with it and gives the robot 
cameras, on top of it, a wider field of view (FOV) for more 
optimal and robust face detection and recognition. The 
human-like body frame, round face and nick of the robot is 
supported by a round face and a neck built on top of a low 
cost TurtleBot base able to move and turn around at a speed 
close to human speed [20]. The face is equipped with 32×32 
RGB matrix LED array to enable the robot to display 
different types of facial expressions, and three Pololu RGB 
LED strips for ears and necklace.  
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Figure 1.  iSocioBot. 

With the aid of the face and ears, the robot can simulate 
expressions such as listening, thinking and speaking. Due to 
the limited payload capacity of the robot base, which is 
maximum 5kg, it is decided to build the body frame from 
light materials such as plastic and wooden sticks and 
covering it with acoustic clothes to allow sounds to reach the 
acoustic devices and for the robot to look more feminine and 

friendly. The robot is also equipped with a range of sensors 
and actuators including encoders, laser range scanner, gyro, 
bumpers, Xbox Kinect, color camera, microphone array, 
loudspeaker, Wi-Fi module, two-wheel drive (2WD), etc., 
which can give the robot massive capabilities to sense the 
environment, able to localize, mapping, and navigate, avoid 
collision, simulate human’s emotional and facial 
expressions, and have a dialogue system to verbally 
communicate with human end-users. iSocioBot software 
system is based on Robot Operating System (ROS) and 
Ubuntu. The software is a set of open source and newly 
written software frameworks running as a set of ROS-based 
processes. When all software modules are running, the robot 
is only limited by the capability of the onboard computer 
battery, which is around one hour, before the need for 
recharging. 
 

B. Human-robot interaction using speech 
In this section, we present our ongoing work in building 

and integrating technologies for natural and long-term 
human-robot interaction. The robot’s ability for establishing 
simple and natural interaction with its users is of central 
importance for all kind of applications of personal robots. 
The system consists of spontaneous automatic speech 
recognition (ASR), audio-visual perceptual system, speaker 
localization and tracking, dialogue system, and speech 
synthesis.  When a user speaks to the robot while they are 
not facing each other, the robot tends to slowly spin around 
until it can clearly face him/her. These components have 
been integrated on iSocioBot for real-time and long-term 
user interaction.  

Although the robot has a more sophisticated artificial 
intelligence (AI)-based dialogue with natural language 
understanding system, which is able to respond to users in a 
more human and natural manner, in this experiment and for 
the sake of providing all users with the same conditions, a 
very primitive, flexible, and answers-independent dialogue 
script is used. The dialogue script consists of a set of ordered 
groups of sentences and questions. In the experiment, the 
robot randomly chose a sentence or a question from each 
group in order. Detecting when the user starts and stops 
talking timely control the transition between each script item. 
The dialogue starts by greeting the user using one of the 
welcome statements, asking about his/her name, a few 
sentences and questions to discuss the cultural night event, 
and then it ends by wishing him/her a pleasant event. The 
dialogue was conducted in Danish. An English translation of 
a part of the Danish script is shown in Table I. 
 

C. Data collection and questionnaire 
Data will be collected through a paper-based 

questionnaire [21]. The questionnaire consists of a number of 
questions assessing the views and impressions of participants 
regarding the factors that could potentially impact robot 
acceptance and adoptions. These factors include robot 
functionality, robot social capability, and robot appearance. 
The questionnaire will also collect some demographic data 
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about participants such as gender, age group and previous 
experience in interacting with personal robotics. For children 
or adults with a low literacy rate, it was allowed to fill out 
the questionnaire verbally with the help of a staff member or 
parents.  

TABLE I.  DIALOGUE SCRIPT 

No. iSocioBot’s Dialogue Script 
1 
 
 
2 
 
 
3 
 

Hello. Welcome to the cultural 
evening. I am SocioBot from Aalborg. 
What is your name?  
Hello. Welcome to this glorious 
event. My name is SocioBot and I come 
from Aalborg. What is your name? 
Hi there. Welcome to Culture Night. 
My name is SocioBot, and I come from 
Aalborg University. What is your 
name? 

1 
2 
3 

Great to see you. 
Nice to meet you. 
Om, it is nice to be with you. 

1 
2 

Where are you from? 
Where do you live? 

1 
 
2 

It's a good place. I have heard very 
well about it. 
It sounds like a nice place. I would 
like to visit it one day. 

1 
 
2 

What made you decide to attend the 
cultural evening? 
Why are you here tonight? 

1 
 
 
 
2 

I am glad you are here. There is much 
to see. I hope to get time to look 
around later, but so far I have to 
stand here and greet people. 
It is great that you are here. I have 
heard that there are many different 
exhibitions and stands around, so I 
hope to get time to try them later. 
For now, I greet people, when they 
come. 

1 
 
2 

How many people do you think there 
are here tonight? 
How many do you think there comes to 
culture tonight? 

1 
 
2 

It is a great event. I guess around 
3000 visitors. 
Yes, it's a great event. My best 
guesses are that there will be about 
3000 

1 
 
2 

What do you think about my appearance 
in general? 
What do you think of the way I look 
like? 

1 
2 
 
 
3 

It's good to hear. Thank you. 
Thank you, your opinion is important 
to me. I would probably just consider 
it.  
Thank you, it's good to hear your 
opinion. I way just think about it. 

1 
 
2 

It was nice to talk to you. I hope 
you get a lovely evening. 
It's been exciting to talk to you. I 
wish you a fun night. ' 

 
Before interacting with the robot, each participant has 

been given an introduction to iSocioBot, design, functions 
and its possible applications. They are also given a brief 

explanation about what kind of data the questionnaire will 
collect, why it is collected and how it will be used. A staff 
member provided explanations and guidance before and 
throughout the experiment to participants. 

The paper questionnaire consists of four main questions 
with a set of standard answers, a section for demographic 
information, and three illustrative pictures. The first two 
questions are addressing the social intelligence skills of the 
robot by assessing the user’s impressions and views before 
and after interacting with the robot, the third question is 
about the user’s preferences of the robot appearance by 
asking whether they would prefer the human-likeness or 
machine-likeness of the robot and how this can affect their 
engagement with and acceptance of the robot, and finally the 
fourth question is addressing the robot functionality by 
assessing the need for a touchscreen display on the robot’s 
chest to facilitate robot’s control and user interface issues 
and how this can affect robot acceptance.  

Culture Night 10 October 2014 
 

SocioBot Feedback Questionnaire 

 

 Criteria 

Score 

Strongly 
Disagree 

Disagree 
Neither 

Disagree 
Nor Agree 

Agree 
Strongly 

Agree 

1 You feel that SocioBot did NOT understand you.      

2 
Your impression about SocioBot is getting 
WORSE after interacting with it. 

     

3 
SocioBot should have more mechanical 
appearance (left picture) than a soft appearance 
(right picture). 

     

 

 
 

4 
SocioBot should NOT have a touch screen on its 
chest. 

     

 

 
 

  

Gender 
 F  
 M 

Age 
 < 14  15 - 24 
 25 - 54  55 + 

Do you have some previous experience in 
interacting with robot? 

 Yes   No 
 

 

Figure 2.  Paper questionnaire is designed to evaluate robot’s acceptance. 

For these types of questions, participants are provided 
with a set of categorical answers (i.e., Strongly Agree (SA), 
Agree (A), Neither Agree Nor Disagree (NAND), Disagree 
(D), Strongly Disagree (SD)) where he/she is supposed to 
choose only one answer for each question. Due to the fact 
that different age groups, genders, and educational and 
cultural background are expected to have different views on 
any given subject, and to get an idea of what kind of social, 
age, and gender groups are giving answers, the questionnaire 
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asks each participant to identify his/here gender (i.e., 
male/female), choose an age group (less than 14, 15-24, 25-
54, and above 55 years old), and answer whether he/she has 
previously experienced a kind of interaction with social 
robots. Identity of each participant he been left anonymous. 

Due to the expected diversity of participants’ age and 
educational background, questions are formulated in the 
most simplest way and the questionnaire is provided with a 
number of illustrative pictures to help respondents to get 
directly to the subject of each question. An English 
translation of the Danish questionnaire is shown in Figure 2. 
The experiment has been conducted during the annual 
culture night event organized by the Danish Ministry of 
Higher Education and Sciences in the city of Copenhagen. In 
this event, doors are opened for children and adults of all 
ages to experience new technology beside a massive of other 
cultural activities [22]. Interested attendees were asked to 
voluntarily take part in a dialogue with the robot and 
optionally fill out the questionnaire thereafter. Among 
hundreds of attendees, a total of 97 persons decided to 
participate. 

III. RESULTS & DISCUSSION 
97 participants in total have decided to take part in a 

dialogue with iSocioBot and fill out the questionnaire with a 
response rate above 98% (2 participants decided not to fill in 
the questionnaire). It has been believed that the experiment 
participants were a fair representative sample of the cultural 
night’s attendees. In the following sub-sections, the collected 
data will be statistically analyzed. 

A. Participants’ analysis 
It is believed that age, genders, and cultural background 

may have a certain impact on the answers of each individual 
participant. Therefore, we will analysis the group 
participants and break it down into response groups 
according to gender, age, and cultural background, as 
follows:  

• Gender: among the 97 participants there are 40 
females (around 41.24%) and 57 males (around 
58.76%), as it is shown in Table II.  

• Age: 86.60% of the participants are less than 14 
years old, 1.03% from 15 to 24 years old, 9.28% 
from 25 to 54 years old, and 3.09% of the 
participants are above 55 years old, as it is shown in 
Table II. 

• Cultural background: 88 participants (around 
90.72%) of the sample have no previous experience 
in personal and social robots beforehand. Only 9 
participants (around 9.28%) of the sample have 
experienced personal robots before. Therefore, the 
participant’s previous experience in robotics will be 
considered insignificant in this study. 

It is obvious, as it is shown in Table II, that the majority 
of the experiment participants are children under 14 years 
old and this indicates that young generations are more 
curious for testing and experiencing new and sophisticated 
technologies including personal and social robots. This also 
implies that personal and social robots are capable of 

attracting children and this can open the door for more 
applications of these robots in areas such as in education as 
an effective learning tool in homes and in classrooms and in 
useful entertainment as well [23][24]. 

TABLE II.  AGE VS. GENDER GROUPS OF PARTICIPANTS 

Age 
(years) 

Gender Total Female Male 
<14 

15-24 
25-54 
>55 

35 
- 
3 
2 

49 
1 
6 
1 

84 (86.60%) 
1 (1.03%) 
9 (9.28%) 
3 (3.09%) 

Total 40 (41.24%) 57 (58.76%) 97 
 

B. Questionnaire analysis 
In this section, data collected through the experiment will 

be summarized and analyzed, as it is shown in Table III. The 
three factors that might affect robot acceptance and 
adoptions will be analyzed through the following 4 
questions: 
Q1: do you feel that that iSocioBot did not understand you? 
Q2: your impression is getting worse after interacting with 

iSocioBot? 
Q3: iSocioBot should have more machine-likeness than a 

human-likeness appearance? 
Q4: iSocioBot should not have a touchscreen display on its 

chest? 
1) Social Intelligence of the robot: Questions 1 and 2 

are used to ask participants about their views and 
impressions about the social skills of the robot. The first 
question asks whether the participant has the feeling that 
iSocioBot can understand him/her. This question implies 
evaluating the ability of the employed ASR system and the 
dialogue system to provide appropriate and logical answers 
corresponding to the user’s answers. The second question 
asks the participant whether he/she still has the same 
impression about social robot or it is getting worse after 
interacting with the robot. This question, in addition to 
assessing the social skills of the robots, it also assess the 
user’s previous believes and expectations of such kind of 
technology and to what degree its behavior matches its 
humanoid appearance. Participants’ answers (%) are shown 
in Table III.  

TABLE III.  STATISTICAL RESULTS OF THE QUESTIONNAIRE 

Labels Frequency of questionnaire answers 
Q1 Q2 Q3 Q4 

SA 
A 

NAND 
D 

SD 

9 (9.28%) 
23 (23.71%) 
13 (13.40%) 
34 (35.05%) 
18 (18.56%) 

4 (4.12%) 
10 (10.31%) 
22 (22.68%) 
29 (29.90%) 
32 (32.99%) 

7 (7.22%) 
2 (2.06%) 
7 (7.22%) 

27 (27.84%) 
54 (55.67%) 

12 (12.37%) 
20 (20.62%) 
19 (19.59%) 
15 (15.46%) 
31 (31.96%) 

 
From Table III, 53.61% of the sample are disagree and 

strongly disagree on the hypothesis that iSocioBot cannot 
understand them compared to 32.99% who either agreeing or 
strongly agreeing that the robot cannot understand them 
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clearly. 62.89% of the sample either disagree or strongly 
disagree that their impression about social robots is getting 
worse after interacting with iSocioBot. It could be concluded 
that the sample users are strongly satisfied about the current 
social skills of the robot and that there is a satisfactory 
matching between robot’s humanoid appearance and its 
social skills. In other words, the majority of the participants 
strongly agree that the robot looks like human and is able to 
behave similarly by identifying and reacting to human 
communications using voice and facial expressions. 

2) Robot appearance: Compared to industrial robots 
which are specifically designed for doing some specific 
tasks such as welding steel in specifically designed car 
factory or workshop, humanoid robots, on the other side, are 
designed for use by humans in daily life activities and in an 
unstructured and dynamic environment, therefore, these 
robots have to be adapted to the world in which humans are 
already live. However, It is not adequate that these robots 
would likely be designed to look like one of us, or just have 
a pleasing looking but it should be designed specifically for 
its intended function. Despite the reality that the majority of 
humanoid robots would have no use for their humanoid 
appearance and because people are naturally used to 
communicate and interact with other humans, people would 
be more accepting of these robots if they appeared and 
operated in a much more human manner. In this experiment, 
question number 3 is about user preferences regarding the 
robot appearance. It asks participants whether they would 
prefer the machine-like or human-like appearance of the 
robot? The majority of the participants in the interaction 
decided that they would prefer the human-likeness of the 
robot. 83.51% of the sample were either disagreeing or 
strongly disagreeing on the hypothesis that social robots 
should have a more machine-like appearance.   

3) Robot functionality: To improve robots acceptance 
and use, question 4 is used to ask participant their views 
whether the robot should not have a touchscreen display on 
its chest. 47.42% of the participants group either disagreeing 
or strongly disagreeing on that hypothesis compared to 
32.99% who see that it is not necessary for the robot to have 
a touchscreen display on its chest. Touchscreen would be 
used to facilitate communication with the robot and improve 
safety. Answers of participants are given in Table III. 

IV. CONCLUSIONS 
Creating robots which look, communicate and maneuver 

like humans has partially become a reality. These robots are 
now able to adequately communicate with human users 
using voice, identify human communications patterns and 
reacts accordingly, simulate human’s facial expressions, and 
maneuvering like humans, however, it is still far to achieve 
the deep and complex level of human-to human 
communication and interaction.  These robots are designed 
to be used by humans and in the world in which humans are 
actually live.  In this regards, an experiment is conducted to 

measure the impact of some variables that are believed very 
effective for user acceptance and adoption of these robots. 
Data analysis showed that children less than 14 years old are 
more interested in interacting with robots. This complies 
with previous studies that indicated that young generations 
are more likely willing to experience and use new and 
sophisticated technologies specially robots. The success of 
the robot in attracting children is a signal of the usefulness of 
these technologies and it opens the door for employing this 
technology to work directly with human and operate in a 
variety of applications such as educating and entraining 
children at homes and in classrooms. If children will be 
major consumer of personal robots, they also should be 
given more effective role in designing these new 
technologies. 

Despite the reality that the majority of robots would have 
no use for its humanoid appearance, results showed a strong 
support for the human-likeness appearance of personal 
robots. Because people are naturally used to communicating 
and interacting with other humans, it would be ideal situation 
for any one trying to use a personal robot. If we can design a 
robot which is able to react and communicate in a similar 
way to humans, it would no longer be thought as a machine 
by its user, and people would naturally be more engaged and 
accepting it if it appeared and operated in a much more 
human manner. For user acceptance and adoption, a strong 
matching between the humanoid appearance of the robot and 
its behavior must be achieved, and vice-versa. Results 
showed a strong support for humanoid robots to have a 
secondary mean of user-interface and communication rather 
than the natural human communication by voice. A 
touchscreen display on the robot’s chest might give the 
robot’s users a better feeling of safety in case the ASR 
system failed to work properly. 

From this study, we can summarize the following 
concluding remarks; 1) in the area of social and humanoid 
robots, it is crucial to achieve a kind of matching between 
robot appearance and actions, if a robot’s designer will go 
for the human-likeness appearance, a satisfying degree of 
robot’s social intelligence and skills must be achieved, and 
vice versa, 2) in addition to the voice communication 
between the robot and its users, a secondary way, such as a 
touchscreen display on the robot’s chest, to communicate 
with the robot in emergency cases or in case of ASR failure 
is crucial, 3) children are more interested in experiencing 
new technology and therefore they should be given a more 
effective role in the design and development of such kind of 
technology, and finally, 4) personal robots are very well 
accepted product and therefore it can be employed to work 
with humans in very challenging environments such as in 
classrooms for educating children and in nursery homes for 
elderly care giving.  
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Abstract—Enabling smooth Human-Robot collaboration requires
enhancing perception and intelligence of robots, so that they
can “understand” the actions performed by the humans with
whom they are interacting. In this paper we are dealing with
new industrial collaborative robots on assembly-line and supply-
chain in automotive manufacturing. We are conducting research
on technical gestures recognition, to allow the robot to understand
which task is being executed by human worker, and react
accordingly. We use two kinds of sensors: depth-camera for
monitoring of human movements, and inertial sensors placed
on tools. In this study, we propose and use a method for head
and hands tracking using a top-view depth-map, and use HMM
(Hidden Markov Models) to recognize gestures with these data.
Then, we refine the results from the HMM with data from
inertial sensors equipping tools. Our research shows that: i) using
3D-vision only, we can obtain already good results of gestures
recognition for several workers: 80% of the gestures are correctly
recognized, ii) exploiting data from tools equipped with inertial
sensors significantly improve the recognition accuracy to 94% in
the same multi-user evaluation. A first test of our method with
a simple Human-Robot collaboration scenario is also described.

Keywords–Human-robot collaboration; Industrial application;
Assembly line; Gestures recognition; Depth camera.

I. INTRODUCTION

Robots are becoming more and more present in our every-
day life. They can be used for social interaction or for medical
support. In the industrial context, collaborative robots are
emerging that are intrinsically “safe”. These robots, devoted to
tasks that are either of low added-value, or potential source of
musculoskeletal disorders, are working nearby workers without
barriers between them contrary to current robots in factories.
Therefore, collaborative robots allow increased automation
of factories, saving of space and cost while improving pro-
ductivity in the industrial plants. This new configuration of
collaboration between robots and humans on assembly-line
and supply-chain is efficient only if human-robot collaboration
can be smooth, i.e., the robot is following the human gestures
in order to respond fluidly. To this end, and in order to
ensure workers’ safety, a collaborative robot has to be aware
its environment, to be able to adapt its speed to the worker
rapidity, and monitor worker’s actions in order to ensure
smooth cooperation.

Gesture recognition can meet these needs: by recognizing
the worker’s gestures, the robot can recognise which task is
being executed, adapt its speed and detect when something
unexpected happens. One of the difficulties of this goal is that,
contrary to most Human-Computer interactions where the user
can adapt to the system, the worker must be able to work “as
usal” and is not supposed to make any effort for his gestures
to be correctly understood by the robot.

In this paper, we are focusing on technical gestures recogni-
tion for human-robot collaboration. To enable a robust gesture
recognition, we use two kinds of sensors: depth-camera and
inertial sensors. Depth-camera allows us to have information
on the worker’s postures, and to evaluate his distance to the
robot. In addition, we equip with inertial sensor some tools
manipulated by human workers, in order to know when they
are used. The main contribution of our paper is to show
the feasibility of a robust user-independent and totally non-
intrusive system for real-time recognition of typical technical
gestures of human workers in a factory, for allowing natural
interaction of collaborative robots. Also, one of the novelties
in our work is the use, as a complement to real-time analysis
of depth images, of an inertial sensor placed on a tool rather
than on the operator. This increases very significantly the rate
of correct gesture recognition, while keeping our system totally
non-intrusive.

This paper is organized in five parts. In Section II,
we present related work on human-robot interaction, gesture
recognition, human pose estimation, and sensors fusion. In
Section III, we present our experimental use-case. In Section
IV, we detail our methodology to recognize the gestures and
to fuse data from the depth-camera and the inertial sensors. In
Section V, we present our results of gesture recognition and a
first Human-Robot collaboration using our system. Finally in
Section VI, we provide conclusions and perspectives for our
future work.

II. RELATED WORK

In this Section, we present related work on the topics
of human-robot collaboration and gestures recognition. In
subsection II-A, we present several applications of human-
robot collaboration in different fields. Then in II-B, we de-
scribe different kinds of features and frameworks for gestures
recognition with depth camera only and with the addition of
inertial sensors.

A. Human-Robot collaboration

With the massive arrival of robot in our everyday life
the research on human-robot interaction and collaboration has
been very active these last years [1].

Robots are already very present in different fields. They are
used to interact with elderly people, [2], to guide visitors in a
museum [3] or to assist humans during walking training [4].
To be better accepted by humans, the interaction with the robot
has to be natural, using the same codes as a Human-Human
collaboration. Since gestures are important factors in Human-
Human conversations, non verbal interaction has already been
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used to enable a communication between the robot and the
human, [5] and [6].

In factories, new collaborative robots are designed to be
intrinsicly safe and to provide complementary skills to human
co-workers like the Kuka LWR [7] and the Universal Robot
UR [8]. In this context, collaborative robot and human can
work together, for example carrying the same object [9]. Some
studies have evaluated the worker’s acceptability to work with
this new kind of partner [10]. In [11], the authors present a
framework enabling the robot to adapt his behaviour to a new
user after a first step of joint-action demonstration.

B. Human pose estimation and gesture recognition
Human pose estimation is becoming easier since the appari-

tion of depth-cameras, for example the Microsoft Kinect [12],
[13]. This RGB-D sensor combines standard RGB images with
depth information obtained by analysis of a projected infra-
red pattern. We can sort the methods to estimate a human
pose using a depth-camera in two classes: without, [14], and
with, [15] and [16], a prior posture learning. The advantage
of the first class is that we do not need a previous dataset to
establish the human pose but these methods can be slower to
compute the human pose. Conversely, with prior learning the
acquisition of a dataset and its processing can be a long first
step, but the human pose estimation is performed more quickly.
However, a limitation of human pose estimation using learning
is that it can properly handle only postures similar to those
included in the dataset used for its design and training. For
example the Kinect SDK recognizes postures only when the
user is facing the camera. Once these postures are extracted,
they can be selected, fully or partially, to determine which
ones are the most discriminant to recognize gestures. In [17],
the authors use Principal Component Analysis (PCA) to select
the most useful features, among skeleton joints, to recognize
gestures. In [18], the authors convert the set of skeleton joints
to create a more robust and less redundant pose descriptor
based on joint-angles representation. They also use SVM to
determine key poses which will be used to do gesture training
and recognition.

Many methods to recognize gestures have been set up
these past years. The 3D skeleton tracking of the subject
with a depth camera is often used to recognize gesture, as
in [19] and [20]. Various approaches have been proposed to
handle dynamic gestures recognition. The most known are
HMM [21] used, among other, in [22] and [23]. But other
machine-learning algorithms have been successfully applied:
Dynamic Time Wrapping (DTW), Support Vector Machines
(SVM), decision forest and k-Nearest Neighbours (kNN). All
gesture recognition systems have limits and constraints, for
example the HMM based recognition needs a large amount of
training samples to be efficient. For all systems, the number
of recognizable gestures is predefined and limited. To be well
distinguished, two gestures must be different enough to enable
the recognition system to differentiate them.

The simultaneous utilisation of inertial sensor and depth-
camera have appeared in the literature in first place to deal with
calibration issue, as in [24]. Fusion of depth-map and inertial
sensor for gesture recognition is done in [25]. The authors
fused the data coming from the two types of sensor by re-
sampling and filtering. Then, they proceed at a classification
with HMM. In [26], the authors used only inertial sensor to

(a) (b)

Figure 1. Description of our experimental use-case, (a): the robot gives
motor parts to the worker, (b): we equipped the scene with a depth-camera

and an inertial sensor fixed on a screwing-gun tool

recognize technical gestures. However, up to our knowledge no
published work proposed, as we do in this paper, to improve
gestures recognition by using inertial sensors placed not on
monitored human, but rather on object or tool manipulated by
him.

III. PRESENTATION OF OUR EXPERIMENTAL USE-CASE

We work on a scenario where the worker and the robot
share the same space and work together. The task is inspired
from the assembly of motor hoses on supply chain. Presently,
the assembly process of motor hoses has some drawbacks: the
worker has to find the appropriate parts of the motor hoses
among other motor parts, which is a lack of time and increase
the cognitive load of the worker. In our set-up, the robot and
the worker are facing each other, a table is separating them,
see Figure 1(a).

On an assembly line, because mounting operations must
be achieved quickly and efficiently, the actions to be executed
by human operators are standardized as a rather strictly-
defined succession of elementary sub-tasks. To ensure a natural
human-robot collaboration, the robot has to perform an action
accordingly to which task the operator is executing, in order
to be useful at the right time and not delay the worker. In our
use-case, the assembling of motor hoses requires the worker
to take 2 hose parts respectively on left and right side, join
them, screw them, take a third part from left, join it, screw it,
and finally place the mounted motor hose in a box. The only
actions performed by the robot are giving a piece with the
right claw and giving a piece in the left claw. The set of human
operator’s gestures to be recognized by our system is therefore
rather straightforwardly deduced from above-mentioned sub-
tasks as:

1) to take a motor hose part in the robot right claw (G1)
2) to take a motor hose part in the robot left claw (G2)
3) to join two parts of the motor hose (G3)
4) to screw (G4)
5) to put the final motor hose in a box (G5)

These gestures will allow the robot to be synchronized with
the operator by understanding when an operator is taking a
piece from a claw and when the next piece is needed.

The classical sequence of gestures to assemble motor hoses
is: (G1 then G2) or (G2 then G1), then G3, then G4 then G2,
then G3, then G4, then G5. Some workers prefer to do the
two screwings after the second execution of G3, so that we
cannot suppose a strictly-defined ordering of operations, as it
is essential to leave to human workers some freedom degree
in their work.
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We equipped the scene with a depth-camera which is
filming the worker with a top-view. With this set-up, we are
avoiding most of the possible occultations on a supply-chain
due to workers or objects passages. We also put an inertial
sensor on the screwing-gun, in order to know when it is moved
by the worker, see Figure 1(b).

IV. METHODOLOGY

In this Section, we present our methodology to achieve
technical gestures recognition. The global processing pipeline
is illustrated on Figure 2: using segmentation and computation
of geodesics on top-view depth image, we estimate a 10D
feature vector characterizing operator’s posture, and used for
recognition of gestures. In subsection IV-A, we present our
method to extract hands positions of the worker from the
depth-map using geodesic distances between the top of the
head and each point of the upper body of the worker. In
subsection IV-B we explain how we put together information
from the depth-map about the worker posture to create features
to learn and recognize technical gestures. In subsection IV-C
we present our learning and recognition framework, and in
IV-D we show our method to merge information from the
depth-map and the inertial sensors.

Figure 2. Pipeline from our raw depth image to gestures’ recognition

A. Tracking hands positions
To localize and track hands of the worker, we have adapted

and extended to top-view case the method proposed in [14].
Figure 3 illustrates our framework.

1) Upper-body and head extraction: We only need the
upper-body of the operator to recognize his gestures, because
the worker is staying in small area during his work and he
only uses his hands for assembling the motor hoses. From
the raw depth-image (see Figure 3(a)), we segment the upper-
body by keeping only the depth pixels that are above the
assembling table (see typical result on Figure 3(b)). Then, the
top of the head is located as the biggest ”blob” from the 10%
highest pixels of upper-body (the 10% threshold value was
determined by anatomic considerations). Finally, the center of
the head top is estimated as the center of the ”top-of-head
blob”. Additionally, using typical anatomic values of height
distance from head-top to shoulders level, we locate the two
shoulders on the depth-image map; this allows to estimate torso
orientation as the horizontal angle of the straight line joining
the two shoulders.

2) Creation of the upper-body graph: In order to locate
hands, we make the assumption that they are the visible
parts of the upper-body that are the farthest from the head,
not in Euclidean straight line distance, but following the
body surface. To find these ”farthest” points, we calculate
the geodesic distances between head-top and all points of
the upper-body. In order to compute geodesics, we create a

(a) (b)

(c) (d)

(e)
Figure 3. Our hands-tracking method. (a): initial depth map, (b): upper body
of the worker, (c): geodesic distances between each point of the upper body
and the head (blue to red), (d): farthest upper body parts from the head, (e):
head and hands locations with the shortest paths between the hands and the

head

weighted graph with all pixels from the upper-body as nodes.
The first step is to connect each pixel with its eight neighbours
(only if they also belong to the upper-body). To each of these
connections is associated a weight equal to the absolute value
of difference between the two connected pixels (which is
approximately their height difference, since the depth camera is
pointing downwards and nearly vertically). In order to obtain
geodesics that link only anatomically contiguous body parts
(e.g. for instance, not ”jumping”, from an arm directly to the
torso it touches), we prevent connections between depth pixels
that have a too large depth difference.

3) Application of the Dijkstra algorithm for hands local-
ization: After creation of the upper-body graph, we apply to
it the Dijkstra [27] algorithm in order to find the shortest route
between each point of the upper-body and the head center. A
route is a succession of continuous connections from the graph
and the length of the route is equal to the sum of the used
connection weights. The result can be seen on Figure 3(c):
pixels with colder colours (blue, green) are those that are
geodesically-closest to the top of the head; conversely, pixels
with warmer colours (orange, red) are geodesically-farthest
from the top of the head. The hands approximate locations
are then found by computing the two biggest blobs inside the
part of upper-body that are farthest from the top of the head,
with typical outcome shown on Figure 3(d). Finally, as can be
seen on Figure 3(e), we obtain hands locations, as well as the
corresponding geodesics from head-top.
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B. Features
After the tracking of the hands positions, we need to define

features describing the worker’s posture, see Figure 4. To do
learning and recognition on several persons, we need a feature
that is independent from each person’s morphology.

x

y
Figure 4. Representation of our features: the two hands and the head

location (red dots) and the torso orientation (angle in yellow)

We chose to use the hands and head 3D locations (red
dots on Figure 4) and the torso orientation (angle illustrated
in yellow on 4). The third dimension of our vectors is equal
to the value of the associated pixels in the depth map. These
data are then concatenated in a ten-dimensions vector. For each
frame, we calculate a feature which describes a posture of the
worker.

C. Gestures recognition
To do the learning and the recognition we use discrete

HMM, a combination of K-Means and HMM, see Figure 5.
For the learning, once we have extracted the features from all
the frames independently of which gesture, we use this training
set to determine K clusters with the K-Means algorithm, the
centroid of each cluster represents an average posture. We use
this trained K-Means to quantize each series of postures, i.e.,
gesture. These quantized series are used as input for the HMMs
for learning and recognition.

Figure 5. Pipeline of our learning and recognition method

We train one HMM for each gesture. When we want to
predict which gesture is being performed, we test our quantized
series of postures on each HMM. The gesture associated to the
HMM with the highest likelihood to have generated this series
of posture is “recognized”. The Forward algorithm, described
in [21], is used to establish the most likely gesture.

D. Utilisation of the inertial data
In our set-up, we also put an inertial sensor on the

screwing-gun. We use this additional data source with a
“late-fusion” scheme: classification by HMMs based only on

features extracted from depth image is done first, and tool’s
inertial data is considered only afterwards to obtain the final
output of our system. The screwing-gun is supposed to move
only when the worker is using it to fix two parts of motor hose.
We are in conflict with the result of the HMM classification
in two cases:

• case 1: when the gesture G4 is recognized while the
screwing gun did not move

• case 2: when a gesture which is not G4 is recognized
while the screwing gun did move

For the first case, if we suppose that the inertial sensor
cannot be broken, it is not possible to screw without moving
the screwing-gun. Since the gesture recognized corresponds
to the HMM associated with the highest likelihood to have
generated the sequence of features, we look at the output
likelihood of the HMM linked to gesture G4. If this likelihood
is above a threshold we decide that gesture G4 has been
executed, otherwise no gesture is recognized.

For the second case, it is possible that the screwing-gun
moved without being used. If the worker want to move it
from one side of the table to another for example. In this case
we also look at the output likelihood of the HMM matching
with G4. If this likelihood is above a threshold we replace the
gesture previously recognized by G4, otherwise we keep the
gesture associated to the HMM with the highest likelihood.

With this method, we make our system more robust by
correcting wrong recognitions.

V. RESULTS

In this Section, we will present our results of gestures
recognition using either the depth-camera alone, or the combi-
nation of depth-camera with inertial sensors. We will evaluate
impact of the addition of inertial sensor when we already have
a depth map for our use case. We will also present a scenario
of Human-Robot collaboration using our system of gesture
recognition in real time. We recorded seven workers and we are
using a jackknife method to evaluate our framework, i.e., we
are learning HMMs with labelled gesture from six workers and
testing our recognition framework on gestures of the seventh
worker. We test all the seven possible combinations.

A. Using only the depth map
For our study we chose to use HMM with four hidden states

and fifteen clusters for the K-Means algorithm. We obtain the
results in Table I.

Table I. Gestures recognition rates with only data from the depth-camera

Output (Maximum likelihood)
G1 G2 G3 G4 G5 Recall

In
pu

t
G

es
tu

re

G1 104 15 2 3 5 81%

G2 10 230 5 6 1 91%

G3 1 7 170 67 10 67%

G4 5 5 51 180 1 74%

G5 2 - 2 4 119 94%

Precision 85% 89% 74% 69% 88% 80%

We proceed at learning and recognition with all the possible
combinations of six workers for the learning and one worker
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for the recognition. Then, we add all the results of recognition
to obtain Table I.

The recall of a gesture i represents the rate of gestures i
which are recognized to be a gesture of class i. The precision
is the percentage of actual i gestures among all gestures that
the system labels as class i.

The total rate of correct gesture recognition is 80% which
is a good result. But we can see that gesture G1 is sometimes
mistaken with gesture G2. And gestures G3 and G4 are also
often mistaken. Indeed the recall and precision of G3 and G4
are low: respectively 67% and 74% for G3, and 74% and 69%
for G4.

B. Using combination of depth map and inertial sensors
Table II presents results of gestures recognition after cor-

rection with data from the inertial sensor fastened to the
screwing-gun, as explained in Section IV-D.

Table II. Gestures recognition rates with combined data from depth-camera
and inertial sensor

Output (Maximum likelihood)
G1 G2 G3 G4 G5 Recall

In
pu

t
G

es
tu

re

G1 104 15 1 - 5 83%

G2 10 230 4 - 2 93%

G3 - 3 191 - 9 94%

G4 - - - 242 - 100%

G5 1 - 4 - 119 96%

Precision 90% 93% 96% 100% 88% 94%

We can first observe, by comparison with Table I, that
all the false recognitions of G4 that were occurring without
inertial sensor data, have been corrected. The recognition
rate of gesture G3 is also dramatically improved. These two
gestures were previously often confused one for another.
With these corrections, our system reaches a global rate of
correct gestures recognition of 94%, which is an excellent
result, considering that our evaluation is multi-user (7 different
persons repeating several times the total assembling operation).
This result also highlights the interest of equipping tools with
inertial sensors and use these information as a second layer
after the classification of gesture with depth data.

C. Setting up a scenario of Human-Robot collaboration
We elaborate a scenario of collaboration between the

worker and the robot in our use case, see Section III. To
control the claws opening, the worker originally had to press
two buttons, one for each claw. We removed these buttons and
now use the gesture recognition to command the claw opening.
To prevent a motor piece to fall on the table without a hand to
grab it underneath, we combine the gesture recognition with
the detection of the hand position near the claw.

For the right claw, if we recognize gesture G1 (to take a
motor hose part in the right claw) and if the right hand is
near the right claw, we command the claw opening. The same
principle is applied for the left claw with gesture G2. This
scenario enables reduction of the cognitive load of the worker
because he does not have to think about the button and remains
concentrated on the motor hoses assembly.

To command the claws openings we connected our com-
puter to the robot with a Arduino [28] board. Our algorithm is
coded in C++ language and processes 12 frames per second,
which allows us to enable a smooth collaboration between the
worker and the robot.

VI. CONCLUSIONS AND FUTUR WORK

In this paper, we have presented our research related to
Human-Robot interaction in factories of the future. The goal
is to enable tight and smooth cooperations between a human
worker and a collaborative safe robot. One of the pre-requisite
to attain this goal is to allow the robot to monitor and “under-
stand” the activities of its human co-worker. We therefore focus
on design, implementation and test of a method for robust and
non-intrusive recognition of technical gestures, as it is clearly
one of the key enabling technologies for achieving smooth
Human-Robot interaction in our factory context.

We chose to use a depth-camera because it is a non-
intrusive sensor robust to light changes and which provides
information on the worker’s posture. To augment the robust-
ness of our system, we further equipped the tools (screwing-
gun in our use-case) with inertial sensors. Our system therefore
does not require the workers to wear any special equipment.
We focused on a scenario of “handing” over of motor parts
from a collaborative robot to a worker. Our framework differs
from other studies using both a depth map and inertial sensor to
do gestures recognition, firstly because in our approach inertial
sensor is placed on a tool rather than on the monitored human.
We first presented a new method to track hands with a top-
view depth map without prior knowledge: geodesic distances
from head are estimated for upper-body by Dijkstra algorithm
applied on a graph of depth pixels, and hands locations are
determined by searching parts that are “geodesically-farthest”
from the head. For gestures recognition, we proposed a simple
feature based on head and hands 3D locations and torso orien-
tation, which is discretized by K-means and fed into discrete
HMMs. We have evaluated multi-user performances of our
system on a dataset obtained by recording 7 persons repeating
several times the total assembling operation. This showed that
with vision-only (the top-view depth-camera), already 80%
of good gesture recognition can be attained. Furthermore,
when combining with data from inertial sensor attached to the
screwing-gun, the recognition rate is significantly raised to an
excellent 94%. We tested our method on a simple scenario to
command the robot claw opening with the gestures recognition.

Two main conclusions can be drawn from our study:
1/ robust and non-intrusive user-independant recognition of
technical gestures of workers in factory seems feasible in
principle; 2/ it can be extremely valuable for improving
gestures recognition in factory to instrument workers’ tools
with inertial sensors. From these results, we can also conclude
more generally that it should be possible to develop intelligent
collaborative robots that can interact and cooperate smoothly
with human workers in factories.

In our future work, we will program more reactions of
the collaborative robot to the worker’s gestures. We shall
also record gestures from a larger pool of workers to extend
our results on a larger range of morphologies and gesture
executions. We will also work on an user-adaptive learning
to increase our correct recognition rate with the vision only.
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Abstract—Falls are the primary cause for older adults that make
it necessary to move to a care facility. One option is to wear
a mobile device, with the limitation that it needs to be worn
any time while a fall happens one time a year. Together with
care professionals we worked on a mobile robotics solution that
does not only discover falls, but is pro-active to avoid falls in the
first place. Old people rapidly realized that a robot picking up
objects from the floor is a great help. While tests in a laboratory
setting showed the usefulness of this function, we needed to
send the robot out into the user’s home to learn about the real
challenges when approaching a realistic use case scenario. We
present results stressing Human-Robot Interaction from a study
where users tested the robot in their homes in three countries.
Findings indicate that the pick-up function is highly valued, even
if the robot costs go up considerably as opposed to a mobile robot
without arm.

Keywords–assistive robot, mobile manipulator robots

I. INTRODUCTION

Falls are the primary cause for older adults that make
it necessary to move to a care facility. Together with care
professionals we worked on a mobile robotics solution that
does not only discover falls but is pro-active to avoid falls in
the first place. The result is the Hobbit robot, which provides
a set of functions to the user with a multi-modal user interface
to realize easy to use Human Robot Interaction (HRI).

While there are many service robots targeting the applica-
tion of an extended video phone, there are only a few robots
including an arm to interact with the environment. The top end
robot with similar functionality as Hobbit is Care-o-bot [1],
which was used in the SRS [2] and Accompany [3] projects
to study user interaction for bringing water and other help
functions in care facilities [4]. This robot is too large to operate
in homes while several of the other robots such as Giraff [5]
are not autonomous and need to be remotely operated.

The main novelty of of the Hobbit robot was to bring a
service robot into user’s homes, that can do more than as
an extended video phone that is operated by a remote user
including the navigational capacity. The proposed Hobbit robot
provided the following functions to the user. (1) Maintaining
the user’s self-efficacy is addressed with exercising cognitive
and physical skills without so explicitly ad-dressing the target
goal of self-efficacy (social connectedness and fitness func-
tions). (2) Increasing the perceived user’s safety is addressed
by managing and keeping safe at home (emergency detection,
grasping from floor, transport objects, safety check, calling the
robot, pa-trolling). And (3) addressing the user’s well-being to
maintain a positive affect (entertainment functions). A unique

setting of the Hobbit study was, that users were free to select
any of the functions at any time. We summarize results related
to HRI and what technical realizations proved to be useful or
need improvement.

The paper is structured as follows. We proceed with a
closer look and comparison to other present ongoing work
and then, Section II describe the Hobbit robot in more detail
and in Section III the functionality that has been implemented
and that it provided to the users. Section IV summarizes the
user trials, how they were conducted and what was measured.
And Section V summarizes and discusses the results and first
findings.

A. Related Work

Ideally robot helpers for older adults should investigate the
feasibility of providing robotic assistance with Activities of
Daily Living (ADL) and the extended assistance functions for
Instrumental ADL (IADL). Typical functions of ADL/IADL
are dressing, food preparation, eating, cleaning, and rehabili-
tation or direct physical exercise activities. Hobbit did not set
out to address these needs, since all these capabilities are yet
beyond present robot capabilities. What can be achieved relates
to the maintaining and safety of the home, fitness functions,
and creating positive effect with socializing functions. Another
aspect is where these robots are studied. There are only very
few studies that go beyond trials in care facilities and study
longer durations, e.g. [6] and a recent survey in [7]. In the
following, we highlight recent developments.

Today most of the other service robot projects further
advance the state of the art of one specific functionality. For
example, in GrowMeUp [8] the user’s habits, preferences, and
routines are studied using multiple sensors on the robot and
the environment. The robot is a reduced PAL platform without
arms from Pal Robotics [9]. As we have seen in our user
experiences, relying on an external sensor network may be
feasible in specially designed homes but is not welcomed by
users at home and requires substantial installations and the
related costs.

The EU project EnrichMe [10] also studies the use of
touch screen and an augmented user interface as a follow
up of the Companionable project with Robosoft and their
Kampai robot. Ambient Assisted Living (AAL) functions are
used by introducing Radio-frequency identification (RFID)
chips into objects, something long in talk but that did not
yet materialize since it requires a retrofitting of items and the
similar issues regarding installations at home. The research
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prototype Kompai is not certified for autonomous use with
persons.

Another recently started project is Mario [11]. It addresses
loneliness, isolation and dementia in older persons through
multi-faceted interventions delivered by service robots using
AAL sensor installations. The partners will use near state of
the art robotic platforms based on the Robosoft robot that is
”flexible, modular friendly, low cost and close to market ready
in order to realize field contributions in the immediate future”.
A specific feature is to allow for application development for
the robot to augment its functions.

The big step forward in these projects is that the robot
should be at least partially autonomous in the user’s home.
So far robots have been operated remotely or only for very
few tasks in a home during limited time of user trials, for
example in projects such as SRS, Giraff++, and RobotEra.
It was pointed out by coordinators of these projects that the
autonomous navigation capability as developed within Hobbit
will be of great use also in these projects and beyond.

In summary, user requirements as created in Hobbit already
pinpoint the primary user needs. In view of this, we will in
the next sections present what we would improve over the
Hobbit concept. Experience has shown and our user studies
have confirmed that a modular approach with customizable
features would most suitably satisfy the heterogeneous group
of elderly who could benefit from the use of Hobbit robot in
their homes. We present next the robot itself in more detail
and then enumerate the functionality that we provided for the
user trials at home.

II. THE COMPONENTS OF THE HOBBIT ROBOT

The second prototype (PT2) of the robot platform used for
the home trials has differential drive kinematics, a floor-parallel
depth camera, a head with screens as eyes and an RGB-D
camera (ASUS Xtion mounted at a height of 120 cm above
ground), a touch screen in front of the torso, and an arm with a
gripper. The platform implements some of the lessons learned
from a previous study with an older versions of the Hobbit
robot [12]. The height of the Hobbit robot is now 125 cm and it
has a width of maximum 56 cm at the point where the shoulder
of the arm sticks slightly out beyond the robot.

The development of the system aimed to keep hardware
costs as low as possible. The intention was to study if it is
feasible to provide good functionality at home even with lower
cost components to come closer to the target of introducing
a robot into user homes. The hardware components sum up
to EUR 16.000,-, Figure 1 presents the Hobbit robot and its
components. Autonomous navigation was based on a virtual
laser scan. The robot was operated via a Multi-Modal User In-
terface (MMUI) which consisted of a Graphical User Interface
(GUI) with touch, Automatic Speech Recognition (ASR), Text
to Speech (TTS) and Gesture Recognition Interface (GRI).
It provided entertainment (radio, music, audio-books, games,
fitness function), reminders, video phone service, control of
a manipulator, access to an AAL environment (e.g. call but-
tons), and emergency call features. The robot’s functionalities
included automatic emergency detection (e.g. patrolling and
detecting persons lying on the floor), handling emergencies
(communication with relatives), and supportive fall prevention
measures (transporting small items, picking up objects from

Figure 1. The Hobbit robot and its components.

the floor, searching for objects the robot had been taught by
the user).

III. THE FUNCTIONS PROVIDED BY THE HOBBIT ROBOT

In one of the first studies of its kind, a low-cost mobile
social service robot with an arm that was intended to interact
fully autonomously [13] over weeks was deployed in seniors’
private homes, to support them with tasks and make them feel
safe. Our study thus marks a major step in evaluating robotic
systems under real-life conditions [14].

The selection of functions that have been implemented on
the robot have been extracted from multiple interaction with
users, secondary users or relatives and professional care givers.
We conducted first home trials with an autonomous robot
with the aim to find out what users want. Here, a lot more
work is needed and recently started projects will expand our
understanding. Part of this work was that we conducted two
iterations of user studies and collected user requirements in
[15]. These requirements give a clear picture of what older
adults would want at present from a robot helper at home.
Conclusions are drawn from workshops with older adults
that created a longer list of requirements, which have then
been ranked in studies and questionnaires, and correlated with
technical feasibility given the present state of the art in service
robotics. We used first user trials and lessons learned to verify
the ranked requirements [16].

Before reviewing the robot system concept, let us shortly
summarize the user requirements and relate them to other
studies or care robots. The clear requirements formulated
within the Hobbit project still hold. The main services that
a home robot should provide to aid older adults target the
following needs:

• Maintain the users efficacy level: this includes func-
tions for keeping active such as

287Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         303 / 457



◦ Social connectedness including telephone, In-
ternet access to alternative ways of commu-
nication, such as a video call or to access
weather, news and other information.

◦ Physical and cognitive fitness including physi-
cal exercises that have been considered on top
of the initial description of work. This includes
games and playing music or video, and a
function that has been surprisingly welcome
by users to play the favorite radio station.

• Increase the perceived safety of user:
◦ A main aspect is already the physical presence

of the robot and its care functions such as
seeking the user and user interaction during
the patrolling function.

◦ Multi-modal interaction capabilities and sev-
eral ways to trigger an emergency call.

◦ Pick-up of known and unknown objects from
the floor which turned out be an essential as-
pect. The normal skepticism towards the robot
went away after seeing the robot picking up an
object from the floor.

◦ The robot provided an additional safety check
to the user, making her/him aware of hazards
at home while proposing solutions or options
to assist.

◦ Calling the robot for help: the use of call
buttons is an effective means to call the robot
for any task at any time.

• Functions for the user’s wellbeing: here we summarize
services that are nice to have and will actually assist to
accept the platform and keep it in use. In the Hobbit
idea we had drawn out many of these functions as
elements to make the user feel good, and possibly even
create a bonding to the robot such that it is trusted and
used and the previous two aspects are reached to an
even better degree. Examples of these functions are:
◦ A first personalization of the robot that is exe-

cuted in the initialization phase. Additionally,
the robot and basic guidelines for operating it
are introduced.

◦ Learning and finding objects is a welcome
feature for the users and regarded as a great
commodity.

◦ An important functionality that extends the
functionalities provided in Hobbit is the pick-
up from high locations. Grasping objects from
places high up that cannot easily be reached
will be investigated in EU project Ramcip,
though robot costs are expected to be con-
siderable higher. In Hobbit we regard this
functionality as a future module and a possible
extension of the basic robot platform.

◦ Entertainment ranging from games over music
to surprising the user with the specific aim to
increase user acceptance.

◦ Reward functionality is a means to enhance the
user binding with the hypothesis to improve
the acceptance by the user.

In summary, the Hobbit robot provides a rich repertoire of

functions, where several are novel and have been tested with
users or at home for the first time.

IV. DESIGN AND METHODS OF THE USER TRIALS

We conducted user trials in Austria (seven end-users), in
Greece (four end-users) and in Sweden (seven end-users). The
trials with a total of 18 primary users (PU) and 16 secondary
users (SU) were carried out in the homes of the users with
the robot interacting autonomously for three weeks with the
user. All trials took place in private homes of single-living
senior adults and lasted for a total of 371 days Assessment by
means of qualitative interviews and questionnaires took place
at four stages of each trial: pre-trial, mid-term, end of trial, and
post-trial (i.e. one week after the trial had ended). Results of
the qualitative interviews as well as perceived safety measured
by the Falls Efficacy Scale (FES) [17] are reported here.
Out of 18 users 16 (14 female) were included for statistical
analysis as two participants had to be excluded because of
missing data). The mean age was 80 years, ranging from 75
to 89 years. Qualitative data was organized using NVivo (QSR
International). Quantitative data was analyzed using SPSS by
means of descriptive statistics and non-parametric methods
(Friedman ranking-test).

A multi-method approach was applied for the evaluation
of the three quality criteria usability, acceptance (including the
Mutual Care concept [18]), and afford-ability. The evaluation
followed a detailed evaluation plan with updates according
to the inputs of the project reviewers, as well as the results
of pilot user tests in their own flats. Results were gained
from questionnaires, interviews, cultural probing with the
participants before, during and after the trials, and continuous
logging of all interaction data on the Hobbit robot.

V. FINDINGS FROM THE STUDY WITH OLDER ADULTS
USERS

As the data analysis is not yet finished we present first
results and structure these into the aspects regarding the robot
usage (usability, acceptance, afford-ability) and issues related
to the robot hardware, software and development.

A. Results regarding Overall Robot Usage
The most important results of the user trials related to the

three main quality criteria were:

• Usability: given there are no technical problems, Hob-
bit is easy to use and intuitive to handle. Different
input modalities and flexibility was helpful for PUs.
Utility of Hobbit’s functions was however perceived
to be lacking, often due to technical failures.

• Acceptance was ambivalent among users. The attitude
towards a robot did not change significantly, and
observed changes were of a negative kind. PT2 also
failed to provide a significant feeling of safety and
influence users’ self-efficacy. Emotional attachment
weakened over the course of the trials, possibly indi-
cating the unfulfilled expectations of users and a sort
of weariness from the trial procedure. What is more,
reciprocity was not given for PUs, which shows that
the Mutual Care approach needs some refinement to
become effective.
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• Afford-ability: From the experiences with PT2 in the
trials, afford-ability (at a price of Euro 16,000.-) is
not given for most users. Still, a reliably functioning
version of Hobbit featuring a head, an arm, pick-up
and learning functionality would be attractive for PUs.

From the qualitative data we extract how the different
robot functions have been evaluated by the users. They highly
appreciated the functions picking up objects from the floor,
transporting things, detecting emergencies, delivering fitness
and giving reminders. Concerning usability (also see above),
they stated that the prototype was intuitive to handle but
that errors in the actions of the robot led to frustration. The
pick-up function, for example, was fully operational only for
about 18% of the 371 days. And, if available, only about one
out of ten attempts was successful. Furthermore, processing
speed of the whole system was criticized as being too slow.
Neither voice commands nor gestures worked satisfactorily,
which is why the touch screen ultimately was used most. In
summary, usability was negatively influenced by a lack of
robustness. Quantitative data indicates that the perceived safety
as measured by the FES did not change in the course of the
trial (p = 0.265).

Furthermore, the concept of Mutual Care (MuC), developed
to increase acceptance and use of Hobbit by older users, was
found to have no effect. The reason for these unexpected
results is, with high probability, to be found in the technical
malfunctions of main features like learn object or bring object,
many false positive fall detections as well as unreliability of
most of the other commands. As reliability is a prerequisite
for user acceptance, this result suggests that acceptance of
a reliably working Hobbit would have been probably much
higher and that a such a robot would also better have met
the expectations of the users. Thus, a technically improved,
highly reliable and cheaper version of Hobbit still has a high
potential of becoming a useful and accepted tool in assisting
senior adults at home.

B. Results regarding Technical Improvements towards Future
Home Robots

While Hobbit already improved over other robots in terms
of size - it is considerable smaller both in width and height
than Care-o-bot - it is still too large. Robot height was found
to be linked to the main use of the robot. Users would like
the robot to be about as tall as when they are sitting. We
closely reached this but a maximum height of 120 cm was
found to be most appropriate. Robot width is constrained by
the homes of older adults where space is typically limited.
Hence, the platform should be smaller and has ideally not
more than a diameter of 40 cm. At present this would cause
considerable technical difficulties to integrate arms, batteries
and drives but technology is getting close to this goal. And
for reasons of easy navigation it is recommendable to give
the robot cylindrical shape which renders rotating behaviors
easier. Also in several cases doorways are as small as 65 cm
and traversal will then be easier if not feasible. Finally, the
robot arm should be completely inside the footprint of the
platform when the arm is in home position, so it cannot collide
with the environment when Hobbit is moving or rotating. A
remaining issue are threshold. 25mm have been found often
and we used ramps to overcome these obstacles. It would be
advantageous to find a simple wheeled solution to overcome

smaller thresholds without any adaptations of the environment.
Example solutions to cover thresholds are depicted in Figure
2.

Figure 2. Docking station (black) and the robot wrapped in plastic for
temperature tests.

Hobbit’s battery live was sufficient and lasted for more than
eight hours of operation time. This is fully sufficient, since
users will be tired of using the robot after a few hours and the
robot can go and recharge. In terms of safety the robot should
never be on a lower battery level, to make sure that a longer
search for the user in their home when patrolling or in case of
an emergency is supplied with sufficient power of the entire
robot system. However, the battery status was not transparent
for the user and ideally the robot would show the estimated
remaining duration of operation.

A practical issue is a small docking station and reliable
markers to assure highly robust docking. Figure 3 shows
the docking station standing in front of the wall for best
discernibility. However, due to space limits in homes it should
merge as close as possible into the wall and it would be
good to be able to place it freely. The procedure used to
dock onto the charging station is designed for high fidelity 2D
range finder sensor like lasers. Therefore, the shortcomings
of the RGB-D (limited resolution, large stand-off distance)
sensors apply negatively to docking as well. In addition to
this, docking requires close-range maneuvering to the charging
station, which due to the blind-spot of the depth stream of the
RGB-D sensors means that the actual docking is done using
dead-reckoning instead of more accurate localization methods.
Again, a laser could solve this problem. Nevertheless, using
imaging algorithms to visually detect the charging station or a
distinct visual pattern above the charging station in the RGB
stream of the sensors could also be used to make docking more
robust by providing more accurate localization information
when close to the docking station and would be the more cost
effective solution.

Figure 3. Docking station (black) and the robot wrapped in plastic for
temperature tests.

Another practical issues is a way to stop the robot at any
time. In addition to the On/Off hardware button, there should
also be a cancel hardware button/switch that would allow the
user to cancel immediately whatever activity the robot is doing
at any given moment remotely and without having to approach
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the robot. Currently, the only way the user can stop an activity
is by pressing the back arrow button or kick the bumper which
stops the movement, but not the running script, or turn the key
of the robot which causes a complete shut-down. All of the
above actions are difficult for an elderly person to perform
while the robot is moving.

At night users would want Hobbit to be silent and dark,
there should be no (bright) lights while Hobbit is in the
charging station. The LEDs at the On/Off switches of Hobbit
and the touch screen, the LEDs at the charging station and
the Hobbit eyes (displays) are too bright at night when the
user wants to sleep. Finally, let us investigate more closely
improvements related to the active robot head, which turned
out to be of great value but has scope for improvements.

Figure 4. The upper body of Hobbit and its functionalities.

The upper body turns out to be an essential component of
the robot presentation. It serves as main unit to the feeling
of the presence of the robot. Figure 4 shows the upper body
and head in more detail. The main functionality of the active
head was to increase the field of few of the RGB-D sensor
in the head and to cover with one camera functions such as
obstacle detection, human detection and gesture recognition,
and detecting and grasping objects from the floor. The head
was designed and produced by Blue Danube Robotics [19]. It
was enormously beneficial to test several head versions which
lead to clear benefits of an active head. These benefits include

• Indicating robot attention to the user: the head di-
rection naturally indicates where the robot places its
attention. Users intuitively grasped that the robot is
attending to them or not. This makes it extremely
efficient as there is no need to present to the user in
another way that the robot is busy, for example, with
messages on the touch screen or spoken word.

• Extending the robot’s viewing directions: the moving
head allows using the camera for object search in all
directions. This was used in initial search tests, where
fixed robot locations and views have been used. This
should be even more exploited in the future and is a
powerful means to extend the operational capability
of the robot without adding new hardware. One could
think of it as upgrading the robot continuously with
new perceptual functionalities given the same hard-
ware.

• Obstacle detection for safe navigation: Moving the
head to a looking down position allowed to reduce
the blind area of the sensor and to cover a larger part
of the floor. Different inclination angles were tested at
the beginning in order to improve the visibility zone,
also limiting obstructions caused by the tablet.

The active head has proven to be very useful in all these
aspects. A limiting technical factor is the field of view of
present RGB-D cameras. Typically the view is limited to
45◦−60◦ horizontal field of view and a maximum of 45◦ of
vertical field of view. While the pan-tilt ability of the neck
enlarges this ability, the field of view for a first search is
restricted.

The field of view of the Kinect or Asus sensor is 57◦

horizontally and 43◦ vertically. This limited field of view of
RGBD sensors is not restricted to the Kinect but basically
to all RGBD sensors available at present. Also the new
Kinect, though operating on another principle, Time of Flight
(TOF), has about the same field of view. Other alternatives
have similar characteristics, e.g. the ARGOS 3D - P100
sensor of Bluetechnix with rather limited resolution of only
160x120, or the Sentis ToF M100 OEM plus camera that
is made to fit into customer products. Another option is the
Intel(R) RealSense(TM) 3D Camera (Front F200) Depth Intel
RealSense F200/VF0800, yet gain with a similar field of view.
The present sensor situation is even more restricted, since
neither PrimeSense nor ASUS Kinect sensor are commercially
available any longer.

With the tasks of viewing both the floor, obstacles, onto
tables for object detection, and forward to detect persons and
recognize gestures or activities, the proposed set-up is still
viable, and can be improved by the addition of other sensors
to increase safety. A slightly changed design with a dark face
may better hide the dark holes from the camera. One way
to augment the field of view is to include a wide field of
view camera into the head. The human visual system covers
about 180◦ horizontally. This would be of particular interest
for locating the user. The head would still rotate to fixate the
user, or try several fixations, until the user has been reliably
detected. Again, the capability to have a gaze direction and
indicate to the user where the robot attends at present comes
in handy and will create the expected bonding as shown in the
trials.

First work in this direction is ongoing, e.g. [20], [21].
However, there are no systems yet that would reliably and
repeatedly fixate the user in an open home setting. Further-
more, only in a few works an adaptive approach to the user
has been attempted and then the distance estimate was used
from a laser to the single person legs in a given setting [22].

Finally, there are several practical issues that help in the
design and trial phase of a home robot. It is useful to make
the robot and its functionality remotely accessible via a secure
Internet connection. This allows engineers to check on the
platform and encountered problems without physically moving
to the trial site. If issues with the hardware need to be resolved,
a hull that can be easily unmounted saves a lot of effort. And
there is a trade-off between simple hardware and more complex
software. For example, we did not use any ultra sonic (US)
sensors, which had the effect that we had to make sure that
glass surfaces do not cover the full range of the height of the
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robot. Wooden frames typically produce sufficient signal in the
RGB-D cameras to present no hazard. On the other hand, a
few US sensors may improve the situation and may also aid
in a simple check before driving backwards.

At the end, and mixing with experience from other projects,
it is not sufficient to detect the floor alone for driving forward
safely. While we did not encounter any dangerous situation
when navigating with Hobbit, redundant perception of drivable
floor is essential to assure robot safety in front of downward
steps. Hole detectors based on infrared sensors and as a third
measure a means to block access to certain areas in the
navigation tool are advisable complimentary measures.

VI. CONCLUSION

The paper presented Hobbit - a robot developed and built to
enable older people to feel safe and stay longer in their homes
by using new information technology including smart envi-
ronments (Ambient Assisted Living - AAL). The main goal of
the robot is to provide a feeling of safety and being supported
while maintaining or increasing the user’s feeling of self-
efficacy (one’s own ability to complete tasks). Consequently,
the functionalities focus on emergency detection (mobile vision
and AAL, regular patrolling), handling emergencies (calm-
ing dialogues, communication with relatives) as well as fall
prevention measures (keeping floors clutter-free, transporting
items, staying active, fitness, and reminders). Moreover, high
usability, user acceptance as well as a reasonable level of
afford-ability are required to achieve a sustainable success of
the robot.

We presented first results of a longer study of the robot
in the wild, in the homes of 18 older adults. The study
lasted for three weeks each, with another specific highlight
of the study, that the robot was fully autonomous. Users could
freely select what they wanted to do with the robot. While
certain functionalities such as grasping objects from the floor
and searching for objects did not provide sufficient reliability,
other functions such as navigation, docking, entertainment,
reminders, and the fitness function proved to be useful. Users
saw the great potential of such a robot and very highly
evaluated the capability to pick up something from the floor
and to transport and find objects.

Regarding the effectiveness of HRI, the main finding is that
an active head is a very helpful way to convey information
about the robot and to facilitate human robot interaction itself.
The active camera in the head does not only prove to be useful
for obstacle detection and increasing the workspace, it turned
out one of the most important means for HRI as it conveys in
a very intuitive way the status of the robot. It was immediately
obvious to users, that a robot looking down is busy while
a robot looking up and then turning the head towards the
user using head and torso detection is the trigger to start an
interaction. In conclusion, the usage of active heads should
achieve even more attention. Future work also considers to
increase the head panning range to an owl, which would make
it possible to also look behind the robot in case it needs to
reverse. An issue of importance when space is narrow in user
homes.
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Abstract - In air traffic control, events in 3D space have to be 
managed with the dual goal of safety and efficiency. Due to the 
fact, that these events have to be constructed from a 2D 
airspace representation and numerical information, the 
resulting mental workload for air traffic controllers is very 
high. An experimental working model of an air traffic control 
workspace with a 3D airspace representation is evaluated and 
shown to be a possible means to reduce mental workload and 
to improve efficiency and learnability while maintaining the 
present level of safety. 

Keywords - Air Traffic Control; Situation Awareness; Mental 
Workload; User Centered Design; 3D; Stereoscopy. 

I.  INTRODUCTION 
In 1943, Craik introduced the concept of mental models 

[1], namely that people interact with their environment not 
directly, but by means of simplified models of the 
environment, which consist of sufficiently large sets of 
knowledge about what is known to be true about the world 
and of assumptions about the dynamics of processes. This 
conceptualization of the interaction of individuals with their 
environment [2][3] has helped to understand and explain, for 
instance, why people are able to act successfully in a three-
dimensional (3D) space while controlling the motion of 
objects in parallel which, in essence, is the core task in air 
traffic control (ATC). Mental models furthermore have 
strongly influenced the field of cognitive ergonomics, 
especially in the design of human system interfaces, e.g. the 
mental model is central for Endsley’s model of situation 
awareness [4], as well as in the construction of aptitude tests 
for the selection and instruction of operators for human 
machine systems.  

What is often overlooked, however, is that mental models 
can lead to failures because they are too domain specific, too 
much simplified (e.g. due to the erroneous assumption of 
linearity), or that they rely on erroneous analogies or over-
generalizations (e.g. in the field of naïve physics). 
Furthermore, mental models are usually elicited by means of 
verbal protocols. Such protocols, however, are necessarily 
sequential and cannot properly represent events which 
happen in parallel and in a 3D space.  

For the purpose of designing human system interfaces, 
this means that the presented information has to be congruent 
with the tacit knowledge of time and space, and that the 
mental model that is used leads to a correct understanding of 

the presented situations. Existing ATC workstations use a 
two-dimensional (2D) top-view to represent the airspace. 
Numerical values indicate the elevation of objects. On this 
basis, the air traffic controller (ATCO) needs to mentally 
construct an abstract 3D representation of the airspace. Such 
a mental construction process does not allow to grasping the 
ongoing events directly which results in a high mental 
workload and, therefore, is safety relevant. In contrast, an 
adequate 3D representation that contains all relevant spatial 
information allows what Gibson calls the direct perception of 
events [5], which relies on an embodied tacit knowledge of 
space and time. Especially the advances in 3D visual 
displays provide the preconditions required for such a direct 
event perception and therefore allow human machine 
interactions to go beyond traditional modes of interaction. 

In  Section II, the importance of situational awareness for 
ATC is described and it is explained, how it is linked to 
safety and efficiency. Section III outlines how airspace 
information is processed using the existing 2D human 
system interface. In Section IV, results are presented that 
demonstrate how appropriate stereoscopic 3D visualizations 
allow for an immediate perception of the dynamic events in 
the airspace, therewith making the ATCOs task easier to 
learn, more effective, and lead to a higher efficiency by 
combining the traditional mental models of ATC with tacit 
spatial knowledge. In Section V, the impact of stereoscopic 
3D airspace visualizations on safety, efficiency, and learning 
is discussed. Section VI provides suggestions for applying 
stereoscopic 3D airspace visualizations to ATC. 

II. THE AIR TRAFFIC CONTROLLERS’ TASK AND THE 
TRADE-OFF BETWEEN SAFETY AND EFFICIENCY 

The task of the ATCO is to guide aircraft safely and 
efficiently through the airspace. This requires a high degree 
of situational awareness, namely to build up and maintain an 
accurate understanding of the current situation and of how it 
is likely to develop in the near future. Especially in domains 
such as ATC, where the mental workload of the operator 
tends to be high, and poor decisions may lead to serious 
consequences, lacking situation awareness has been 
identified as a main factor for accidents that are attributed to 
human error [6]. Because there is a trade-off between safety 
and efficiency in ATC, safety, for obvious reasons, has a 
higher priority than efficiency. Therefore, an imminent loss 
of situational awareness is likely to result in less efficient 
decisions. Uncertainty about the development of a critical 
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approximation between two or more aircrafts, for instance, 
leads ATCOs to immediately implement preventive actions 
rather than continuing their assessment of the situation in 
order to reduce the amount of uncertainty and then decide if 
a more resource intensive intervention is necessary [6]. 

III.  THE EXISTING HUMAN SYSTEM INTERFACE FOR AIR 
TRAFFIC CONTROL 

The existing human system interface uses a 2D airspace 
representation combined with alpha-numerical information 
by means of paper-based or digital strips and verbal 
communications between ATCOs and pilots. It fails the 
above described principles for direct event perception 
insofar, as the aircraft positions are given in two different 
formats instead of one integrated format. The lateral aircraft 
positions are shown analogically by a top view onto the 
airspace on a 2D plane, whereas the vertical aircraft positions 
are presented numerically. The ATCOs, therefore, cannot 
perceive the airspace situation directly, but have to mentally 
construct a 3D representation. In order to understand the 
critical events in the airspace, additional information about 
the aircraft is displayed numerically, such as speed, heading, 
and call-signs. This information is provided within tags 
attached to the position signifiers of each aircraft. This 
means that the ATCOs need to combine information that is 
presented in different formats in order to understand the 
actual situation and how it evolves in time – a task that 
requires time and complex mental operations, this  can cause 
a very high mental workload, which may lead to inefficient 
decisions as a result of uncertainty. 

IV. EVALUATION OF 3D HUMAN SYSTEM INTERFACES 
FOR AIR TRAFFIC CONTROL 

In the line of research presented here, two goals have been 
pursued; (1) the integration of the spatial information into 
one 3D representation and (2) the development of a cohesive 
interaction design tailored to what the 3D representation 
affords to ATCOs. 

 In this study three different 3D representations have been 

compared with a 2D representation similar to the existing 2D 
human system interface for ATC (see Figure 1) on the basis 
of safety critical situations involving two aircraft [7]; the 
existing 2D representation (2D), a 3D view from above 
(3Da), a 3D side-wise view with vertical drop-lines to the 
position over ground (3Ddl), and a 3D visualization that is 
the same as 3Ddl but without the drop-line (3D). All 3D 
visualizations used stereoscopy combined with a motion 
tracking system that allowed the adaptation of the airspace 
visualization to the ATCOs viewing-position in real-time. 

The situations were systematically created and presented 
in 50% of the times conflicts, in 25% of the times vertical 
separations, and in 25% lateral separations. All situations 
would have either resulted in a conflict or reached the closest 
point of approximation after 45s. However, each situation 
was only shown for 10s before the airspace representation 
was masked by a six-point rating scale that allowed the 
participants to indicate how certain or uncertain they were 
about the outcome of the situation. The rating scale ranged 
from ‘certainly conflict’ to ‘certainly no conflict’ with other 
categories in between. When the situation showed a conflict, 
‘certainly conflict’ was interpreted as 100% certain (‘hit’) 
and ‘certainly no conflict’ as 0% certain (‘miss’) (vice versa 
if the situation showed a separation). Responses in between 
these two extremes were assigned with 80%, 60%, 40% and 
20% judgment certainty. 48 participants divided into four 
groups with an equal number of participants (ATCOs, pilots, 
trained laypeople and untrained laypeople) participated in 
this study. The trained laypeople underwent a conflict 
assessment training that was based on the procedure ATCOs 
use with the existing 2D human system interface.  

This study has demonstrated that the integration of the 
spatial information into one integral 3D representation can 
reduce the uncertainty about objects’ vertical positions 
compared with the existing 2D representation, see Figure 2. 
This advantage of 3D becomes especially apparent under 
high mental workload conditions. However, due to the 
training with 2D as well as due to ambiguities along the line 
of sight which are implicit in all 3D representations, 2D 
resulted in higher judgment certainty about lateral object 
positions. By the selection of an appropriate elevation angle  

 

Figure 1.  Representations that were compared with each other. 

 

Figure 2.  Judgement certainty of ATCOs under high mental workload. 
With values adjusted to zero 2D serves as baseline. 
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Figure 3.  Judgement certainty of trained and untrained participants under 
high mental workload. With values adjusted to zero 2D serves as baseline. 

and the provision of depth cues such as vertical drop-lines 
connecting the objects and the ground, grid-lines on the base 
area, and stereoscopy together with motion parallax effects, 
the disadvantage of 3D representations can be counteracted 
and its advantage, namely a direct event perception, further 
augmented. 

Furthermore, the performance results show that the 3D 
representations allow the ATCOs’ to assess such situations 
and discriminate with similar certainty (see Figure 2 and 
Figure 3) and effectiveness (see Figure 4) between separation 
and conflict as with 2D, because this assessment always 
requires processing both lateral and vertical positions. In 
addition to this, the training of ATCOs for assessing ATC 
situations with 2D apparently causes a negative effect on 
judgment certainty with 3D representations, as can be seen in 
Figure 3, that shows a comparison of the judgment certainty 
of trained (ATCOs and trained laypeople) and untrained 
(pilots and untrained laypeople) participants under high 
mental workload.  

 Because 3D resulted in an initially higher performance in 
the group of pilots (who are not trained in assessing ATC 
conflicts), it is assumed that an appropriate 3D representation 
allows for a direct perception of events and allows the 
correct use of existing mental models, see Figure 5. 3D 
representations such as 3Ddl or 3Da allow the ATCOs’ to 

achieve similar performance as with the 2D representation 
even after little training [8], see Figure 4. Across 36 
situations that were equally divided into three measuring 
times (MT), the ATCOs’ performance rose from 71.2% in 
MT 1 to 87.9% in MT3 with 3DdL, and from 78.8% in MT 1 
to 86.8% in MT 3 with 2D.  

Overall, the higher judgment certainty concerning vertical 
positions promises a higher efficiency of the ATCOs’ 
because today uncertainty about vertical positions lead more 
often to unnecessary preventive actions than uncertainty 
about lateral positions [9]. In fact, the predictions (based on 
the receiver operating characteristics of the ATCOs) made in 
this study show that with the 2D representation, 75.7% of the 
interventions would be unnecessary, which is in line with 
findings from other studies [9][10]. With 3DdL, on the other 
hand, 62.9% of the interventions are expected to be 
unnecessary [8], see Figure 6.  

Because of these promising results, a cohesive interaction 
design tailored to what the 3D representation affords to the 
ATCOs was developed over three iterative development 
cycles [11]. First, an interactive 3D representation which was 
a combination of all 3D representations shown in Figure 1 
was used to identify the requirements of ATCOs on a 3D 
Human system interface for ATC.  

A total of eight ATCOs with an average of 11 years of 
practical experience as approach controller participated in 
this first development cycle in which at any one time one 
(active) ATCO completed a scenario using a simulator of the 
existing human system interface while the other (passive) 
ATCO observed the scenario using the interactive 3D 
representation. Because of the previously identified 
advantage of 3D representations regarding the assessment of 
vertical positions and distances, the ATCOs were asked to 
complete two different types of scenarios; a holding scenario 
that required to vertically stack several aircraft within a 
specified area and an approach scenario that required to 
guide several aircraft onto parallel approach routes and 
coordinate them tightly towards a single hand-off point 
(merge-point) for landing. Both types of scenarios impose 
particularly high requirements on processing vertical aircraft 
information. With an average score of 55 (where 0 indicates 
the lowest and 100 is the highest possible subjective 

 

Figure 4.  Performance of pilots over three measurement times (MT). 
 

Figure 5.  Performance of ATCOs over three measurement times (MT). 
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workload) on the NASA task load index [12], the holding 
scenario was perceived as less demanding compared with the 
approach scenario that received an average score of 81. 

Whereas the subjective workload ratings of the active and 
the passive ATCOs showed no differences between the 2D 
and the 3D representation in the case of the holding scenario, 
the passive ATCOs rated the workload less high with the 3D 
representation (score 72) compared to the active ATCOs 
(score 89) who used the 2D representation. The passive 
ATCOs appreciated the possibility of observing the airspace 
depending on the situation both from the top-view as well as 
from the side-view.  

An exaggerated representation of the vertical dimension 
by the factor 7 compared to the lateral dimension was the 
preferred option of the ATCOs and, according to them, 
allows obtaining an ideal representation for completing both 
the holding and the merge-point scenario. Regarding the 
lateral size of the represented airspace, 80 nautical miles was 
the preferred lateral airspace size with 3D. In addition to 
these findings, specific requirements for improving both the 
visualization and the interaction were derived. One of the 
most important of a total of 12 requirements that were 
gathered with respect to the visualization was to keep the 
font size and the size of aircraft tags constant, independently 
from how close or far they are represented in the 3D airspace 
compared to the view-point of the ATCO. Amongst the eight 
different requirements that were gathered with respect to the 
interaction with the system was the possibility for the 
ATCOs to individually adjust their preferred view on the 3D 
airspace and to save and quickly access multiple views. This 
function allows to use the full potential of 3D, e.g. by 
switching quickly from a top-view that allows for the most 
precise judgment of lateral distances to a side-view in order 
to determine the best point in time for guiding the lowest 
aircraft out of a holding stack. Furthermore, the ATCOs 
mentioned the need to access further and more detailed 
information on an aircraft whenever required, e.g. its 
heading, next waypoint on a route, and, if applicable, 
velocity and altitude that has been advised by the ATCO. 

In the second development cycle, a cohesive visualization 
and interaction concept was developed as static mockups that 
were based on the requirements that were gathered in the 
first development cycle. These mock-ups were presented to 
four ATCOs in order to review the quality of the concept, to 
gather further ideas for improvement, and to prioritize the 

functionalities that were to be implemented in the next 
development cycle. Amongst the total of 11 suggestions for a 
further improvement the concept was, for instance, to 
automatically display further information of aircraft that are 
indicated by the automatic conflict detection system by 
flipping up the aircraft-tag which, in the concept, usually is 
manually triggered by moving the mouse-pointer onto it.  

In the third development cycle that was based on the two 
previous development cycles, the improved visualization and 
interaction concept was realized as an interactive working 
model with a stereoscopic 3D representation of the airspace 
for real-time ATC. Figure 7 shows the 3D airspace 
representation that was used for demonstrating a merge-point 
approach scenario. 

After the ATCOs received a brief introduction into the 
functionalities and logic of interaction in the 3D interactive 
working model, a previously recorded merge-point approach 
ATC scenario was shown to the ATCOs who were asked to 
explore the working model and to provide feedback. A 
structured interview procedure was applied during and after 
the exploration phase in order to evaluate the quality of the 
working model and to gather further ideas for improvement. 

The ATCOs highlighted the usability of the user-interface 
including the head-tracking system which allows the 
representation to automatically and continuously adapt to the 
ATCO’s viewing position. Therewith, the ATCOs can 
resolve occlusions of aircraft identifiers or tags by slight 
head-movements instead of using the computer mouse as 
with the current system. Furthermore, the orientation of the 
aircraft-tags is automatically adjusted to the current viewing 
position of the ATCO in order to ensure best legibility of 
their content at all times.  

To further improve the interactive working model, the 
ATCOs suggested using a separate touch-screen instead of a 
standard computer keyboard to interact with the system to 
facilitate the selection of the most important functions. 
Furthermore, the following features were mentioned as 
desireable: 3D representations of relevant airspace borders, 
the current weather situation as well as the predicted weather 
situation, the color-coding for distinguishing in- and out-
bound routes, and the display of detailed maps and specific 
altitude ranges. On the basis of these suggestions, the 
ATCOs deemed the 3D human system interface ready to be 
tested in real-time air traffic control. 

 

Figure 6.  Predicted false alarm rates of ATCOs. 

 
 

 
 

Stereoskopische 3-D-Anzeigen für Flugsicherungsarbeitsplätze Seite 16 von 36 
Abschlussbericht der 1. Projektphase 2015 

3.3 Dritte Evaluationssitzung  
Auf Basis der Ergebnisse der vorangegangenen Evaluationssitzungen EV1 und EV2 wurde ein funktio-
naler Prototyp eines Visualisierungs- und Interaktionskonzeptes umgesetzt und im Rahmen der drit-
ten Evaluationssitzung EV3 einer Bewertung durch Fluglotsen unterzogen. Zur Veranschaulichung des 
Konzeptes wurde eines der Point-Merge-Szenarien abgespielt, das im Rahmen von EV1 am Simulator 
der DFS durchgeführt und aufgezeichnet wurde. Das Point-Merge-Szenario wurde aufgrund der ho-
hen Anforderungen gewählt, die es an die Fluglotsen stellt (vgl. EV1). Da es sich um eine Aufzeich-
nung handelte konnten die Teilnehmer nicht aktiv in das Szenario eingreifen, jedoch mit dem über-
arbeiteten Visualisierungs- und Interaktionskonzept interagieren und es so beurteilen. 

3.3.1 Prototypische Umsetzung des Visualisierungs- und Interaktionskonzeptes 
Abbildung 3 veranschaulicht das überarbeitete Visualisierungs- und Interaktionskonzept und zeigt die 
Darstellungsweise der Mindestseparationsanzeige sowie einen beispielhaften Ausschnitt aus einem 
Point-Merge Szenario. 

  

Abbildung 3: Mindestseparationsanzeige (links) und Point-Merge Szenario (rechts) der prototypischen Umsetzung 
des überarbeiteten Visualisierungs- und Interaktionskonzeptes. 

 
Die folgenden der in EV1 ermittelten visualisierungs- und interaktionsbezogenen Anforderungen 
fanden sich zum Zeitpunkt der Durchführung von EV3 bereits in der prototypische Umsetzung des 
Visualisierungs- und Interaktionskonzeptes wieder (die Nummerierungen der Anforderungen ent-
sprechen der Auflistung in EV1). 
 
Nr. in 
EV1  Visualisierungsbezogene Anforderung 
2 Zusätzlich zur aktuellen Flughöhe die Anzeige der Freigabehöhe zur Identifikation von Sollab-

weichungen und zu erwartenden Bewegungsänderungen. 
3* Darstellung von Steig- und Sinkrate inclusive Richtungspfeil im Label. 
4 Gleichzeitige Anzeige einer punktförmigen Historienanzeige und eines linienartigen Prädiktors 

zur Erleichterung von Geschwindigkeitseinschätzung und -vergleich sowie Einschätzung von 
Flugrichtung und künftiger Position. 

5 Anzeige des erforderlichen Abstandes hinter Luftfahrzeugen in Abhängigkeit von deren Wirbel-
schleppenkategorie zur Unterstützung effizienter Staffelungsabstände. 

6 Alleinige Label-Darstellung am Kopfsymbol für eine erleichterte Zuordnung der Label-
Information zum Luftfahrzeug, sowie die gleichzeitige Anreicherung der Kopfsymbol-Label-
Inhalte um die Informationsinhalte der Labels der Referenzanzeige. Weniger häufig benötigte 
Informationen werden standardmäßig ausgeblendet und lediglich beim Auswählen des Labels 
mit dem Mauszeiger eingeblendet werden. Dies dient der Verbesserung der Übersicht und der 
Verringerung gegenseitiger Label-Überdeckungen. 

 

Figure 7.  3D airspace representation for demonstrating a merge-point 
approach scenario on the interactive working model. 
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V. DISCUSSION 
The experimental as well as the evaluation results reveal 

that an adequate 3D airspace representation leads to a higher 
judgment certainty with less mental workload. Of special 
importance is that this quality of judgment can be achieved 
after only a short training period. It is plausible to assume 
that the utilization of an adequate 3D airspace representation 
from the very beginning of ATCO training might lead to an 
even more pronounced positive effect of the 3D human 
system interface. 

The singular result that pilots immediately grasp the 
advantages of the 3D representation indicates the potential 
for establishing a better shared situation awareness of pilots 
and ATCOs thereby overcoming possible misunderstandings 
in their communication because the reference of verbal 
utterances can be directly linked to spatial positions. Future 
landing procedures, for instance, which give the pilots more 
responsibility would profit from this better shared ground in 
communication. 

Immediate effects are to be expected for a better trade-off 
between safety and efficiency because of the marked 
decrease in false alarms. In comparison with published data 
about the given conflict detection and false alarm rates, it has 
been shown that an adequate 3D airspace representation 
results in less false alarms while achieving the same level of 
safety. 

VI. CONCLUSION 
The experimental data, the qualitative evaluation of the 

usability including the resulting mental workload, and the 
evaluation of the working model for visualization and 
interaction all support the conclusion that an adequate 3D 
airspace representation for air traffic control allows an 
immediate perception of danger and urgency in a given 
situation. Furthermore, according to the air traffic control 
experts the final version of the 3D human system interface 
has the full functionality of the existing interface while 
allowing a more intuitive interaction which apparently leads 
to a higher efficiency, a lower level of mental workload, and 
a better learnability. For supervisory tasks, a quick 
implementation of the system seems to be possible. For 
subsequent tests it is planned to investigate the potential 
functionality of the developed version of the 3D human 
system interface via a ‘shadow mode’ evaluation in real-time 
air traffic control.   
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Abstract—This paper will outline the construction of a database
of medical sign language words. The authors of this paper
investigated the more straightforward expression of medical
sign language by analyzing the problems of the existing sign
language words. As a result of a number of investigations
into sign language expressions, by paying attention to more
straightforward sign language expressions and focusing on the
consistency of movements and the unification of expressions, we
have created representations for 1,324 words on the basis of the
existing movements.
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I. I NTRODUCTION

The medical field is one of the areas in which sign
language interpreting is required. Although sign language for
medical use has already been investigated, the sign language
expressions have not yet become widely popular. This is due to
certain problems such as different expressions for words with
the same meanings depending on the book, the existence of a
number of sign language expressions that are not commonly
used, and inconsistency in the creation of sign language words.
Moreover, medical terminology includes many technical terms,
and it is difficult to accurately understand the explanations of
doctors and nurses and translate them into sign language [1].

This paper will examine the sign language expression of
medical terminology. In Section II, for the existing medical
sign language expressions, an examination will be undertaken
of the problems with the existing method of creating medical
sign language words. In the database of medical sign language
words, an examination of the method of creating words will
be undertaken by the authors of this paper. In Section III,
this paper will explain the development of the Kogakuin med-
ical sign language word database, KOSIGN V5 (hereinafter,
“ KOSIGN”).

II. EXISTING MEDICAL SIGN LANGUAGE EXPRESSIONS

The medical sign language expressions presented in exist-
ing books involve problems, including those listed below [2]
[3].

1) Expressions that are not commonly used are included.
2) There is no consistency in the expressions, even for

related words.
3) Inappropriate methods are adopted when creating

words, ignoring convenience for people in terms of
making movements.

4) Sign language movements are presented as still im-
ages in books, so it is difficult to understand the
specific movements involved.

Moreover, in terms of the problems of medical terminology
itself, there are numerous technical terms and it is sometimes
difficult to correctly understand their meanings.

III. M ETHOD OFUSING KOSIGN TO CREATE WORDS

In creating the words, we focused on the consistency of
movements and the unification of sign language expressions.
Moreover, while creating the words, we took into account the
convenience for people in terms of making movements and a
more straightforward method of expression. We created words
mainly for commonly used words in a hospital setting, such
as names of body parts, organs and bones, medical conditions
and diseases, hospital departments, tests and equipment, and
drugs. Table I shows word classification and examples.

TABLE I. Medical word classification and example words

Classification Example words

Body parts Head, Face, Body, Skin, Eye

Organs and Bones Stomach, Skull, Spine, intestine, lung

Medical Conditions and Diseases Cold, High Blood Pressure, Stomatitis, Dizziness

Hospital Departments Surgery, Gastroenterology, Internal Medicine

tests and equipment echocardiography, MRI, endoscopic

drugs mouthwash, antibiotics, powdered medicine, tablets

others doctor, receptionist, medical history, recurrence

A. Consistency of Expressions

Sign language words in KOSIGN are created in such a
way that if words are related, the same expressions are used.
In this paper, Japanese Sign language words are represented
in {CAPITAL LETTERS}.

For example, for words such as{XXX DISEASE} and
{Y Y Y SY NDROME}, the expressions are unified in all
the words by placing either

{DISEASE}
or

{SY NDROME} = {V ARIETY }+ {DISEASE}
at the end.

Figure 1 shows an example of ”Heart disease”. The anima-
tion images used in Figure 1 were created using TV program
Making Language (TVML), which is currently being devel-
oped by NHK Science & Technical Research Laboratories.

Moreover, for words related to{BONE}, to clarify the
expression{BONE}, it has been determined that the words be
expressed by including{BONE}. However, movement words
that are commonly used, such as{SPINE} and
{CLAV ICLE}, are expressed without including{BONE}.
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(a) {HEART}

(b) {DISEASE}

Figure 1. Sign language for the word ”Heart disease”

B. Method of Creating Words

Morphological elements that are used in the expressions of
sign language for medical words adopt not only the existing
morphological elements, but also expressions that are similar
to gestures to express medical and treatment activities. For
example, in expressions related to medication, movements
imitating the actions of drinking or applying are involved. Sign
language sometimes expresses words by adopting movements
that are similar to gestures. As a result, in the expression
of medical sign language, if it is considered to be easier to
understand, expressions similar to gestures are also adopted.

The signer expresses body parts that are externally visible
by pointing to their own body parts. In contrast, when creating
words for the names of organs that are not externally visible,
the signer not only points to the position where the organ is
located, but also indicates the shape of the organ.

Moreover, many explanatory sign language expressions are
used to express words with difficult meanings. For example,
an antacid is expressed in sign language that describes it as a
medication that suppresses the rise of acid substances.

There are also expressions that use Japanese words, which
are similar to explanatory sign language. This is a method
of creating words to represent the expression of Japanese
labels in sign language. When using Japanese words, the
signer’s knowledge of Japanese words is a precondition. We
believe that this is not a significant problem, because the
Japanese language capability of sign language native speakers
has recently improved.

There are many medical terms whose meanings are ex-
plained using kanji. In such cases of expressions using kanji,
the signer expresses the Chinese characters in the order in
which they appear.

There are also cases when manual characters are used. In
manual characters, there are cases when all the Japanese labels
are expressed by manual characters, and cases when expressing
some Japanese labels using manual characters plays the role
of supporting the subsequent sign language expressions.

C. Database of Medical Sign Language Words: KOSIGN

The purpose of developing KOSIGN is to promote sign
language by providing explanations of medical terminology
and difficult terms that sign language interpreters, sign lan-
guage native speakers, medical workers and other people are
considered to require at the time of medical treatment. The
method of creating new words is that the existing problems
are analyzed and the focus is placed on the consistency
of movements, the unification of expressions and a more
straightforward way of making expressions.

Moreover, when using the existing sign language move-
ments instead of creating words, investigations are also un-
dertaken to determine whether or not the relevant movement
expressions are widely used. Medical words to be created
in sign language and explanatory notes were selected with
the cooperation of medical workers acting as sign language
interpreters, sign language interpreters, sign language native
speakers and other parties. KOSIGN has determined 1,324 sign
language words to date.

IV. CONCLUSION AND FUTURE WORKS

The authors of this paper have developed a database of
medical sign language words. By analyzing the problems of
the existing sign language, we investigated sign language
expressions that are easily understood so that they will be
widely used. As a result, KOSIGN has determined 1,324 words
using sign language movements.

We will strive to further improve the database to achieve
the popular use of the expressions of KOSIGN in the future.
By examining whether or not there are other words that need
to be included, we will create and add necessary words by also
using the synthesis of morphological elements. In addition, we
will add explanatory notes.
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Abstract—We present a data mining approach to recognize air 

written English Capital Alphabets (ECAs) using depth in-

formation. The hand motion while writing the alphabet in the 

air was captured as depth images by a depth camera. The depth 

images were then processed as the hand movement time series 

data, which was matched with standard templates of air writing 

by Dynamic Time Warping (DTW) algorithm. We collected a 

dataset of five variations and from them standardized 20 

templates for each ECA. The accuracy for ECA is 93-99% with 

an average of 96.3%. 

Keywords-Air Writing; Gesture Recognition; Depth Infor-

mation; Time Series; Dynamic Time Warping 

I.  INTRODUCTION 

Human gesture is an important input modality for 
communication with computers. In hand-based gesture 
recognition technology, a camera (typical stereo camera) 
reads the hand movement data, performs the hand tracking 
and then recognizes a meaningful gesture to control any 
device or application. For example, a person clapping his 
hands together in front of a camera can produce the sound of 
cymbals being crashed together when the gesture is fed 
through a computer. In hand gesture recognition research, air 
writing is a prominent and difficult topic. Air writing [2] 
means gesture based writing in the air through movement of 
hand fingers by which a computer system can recognize 
characters and other symbols in natural handwriting. 
Previously, air writing has been studied by using wearable 
hand gloves [2], an accelerometer and gyroscope augmented 
mobile phone [4] and a 3D gesture input device [3]. In our 
approach, we do not ask for any special wearable device, so 
that the user can write naturally without any obstruction, 
shown in Figure 1. Algorithmically, previous approaches 
studied air writing by converting them into strokes. While 
writing in the air, users pause unintentionally or bend 
abnormally and, thus, they create extra strokes into the air 
written characters. However, recent data mining algorithms 
enable us to study a gesture signal such as air written character 
as a time series, as shown in Figure 2, information which can 
be matched with standard time series character templates. In 
this paper, we have studied the ECAs as time series 
information that can be recognized by matching with 

templates by using a time series data mining algorithm, DTW 
[1][6].  

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Air writing Character A   

 

 
Figure 2 : Time series representation of character A 

 
The rest of the paper has organized as follows: Section II 

contains the discussion on related work, Section III explains 
the proposed methodology, Section IV presents the result 
analysis, and Section V describes the conclusion and future 
work.  

 

II. RELATED WORK  

Agrawal et al. [4] used mobile sensors to recognize ECAs. 
They used gyroscope bend angles to convert the 
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accelerometer signals into strokes. The concept of detecting 
strokes in air writing was first introduced in this paper. Amma 
et al. [2] showed how a wearable device can recognize hand 
gesture for air writing. A wearable hand motion tracking 
system captures movement signals using accelerometer and 
gyroscope. However converting the acceleration signal into 
distance covered for recognized strokes can be erroneous. 
Moreover, wearing a special device makes the air writing 
system cumbersome. Kim et al. [3] showed a way to recognize 
different people’s handwriting on continuous images based on 
similarity of the different shapes of characters or digits. We 
studied their research and got inspired to use shape 
information. Lin et al. [5] showed a way to use Scale 
Invariance Feature Transform (SIFT) on binary images. In this 
approach, the motion information is not considered in SIFT 
descriptors.  

We studied the process of generating strokes on ECAs 
extensively. We found that extra strokes are generated 
because users put some unnecessary pauses or bend their 
hands abnormally while writing alphabets. Those extra 
strokes cannot be merged together to form a regular stroke 
which demands complex algorithms like HMM [2] or 
Bayesian networks [3]. So, instead of processing strokes, we 
prefer to use whole ECAs written in the air as time series 
signals. Another motivation of using time series signals was 
to get the hand movement sequence of writing which are 
important clues to recognize air written ECAs.  

III. PROPOSED SYSTEM 

Our system captures the air writing of a user using 
Microsoft Kinect depth camera. Each writing of an ECA 
generates a set of depth images. We segment the hand finger 
movement using depth values. The hand motion is tracked 
from image to image, which generates a series of points (x, y). 
These set of points are actually the time series information of 
the particular ECA. As the hand movement is noisy, the time 
series data is smoothed using moving average filter [7]. We 
did it for all 26 English capital alphabets. For example, we are 
showing the process of writing “A” in Figure 3.  

A.  Applying DTW 

DTW is time series matching algorithm for which we need 
to match an ECA time series with standard templates of ECAs. 
The matching generates a distance score; the smaller the score, 
the better the matching. So, time series of an unknown ECA 
will be recognized as the best matching ECA. The calculation 
of the minimum distance was done using equation 1.  

 
𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑𝐸𝐶𝐴 = 𝑎𝑟𝑔𝑚𝑖𝑛𝐷𝑇𝑊 (𝑈, 𝑇𝐸𝐶𝐴)                 (1) 

 
Where U is a time series of unknown ECA. We define the 

time series U as two dimensional signals x and y; where x is 
the hand movement along x-axis and y is the hand movement 
along y-axis. TECA is the template of a particular ECA.   

 
 

IV. RESULT ANALYSIS 

We have collected data from 5 different variances. Each 
user was asked to produce ECA gestures in the air five times. 
From those instances on, we considered as DTW template. So, 
for each ECA 5 templates were taken from 5 users and the rest 
of 20 were used to test. The dataset is available in [8]. To 
measure the performance. we calculated the accuracy and 
found maximum 100% true positive with average of 52.6% 
and minimum 93.75% true negative with average of 97.8% 
shown in Table I for our five variations. In our process, we are 
depending on true negative rate instance of true positive rate. 
We applied DTW of signal time series samples to all variation 
of alphabets and found best matching results for each dataset. 
Ideally, it gave 20 best matching and 500 are correctly rejected 
matching. Table I shows the total accuracy, which is 
calculated using (2).  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + ∑𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
        (2) 

 

TABLE I.   RESULT TABLE 

Alphabets  True positive 

rate   

True 

Negative rate   

Accuracy  

A 30 99.4 96.73077 

B 25 93.75 96.92308 

C 25 98 95.19231 

D 30 98 95.38462 

E 15 100 96.73077 

F 55 99.6 97.88462 

G 25 99.4 96.53846 

H 80 98.4 97.69231 

I 85 95.6 95.19231 

J 75 98.8 97.88462 

K 35 99 96.53846 

L 100 97 97.11538 

M 55 96.2 94.61538 

N 95 97.8 97.69231 

O 45 98.6 96.53846 

P 70 94.4 93.46154 

Q 40 96.6 94.42308 

R 60 96.8 95.38462 

S 100 99.8 99.80769 

T 50 96.8 95 

U 65 99 97.69231 

V 75 95.8 95 

W 60 99.4 97.88462 

X 5 98.8 95.19231 

Y 15 98.6 95.38462 

Z 75 100 99.03846 

AVG 52.6 97.822 96.31538 
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V. CONCLUSION AND FUTURE WORK  

We proposed a DTW based time series matching approach 
to recognize air written English Capital Alphabets. Stroke 
detection was one of the main challenges in state-of-the-art air 
writing recognition algorithms, but we have converted the 
whole image into time series representation to detect in air 
gestures as ECAs. In the future, we want to collect more 
datasets for better results.  

 

ACKNOWLEDGMENT 

This work is partially supported by ICT Division, Ministry 
of Posts, Telecommunications and IT, Government of the 
People’s Republic of Bangladesh.  

 
 
 
 
 
 
 
 
 
 
 
 

REFERENCES 

 
[1] P. Doliotis, A. Stefan, C. Mcmurrough, D. Eckhard And V. Athitsos, 

“Comparing Gesture Recognition Accuracy Using Color And Depth 
Information,” In Proceedings Of The 4th International Conference On 
Pervasive Technologies Related To Assistive Environments , New 
York, 2011.J. Clerk Maxwell, A Treatise on Electricity and 
Magnetism, 3rd ed., vol. 2. Oxford: Clarendon, 1892, pp.68–73. 

[2] C. Amma, M. Georgi and T. Schultz, “Air writing: A wear-able 
handwriting recognition system,” Personal and Ubiquitous Computing 
Volume 18, Issue 1, pp 191-203, January-2014, Springer London. 

[3] D. H. Kim, H. Il Choi, J. H. Kim, “3D space handwriting recognition 
with ligature model,” Proceedings of the Third international 
conference on Ubiquitous Computing Systems, October 11-13, 2006, 
Seoul, Korea. 

[4] Sandip et al., “Using mobile phones to write in air,” Proceedings of the 
9th international conference on Mobile systems, applications, and 
services, June 28-July 01, 2011, Bethesda, Maryland, USA 

[5] W. Lin, Y. Wu,W. Hung and C. Tang, “A Study of Real-Time Hand 
Gesture Recognition Using SIFT on Binary Images,” Advances in 
Intelligent Systems & Applications , SIST 21, pp. 235246.Springer-
Verlag Berlin Heidelberg 2013. 

[6] S. Salvador and P. Chan, “FastDTW: Toward Accurate Dynamic Time 
Warping in Linear Time and Space,” KDD Workshop on Mining 
Temporal and Sequential Data, pp. 70-80, 2004. 

[7] J. F. Kenney  and, E. S. Keeping, “ Moving Averages,” Section 14.2 in 
Mathematics of Statistics, Pt. 1, 3rd ed. Princeton, NJ: Van Nostrand, 
pp. 221-223, 1962. 

[8] SSL ECA dataset 1: http://cse.iutoic-
dhaka.edu/group/ssl/SSL_ECE_DATASET_1.rar.  

 

 

 
                          
              (a) 

 

 

 
 

                                          (b) 

 
 
                         (c) 

 
                                             

   (d) 
Figure 3: Preprocessing and generating time series of an ECA: (a) RGB image with depth value (b) Hand segmentation (c) Writing of ‘A’ (d) ‘A’ after 

smoothing 
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Abstract— Nowadays, new technologies and information
systems are important tools to carry out many different
activities in daily life. The use of these new technologies is also
a means for getting information on the users’ experience. This
paper aims at giving a brief review of how users may
participate in the development process of products and
services, and how they communicate their needs and suggest
their preferences through these new interactive tools. This is a
preliminary study, which focuses on how companies may
incorporate the concept of Co-design into their proposals, in
order to add customer value. Our first findings show that,
consciously or not, users are participating more in the
development process. Thanks to the use of new technologies
and tools, their involvement has increased - and so have their
expectations and their perception of feeling empowered. It is
argued that a direct relation exists between the interaction of
users and their experience of the products or services.

Keywords- interactivity; virtual prototypes; user experience;
product development; user satisfaction.

I. INTRODUCTION

Nowadays, having information from users’ experience
and their interaction with products and services is an
important aspect for companies and designers. The concept
of user experience is becoming a key term in the world of
interactive product design. The term itself lacks proper
theoretical definition, and is used in many different, even
contradictory, ways. Models and frameworks on user
experience, as shown in Figure 1, have emerged in the last
ten years [1]. In the first stage of this preliminary study, we
review ideas to better understand why it is important for the
user to collaborate and participate in the development of the
product or service from the first stages. This paper aims at
discussing the areas in which users act through usability tests
and interaction tools. These new tools facilitate and increase
collaboration between users and companies. Hence,
companies seek to analyze the results after collaborating with
users because they can provide greater knowledge on the

users’ needs. There are some case studies demonstrating that
a lack of understanding of the users’ needs results in a
reduction of production. So, it is essential that the interests of
users are taken into account. It is taken for granted that
customer satisfaction occurs when an experience meets or
exceeds the customer’s needs or wants of a service [2].

Based on these premises, the new process of interaction
can lead to increased user loyalty. This is possible through
the new interaction tools used by companies to obtain
valuable results, which they later interpret and study. Thanks
to the rapid advances in new technologies and to the
development of information systems, more interactive and
participative innovation has taken place in recent years. User
experience evaluation has become a useful tool to analyze
how a firm can design and create new products, services or
interfaces which respond to the characteristics and needs that
users would like to see fulfilled. Furthermore, authors like
Sang Lee, David Olson and Silvana Trimi [3] discuss the
strategies a firm uses to focus on innovation and the use of
new technologies. These authors seem to suggest that
innovation is directly related to the creation of value. They
justify that this has been possible because users are present in
the new development process, and they take part in it.

Internet plays an important role as an interactive,
multimedia technology for mass communication, which is
also low cost [4, 5, 6]. It allows consumers to have a wide
variety of virtual experiences with new products, and it
allows interaction between producers and consumers. With
more than one billion users [7], the Internet currently offers
an enormous pool of knowledge, which is impossible to find
elsewhere. According to von Hippel [8], users found in
online communities are a promising source of innovation.
Hence, the emergence of the Internet has facilitated unique
and inventive opportunities to capitalize on the innovative
potential and knowledge of users, resulting in what has been
termed as virtual customer integration [9].
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Figure 1. Network representing co-occurrence of users’ keywords around innovation

Another stage of research should focus on the
development and implementation of virtual interfaces. In that
regard, we found that is a useful tool to have a better
understanding of the future product or service. Also, users
could start to take part in the design and development
process.

Regarding this issue, the involvement of the user is
achieved thanks to the concept of co-creation, defined by
Prahalad and Ramaswamy [10] as the process of creating an
experience environment in which consumers can have an
active dialogue and co-construct personalized experiences.
They talk about how companies interact with customers, who
feel loyalty thanks to the exchange of ideas to create a new
product or service.

However, an aspect to analyze is the specific point in
time, or stage, during the creation process, when interaction
is most interesting. Anderson and Narus [11] analyze
customer collaboration during the development stage, that is,
in laboratory tests and with early prototypes. This is the stage
when companies need to decide between several possible
applications, and it would be the most interesting stage to
analyze user participation.

After analyzing these applications, obtained from the
collaboration between the company and the users, the
company has to analyze, using a prototype or proposed
model, if there could be advantages and benefits in the near
future.

Authors like Johann Füller, Hans Mühlbacher, Kurt
Matzler, and Gregor Jawecki [12] research how clients take
part in the virtual co-creation process and how they perceive
their involvement. They state that Co-production emerges as
a new form of collaboration between consumers and
companies, through the use of Information Technologies
(IT). This way, consumers can take on new roles throughout

the New Product Development NPD process. The empirical
study showed how Internet-based tools and technologies
contribute to the consumers’ perceived empowerment
through virtual new product co-creation activities. The
conclusion was that the level of empowerment experienced
depends on the design of the applied virtual interaction tool.
Moreover, there was an associated enjoyment of the virtual
interaction, the participants’ task and their product
involvement, as well as their creativity and leading-user
characteristics.

After researching through different scientific databases,
we can say that the experience of the users is being analyzed
mainly in the areas of health care and new information
systems. Thanks to this previous research, we can
corroborate that there is a lack of understanding of user
experience in the context of product design. Therefore, this is
a subject that we consider relevant and merits in-depth
research in the near future.

In the sections that follow, we explain the increasing role
of interaction using virtual tools. We also introduce the
relationship between user participation and user satisfaction,
as these are concepts which are directly related. The paper is
structured in the two sections, as follows:

In Section 1, we explain some interaction tools and user
participation during the design process, making reference to
some authors who support its importance. We also analyze
usability and user experience goals to get a wide view of the
interest of these methods to get further information about
them. At the same time, we introduce virtual reality as a new
medium for participation.

In Section 2, we explain how the use of IT opens up a
"virtual" context and an opportunity for customer integration
in the design process.
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Finally, in the discussion, we insist on the main idea that
there is a new landscape for design based on participation in
the design process.

II. INTERACTION TOOLS AND USER PARTICIPATION

In view of the above, there is a need to establish the
concept of interacting tools because, as some authors state,
user interaction and participation offers advantages to the
firm. Recently, some case studies have shown that the new
interaction tools allow increasing the value and loyalty of
users via the Internet and the new information systems. In
this way, users can fulfill their goal because they are getting
involved, and they meet their real needs during the process
of developing a new product or service. Johann Füller and
Kurt Matzler [13] show how customers can be virtually
integrated into a company’s innovation process. New
interaction tools allow companies to gain valuable input from
customers via the Internet.

Needs are present during the entire development stage of
a new product or service, because they are considered as the
“desires of users”. In connection with this, it can be of
interest to mention the KANO model [14], often used to
identify customer needs in new product development.
Matzler and Hinterhuber [15] help to explain why customers
have difficulties expressing their needs. The model shows
that it is difficult for customers to express their latent needs,
as well as those which they take for granted. As a result, it is
interesting to develop an adequate environment in which
users can express their real needs and participate in the
development process. Regarding this, we could state that
new virtual interaction tools and virtual product experiences
help to overcome these problems and enable customers to
transfer their explicit and implicit knowledge to innovation
teams.

A. Usability and user experience goals

The concept of usability has become important in recent
years, due especially to the important role of the user in the
process of development and design of products and services.
The goals of usability and user experience in today's society
have a great impact on new information systems and new
devices. We find numerous authors, such as Pharalay and
Ramasway, who have already studied this phenomenon in
multimedia mobiles and what kind of involvement or
interaction takes place.

Authors like Kathy Brittain White and Kwasi Amoako-
Gyampah [16] examine some contingencies of user
involvement and user satisfaction. User involvement has a
potential impact on the success of systems, and results are
obtained through a survey questionnaire to show that user
perception of their level of involvement has a direct, positive
and significant impact on user satisfaction. Therefore, we
could say that when users take part in the development of an
interaction tool, their level of satisfaction improves and they
bring relevant information to develop a new product or
service. However, the impact of user involvement in system
development and implementation is still an issue under
considerable debate.

In the same direction, research shows that there is a direct
relation between user participation and information systems,
and it shows that the strong participation of future users in
the design of information systems (IS) leads to successful
outcomes in user satisfaction.

In this respect, M. Mengoni, M. Germani, and M.
Peruzzini [17] state that, during product development,
usability tests allow to investigate product performance also
in terms of effectiveness. For instance, Virtual Reality (VR)
systems provide new modes of Human-Computer Interaction
(HCI) that can support usability testing in the early design
stages by adopting virtual prototypes to simulate product
experience.

Usability tests generally allow assessing product
performance in terms of efficiency, effectiveness and user
satisfaction in order to reduce the gap between the perceived
and the designed product quality. The main concern in the
assessment of emotional usability is identifying product
features that stimulate an affective user response and its
translation into design requirements. Although usability tests
can support innovation, companies seldom use them during
the product development process due to the high costs
connected to their implementation. In these cases, the
measure of usability could be considered less relevant. But it
has been shown that these tests improve the process of an
enterprise and increase the value to its users.

The use of prototypes allows to include the sense of
touch, which has a great importance in the emotional
evaluation. It allows exploring products with the hands and
collecting information about materials and shapes. Carrying
out usability tests is not as easy as it seems in the beginning,
but it is clear that it helps to know the needs of the user. The
use of virtual prototypes allows conducting usability tests in
the early design stages. However, an additional problem is
that only a few usability aspects can be measured in the
virtual environment, such as posture and occlusion
parameters. User satisfaction in terms of pleasantness is
difficult to assess, as virtual prototypes poorly support
emotional and touch and feel analysis [18].

B. Virtual reality and participation

As a consequence of integrating customers into the
creation of value, new methods are needed to allow the
active involvement of customers in new product
development [19]. Especially, virtual product experiences
enable customers to transfer not only what they want to
know, but also their unknown needs. As recently shown by
Matzler and Bailom [20], companies which are able to
identify customer needs and align them with their core
competencies are those that champion innovation. Such
companies are more profitable than others. Nowadays, new
product development cannot be conceived without powerful
three-dimensional (3D) modeling software to help create
products better and faster.

Taking this concept a step further, manufacturers may
use virtual prototypes to integrate customer ideas and needs
into new product development via the Internet. Thus,
customers can get their hands on innovations long before the
design has been finalized, when changes to suit their
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opinions and wishes can be done quickly and at low cost.
However, in recent decades there has been a debate about
which are the correct tools for testing prototypes. In
response, Dahan and Srinivasan’s [21] show that virtual
prototype testing online provides almost identical results as
using physical prototypes, and is easier and cheaper. In
connection with this, we conclude that virtual reality and
virtual prototyping are fully relevant tools. Today the
prototype is an interesting tool, which is possible thanks to
the rapid advance of new technologies and information
systems.

III. VIRTUAL CUSTOMER INTEGRATION IN CO-DESIGN

Virtual customer integration represents “one of the most
promising areas of development (…) that the new virtual
customer environments make possible” [22]. In a virtual
environment, consumers communicate their knowledge
through an electronic interface, with no direct personal
contact with the product or service. They do not get
immediate personal feedback. Thus, the virtual environment
must be created in a way that enables and motivates
consumers to play an active role in New Product
Development (NPD), and to make them participate in further
NPD projects. Information Technologies (IT) enable new
forms of producer-consumer collaboration in NPD processes.
Rooted in collaboration through the use of IT, the co-
production mode has emerged as an important and growing
production method. Customers can assume a number of
different roles in the NPD process [23]. In the ideation phase,
customers can be a resource through interactive multimedia
tools, virtual brainstorming, or virtual focus groups. In the
design and development phase, customers can take on the
role of co-creators, and tools such as Web-based conjoint
analysis, virtual user design, Internet-based design
competitions, tool kits, and so forth, allow users to express
their preferences and to design their own products. In the test
and launch phase, IT tools such as virtual concept testing can
help to provide valuable feedback on products, services or
interface.

Such co-creation tools enable consumers to realistically
experience virtual prototypes in real-world usage scenarios,
long before they actually come into existence [24].
Displaying design and feature options, engineering
constraints and price effects in real time, with easy-to-use
and drag-and-drop options, support consumers in creating
their ideal product.

Technologies and interaction tools enable consumers to
engage virtually in meaningful and challenging NPD tasks to
effectively share their knowledge with producers, making
them feel like they are autonomously contributing to the
collaboration. Also, if they believe that their input will be
seriously considered, these tools may provide consumers
with a sense of mastery. Thus, participants in virtual co-
creation may feel empowered.

However, there is a lack of case studies shedding light on
how to virtually integrate customers in practice. The detailed
missing information is: how to identify qualified customers
on the Internet; how to motivate them and how to interact

with them, and under what conditions are users are willing
and able to share their knowledge with producers.

Thus, it remains necessary to focus on the work of design
in this field, in order to identify which are the interactions
that are useful and give some guarantee of higher success
both for users and for the firm. The research show that
virtual customer integration provides valuable input for new
product development. A number of new tools to interact
virtually with customers can be found in the literature [25,
26].

Other authors suggest that, by integrating users of virtual
worlds into an interactive new product development process,
companies can tap into the innovative potential of customers
using the latest technology [27]. They argue that the latest
advances in information and communication technologies
enrich the interaction process and can improve the new
product development process.

DISCUSSION

This paper has sought to offer a perspective on the
breadth of the concept of getting information from users by
taking advantage of the new communication tools. The
development of different virtual environments is promising
as they give users an active role in NPD. In this article, we
argue that user participation increases user satisfaction
because users feel that they take part in the co-creation
process.

In view of this, it is of interest to develop an adequate
environment where users can express their real needs and are
able to participate in new development processes. Nowadays,
there are new interacting tools that allow interaction between
users and companies, and generate valuable feedback.
Virtual interaction and virtual product experiences help users
know what their real needs are. Usability tests, play an
important role in narrowing the gap with the “perceived
quality” of the designed products. Therefore, usability tests
increase the value that users give to products. When users
take part in the development process through interactive
tools, they improve their level of satisfaction and bring
relevant information to the companies. As this paper shows,
user involvement has a direct, positive and significant impact
on user satisfaction.

As a summary, this article shows how new technologies
offer a perfect setting for users, due to their variety and
interactivity, and this experience provides information. For
this reason, it is important to work on systems that allow
greater communication with users to let them have greater
participation in the design process. Some companies have
seen participation in design as a new way to engage
customers and achieve their loyalty.

In this sense, in future studies we will perform case
studies that allow us to analyze the feasibility and
effectiveness of this client-company communication.
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Abstract— This paper presents a case study of implementing a
user-centred approach in four software companies that, by
supporting the development process, provide the municipalities
with various self-service solutions for their citizens. This study
outlines the process of how four companies develop their
solution, including their customer involvement, end-user
involvement, and product. The findings are compared to the
number of usability problems identified in the four self-service
applications developed by the software companies. This shows
a mismatch between the usability and utility in these four
solutions.
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I. INTRODUCTION

European countries are currently developing digital self-
service solutions for their citizens. These efforts are being
launched to improve citizens' services and to reduce costs
[18]. Though public self-services have been on the agenda in
many countries for years, getting the end-users to use these
applications is not easily achieved. For citizens to accept
public digital services and websites, these sites need to have
a high degree of usability [11]. Wangpipatwong et al. found
that public digital websites in Thailand are lacking usability
due to poor design and non-employment of user-centred
design methodologies [7]. Several countries like United
States, United Kingdom, South Africa and Denmark have
developed guidelines to ensure the development of more
usable public digital applications and websites [2][3][14].

The Digital Economy and Society Index (DESI)
describes the level of digitalisation of the countries in EU.
This is measured in five areas, including digital public
services [18]. The total degree of digitalisation varies, from
Romania, Bulgaria and Greece at the bottom to Sweden,
Finland, and Denmark at the top [18]. Denmark is one of the
top 3 countries in regards to all other digitalisation areas in
EU and is one of the leading countries in the world [18].

Denmark has a population of 5.6 million people and is
divided into 98 municipalities as a single point of contact for
citizens in regards to the public sector [7]. In 2012, a
digitalisation process was launched with the goal that, by the
end of 2015, 80% of forms completed by citizens to the
municipalities are filled in and submitted digitally [1]. Until
2012, a contract based approach was used for digital public
services, where the software companies competed by bidding
to an offer. Since 2012, the individual municipalities have
been able to choose between competing designs for each

digitalisation area. Denmark has created guidelines to ensure
that public digital self-service applications and websites are
usable for the citizens [1].

This paper presents a case study of four competitors
implementing usable digital self-service solutions for the
same application area. We have focused on analysing the
customer and user involvement during the software
development process, and the characteristics of the 4
products developed and results of usability evaluations
thereof. Section 2 presents the related work. In Section 3, the
method of this case study is presented. Section 4 presents
the results, and, finally, Section 5 presents the discussion and
conclusion.

II. RELATED WORK

Studies show that quality and cost are complementary,
e.g. [8][9]. But from the self-service providers' point of
view, focus on usability will increase the price of the
product, making the developed solution harder to sell [15].
This means that, to get public self-service providers to get
this focus, usability has to be made a requirement. Both
Jokela et. al. [13] and Mastrangelo [21] describe the
importance of usability being specified in the requirements
specification document. Mastrangelo describes that public
administration needs guidelines to help getting usability
placed in the requirements to get the intended impact [21].

There is a disagreement in the related work in regards to
what is the best approach. Jokela et. al. found that to acquire
usable digital self-service solutions the specified usability
requirements have to be performance-based, as only these
types of requirements would be verifiable, valid and
comprehensive [15]. Additionally, the usability of digital
self-service solutions should be validated before the
solutions are sold to the municipalities [15].

This does not correspond with what Tarkkanen et. al.
found. Formal and detailed criteria for validation will cause
usability workarounds by the self-service providers as they
will focus only on the verification of their application in
regards to the requirements, instead of focusing on getting
the usability of the digital self-service solutions validated and
finding and fixing usability issues [16].

III. METHOD

This study was conducted as a multi-case study [5][22]
analysing four competitors implementing usable digital self-
service solutions for the same application area. Next, the four
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cases are presented and the data collection and analysis are
described in more detail.

A. The Cases

Below, the four companies are described. The
organisations have developed similar solutions and are
competitors in regard to the 98 municipalities in Denmark
who are the potential customers. To find the differences
between these companies as much as possible, we created
the scale shown in Table I.

TABLE I. CATEGORISATION OF THE FOUR ORGANISATIONS AND

SOLUTIONS

Table I shows the placement of the four cases in regards
to maturity and if the digital self-service solution is new or
an optimisation of an existing solution. This shows the
placement of the four cases in regards to maturity and if the
digital self-service solution is new or an optimisation of an
existing. The organisations' maturity has been defined
according to their experience developing digital self-service
applications in general.

The SME scale (small and medium scale enterprise) [20]
has been used in regards to number of employees and
turnover, to categorise the size of the four companies
involved in this case study.

This area of self-service applications was chosen as the
application had a certain level of complexity. The four
companies were chosen because they were the only
companies developing this specific solution, and the
companies and their developed self-service solutions were
different in terms of maturity of the company and if the
company was developing a new solution or was optimising
an existing solution.

Case A is a micro/small organisation in regards to the
SME scale and the turnover and number of employees. The
organisation has not previously developed other public
digital self-service solutions, so it is categorised as immature.
They use SCRUM [27] as development method and their
digital self-service solution is categorised as new for the
same reason. This company is an independent consulting and
software company.

Case B is a large organisation in regards to the SME
scale. The organisation is categorised as mature in regards to
digital self-service solutions in general as they have
developed several public digital self-service solutions
previously. They use SCRUM as development method and
PRINCE2 [28] as project management method. This specific
solution is categorised as new, though they already have an
existing solution, as they redid both the analysis and design
phase, before developing this solution. This company has
departments all over Scandinavia and creates and sells
software solutions to several different markets.

Case C is a large organisation on the SME scale. They
use their own development method, mainly staged but
sometimes with agile elements. The organisation is described
as both immature and mature in regards to digital self-service
solutions. In general, this area of application is fairly new to
them. They have an existing solution in this self-service area.
This company has departments all over Scandinavia and
creates and sells software solutions to different markets.

Case D is a large organisation on the SME scale. They
use a staged development method but have implemented
some agile techniques. The organisation is described as
mature in regards to digital self-service solutions and has
developed digital self-service applications for years. This
company is an independent consulting and software
company.

B. Data Collection and Analysis

All data was gathered over a time period of a year.
Qualitative interviews were conducted by phone with project
managers from 11 of 12 identified digital self-service
providers, with the objective of how self-service providers
were accepting and using the user-centred materials and
learn about each company and their development approach
[19]. This lead to a focus on one public self-service area with
four identified self-service providers with the objective of
how the user-centred requirements were used, and we
conducted a redesign of the existing requirements [10].

For our case study, we had one half-day meeting with
each of the four companies. Present at this meeting was the
product owner or project manager. The agenda for these
meetings was an introduction to this study including a
discussion of their gain of participating, as we offered inputs
on their self-service solution and conducting a usability
evaluation, which they could use to improve their self-
service application.

After the introduction the company presented their
organisation overall and, more specifically, how they were
developing this chosen self-service application, including
development process and method, collaboration with
stakeholders and end-user involvement. They also gave a
demonstration of the self-service application in its current
state. Lastly, it was discussed which people to interview in
the next part of our study to ensure we would cover all
perspectives. We had before the meetings identified the roles
of the people we would like to interview, as these roles were
named differently in each company and some people would
have more than one of these roles. We conducted a list of
people with the meeting. The roles we had identified were
the following; project manager, developer, interface
designer, and the person responsible for the user experience
and usability of the public self-service application. We
interviewed 14 people distributed across the four companies.
The purpose of the interviews was to determine current
practice at each of the four companies in regards to customer
and citizen involvement, and how the end-users were taken
into consideration during the design and development
process. We found that interviewing people with different
roles and responsibilities would provide us with more data
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on different perspectives and areas of expertise inside each
company.

All interviews were conducted by phone and transcribed
afterwards. All as semi-structured qualitative interviews as
described by Kvale [4]. After all, interviews were conducted,
the data was analysed in regard to the different perspectives
of each interviewee and their job function in to get an idea of
what each company did during the development process.

We completed a content analysis of relevant documents
from the companies. Both, interviews and documents were
analysed using Dedoose [6]. The aim of these activities was
to study the development process of the four companies
developing the digital self-service solutions in this specific
self-service area, into more detail. The cases were analysed
exploratively.

IV. RESULTS

In this section, we present our results. Our findings are
divided into three subsections, focusing on costumer
involvement, end-user focus and their final product. Table II
shows an overview of the four companies in regards to these
three focus areas.

TABLE II. MAIN CHARACTERISTICS OF THE FOUR CASES

A. Customer Involvement

In this section, it is described how the four companies
involve the customers in the development of digital self-
service applications. The section is written from the
perspective of the four companies.

1) Case A
The company collaborated with one municipality as a

customer and stakeholder. The company insisted that the
involved personnel should be case workers who understood
their own and the citizens' needs and not necessarily people
with IT skills. They use the case workers to learn about the
field of application. “We held a new workshop with the

municipality every couple of weeks, here we created mock-
ups that we used to design a new prototype, which was
evaluated and redesigned at the next workshop, [...] until we
were satisfied with the final prototype”. The company was
confident that they have developed a solution that lives up to
the wishes and needs of their on-site customer, but is less
confident that their solution is covering the needs of other
municipalities. “We have discussed if we should have created
a standardised solution covering the needs of as many
municipalities as possible.” They describe it as a problem for
them that they were not aware of the fact that the
interpretations of legislation are not the same in all
municipalities.

1) Case B
The main focus of the digital self-service application is

on the back-end of the system, and to ease the workload of
the case workers. “Our primary focus is to simplify the
working procedures for the case workers, otherwise, this
would never be a priority for the municipalities”. Before
developing this solution the company hosted workshops with
the municipalities that are already customers, with the
purpose of analysing the working procedures, used for
creating a specification of requirements and a business case.

“On the first workshop we are not presenting anything,
typically we say – we don't know anything, tell us about your
work […] we use these workshops to learn how we digitally
can support the digital work flow.” This information is used
in the development phase, where first iteration is developed,
and a prototype is created. The prototype was presented at
the next workshop to the municipalities involved in the
development process. The prototype shows the flow from a
citizen filling out a form and until it lands with the case
worker. They also described sending emails to all existing
customers asking them to answer questions in regards to
their work flow.
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2) Case C
The focus of the company is creating a solution that all

municipalities can use. “It makes a very big difference if you
are designing something for a large or small municipality.
There is a very big difference in relation to how things are
done or used.” They describe developing an application that
fits all types of municipalities, by developing a blank form
that the municipalities can set up as they wish to get the
citizens' to provide the information that each municipality
finds important. This also means that each municipality
buying this solution has to write all the text going into this
digital self-service application.

Municipalities are involved in the development process
by a forum for the exchange of experience that the company
is hosting for the municipalities that are existing customers.
These workshops are hosted several times a year. “In
regards to this specific solution we already have a solution
that the citizens can access to fill out other applications or to
get an overview of their own records, so this new application
will be developed to be part of this existing system.” Existing
customers have been involved through these previously held
workshops but no customers are directly involved in the
development of this digital self-service application.

3) Case D
The main focus of this company is on the back-end of the

digital self-service application. The company has involved
municipalities by conducting a workshop with people from
municipalities who are already customers. Representatives
from six municipalities participated as on-site customers.
The company hosted a workshop to learn about the number
of applications and generating of ideas. At the end of this
workshop, a specification of requirements was generated.

The municipalities were involved several times during
the development process but mainly through online meetings
or email. This was chosen as a consideration for the
employees. “Every time we have to pull the employees away
from doing their normal job in the municipalities [...] Online
meetings still gives them the ability to provide inputs. [...]
When ever we have a question we send an email asking if we
are doing the right thing.” They described that involving the
customers during the development process is a fairly new
procedure. They now see this as best practice as it means
they can do changes during the development process as
changes late in the process are expensive and complicated.

4) Summary of Customer Involvement
Companies A, B and D asked on-site customers to

participate during both design and development process.
Companies A and B held continuously design workshops,
where company D held one at the beginning and later
primarily had remote access to the involved municipalities.
Company C gathered information from workshops before the
design phase but had no customer involvement besides that.
Companies B and D stated that they mainly focused on the
back-end of the system to be used by the case workers.
Companies B, C and D all stated that they were aware of that
the municipalities have different needs as it depends on the
size of the municipality and their interpretation of legislation.
Company A described that they learned eventually that the

municipalities have different needs, though learning this
quite late in the process.

B. End-Users

In this section, it is described how the citizens as end-
users are taken into consideration through the development
of the citizens' digital self-service applications. Also, what
each company does in regards to ensuring the back-end
systems meet the requirements of the case workers.

1) Case A
The citizens are not involved in the development process

but the company describes taking them into consideration by
ensuring that the procedures for sending an application are as
simple as possible. “We have created the solution so it
should be understandable for all types of people. We have a
good feeling here and our self-service application has been
verified several times (by case workers)”. They have built an
application that in the simple cases can send a decision back
to the applicant right away without a case worker having to
go through the application first. The company also described
that their main focus is on the customer and not the citizens.
“We have been focusing on the customers' needs and work
procedures, it have been important for us to understand what
they wanted the citizens to do”. This perspective was chosen
because the municipalities are the paying customers and not
the citizens.

2) Case B
The company does not involve citizens in the

development process but they involve the municipalities and
case workers as a representation of the citizens' needs. “The
municipalities give us feedback in regards to what is not
working for the citizens, e.g. parts of the application that
citizens consistently fill out wrong”. Though focus is not
directly on the citizens the company feels that an
optimisation of the back-end also brings value to the citizens
as this will give a better flow with the handling of their
applications. The company finds that focusing on
accessibility of the system is more important than focusing
on usability for the citizens.

They did describe testing the application with users
before launching the digital self-service application. “We
have some pilot municipalities […] they are part of a test
phase where we assemble data for statistics”. For the
municipalities and case workers, they focus on improving the
efficiency of the work flows.

3) Case C
The company does not involve citizens in the

development process. They describe creating a system that
the municipalities can change to fit their needs. “We have
structured it so the municipalities can make adjustments
where and if they see fit, e.g. in regards to rewriting
phrasings or functions that can be added or removed”. The
municipalities and case workers were involved prior to the
design and development phase. The design and work flow
were designed at workshops held prior to the redesign of this
digital self-service application. The company focuses on
usability by having usability specialists hired.
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4) Case D
For this digital self-service solution, the company

describes focusing on the citizens' needs and their flow
through the application. “We know that this system is
developed mainly for senior citizens, meaning that this
system needs to be as simple as possible. This includes that
all descriptions and wordings need to be easy
understandable”. The company has discussed if they spent
too much time on the citizen angle. “The end-user is not the
one buying our product, it is the municipalities, [...] what
matters is if they think our self-service solution is good”. The
digital self-service application is described as being part of a
larger health care system, where citizens will have access to,
e.g. former applications and the municipality will have
everything in regards to one citizen in one record. For this
digital self-service application, they have used senior citizens
without much experience with computers, to fill out a digital
self-service application. In regards to the case workers and
municipalities, they described focusing on full automatic
digital self-service applications when possible. “

5) Summary of End-User Involvement
Neither of the companies has citizens directly involved in

the design or development process, although companies B
and D described testing their developed public self-service
application on citizens after the development has been
completed. Companies A and D implemented automatic
decisions when possible, benefiting for both citizens and
case workers. Companies A, B, C and D all described that
focusing on the needs of the citizens has not been made a
priority, only the needs of the municipalities as customers.
Company D described that they needed to focus less on the
citizens and more on the municipalities as customers.

Companies A and D have mainly focused on the target
user-group in regards to keeping the design simple for the
citizens. Company B focused primarily on the flow of the
end-users in their solution, and company C has used usability
specialists to check if the design was usable for the citizens.

C. Product

This section is about the strengths and weaknesses
perceived by the company about their own digital self-
service solution, both in relation to the municipalities, case
workers, and the citizens.

1) Case A
The company perceives it as a strength that they have

developed what they describe as a “whole solution” covering
both the necessities for the case workers and the citizens.
“Our solution has a good flow for the citizens with
understandable screen displays. It is not heavy on wording
and we only ask for information that is actually relevant for
the municipalities to keep things as simple as possible.”

The company also identified some weaknesses in regards
to their digital self-service application. They described that
the fact that they only collaborated with one municipality
might have been an issue, although they did not see it as a
real option for them to have involved 3-5 municipalities in
the development process. The company also recognises that
there might be usability issues in the digital self-service
application but argues that this is substantiated in what the

municipalities are actually willing to pay for. “Reality is just
different than theory. If you want to pay for it, you can get
the great solutions focused on usability, but that is not what
the municipalities want to pay for”. The company describes
that if the customers do not care about usability they will not
focus on that either.

2) Case B
The company perceives it as a strength of their digital

self-service application that they have involved different
kinds of professionals in the development process. They feel
that the role of the product owner creates more value as he
also has to ensure that the digital self-service application
follows the legislations even if it changes. They describe
ensuring to develop usable and intuitive digital self-service
applications.

Late changes are described as being possible because the
application is built in modules making changes less
expensive. A perceived weakness is creating one solution to
fit all needs. This is done as updating or testing would be too
expensive if municipalities wanted something changed.

3) Case C
The company perceives it as a strength of their digital

self-service application that they have developed a solution
where the citizens can do everything in one place. “The
citizens never leave their medical file when they need to fill
out the self-service application”. They also perceive it as a
strength that they have tried to cover all aspects of the needs
that both citizens and case workers have.

A perceived weakness is that they feel they might not
have spent enough time on usability when developing the
digital self-service application for the citizens. “The self-
service application might be kind of crude, people need to
have prior knowledge to be able to use it..” A concern about
if feeble citizens would be able to fill in the application was
raised.

4) Case D
The company perceives it as a strength that they have

integrated this application in their general healthcare record
solution. “The citizens can see the full catalogue of the
services the municipality offers and, after they have applied
for something once, it is possible to make a reorder without
starting over with the application.” They feel that they have
simplified processes that otherwise might be difficult for
feeble citizens. For the case workers they see their solution
as a strength in regards to, when an application ends up with
the case worker, the system has already validated that the
citizens are entitled to what they have applied for.

It is perceived as both a strength and a weakness that they
always make applications that follow the legislation though
some municipalities might have other requests. It is
perceived as a weakness that they have been bound by an
existing design on the general healthcare record solution.
They feel this application might lack usability and that some
written information might be too small for the application.

5) Usability of Products
To evaluate if the development process had resulted in

usable self-service applications for the citizens, a usability
evaluation of these four self-service solutions was
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conducted. This was done as a think-aloud usability
evaluation in a usability laboratory, with eight test persons.
For the evaluations, all test persons received the same
instructions explaining what they were meant to do during
the evaluation, e.g. conduct a set of tasks and think aloud
during the evaluation. All participants received the same
tasks, and evaluated all four systems, but evaluated them in
a different order.

The test persons were chosen to represent a user segment
as large as possible. Our test persons ranged in age and had
different educational backgrounds. The test persons had
different level of experience with computers though all use
the Internet on a regular basis. They had different level of
experience in regards to public services. Most had
experience with other public digital self-service areas but
not this specific area.

An overview of the test persons can be found in Table III
below.

TABLE III. FOUND USABILITY PROBLEMS FOR EACH DIGITAL

SELF-SERVICE SOLUTION

Test
person

Gender Age Education Experience with
public services

TP1 F 44 High school degree
(early retirement
because of health
issues)

Yes, also for this
application type, and
done digitally

TP2 F 31 Phd-student in
Social science

Yes, for other service
areas, and done
digitally

TP3 M 52 Accountant Yes, for other service
areas, and done
digitally

TP4 F 64 Retired school
teacher

Yes, for other service
areas, but not digitally

TP5 F 66 Technical assistant Yes, also for this
service area, and done
digitally

TP6 M 30 Msc. Engineering Yes, for other service
areas, and done
digitally

TP7 M 65 Retired computer
assistant

Yes, for other service
areas, and done
digitally

TP8 M 22 Bachelor student in
computer science

No experience

All test persons received a small gift after participating
in the evaluation.

After conducting the evaluations the data was analysed
using the method Instant Data Analysis (IDA) [26]. The
usability problems were categorised after the criteria
described in Table IV. The problems were categorised in
regards to levels of confusion and frustration of the
participants, and whether they were able to fill out the forms
correctly. These criteria and categorisations were described
further by Skov and Stage [17].

TABLE IV. DEFINING THE SEVERITY OF THE USABILITY

PROBLEMS IN THE DIGITAL SELF-SERVICE SOLUTIONS

Slowed
down

Understanding Frustration or
confusion

Test monitor

Critical Hindered
in solving
the task

Does not
understand how
the information
in the system
can be used for
solving the task

Extensive level
of frustration or
confusion – can
lead to a full
stop

Receives
substantial
assistance,
could not have
solved the task
without it

Serious Delayed
in solving
the task

Does not
understand how
a specific
functionality
operates or is
activated

Is clearly
annoyed by
something that
cannot be done
or remembered
or something
illogical that
one must do

Receives a
hint, and are
able to solve
the task
afterwords

Cosmetic Delayed
slightly in
solving
the task

Does actions
without being
able to explain
why (you just
have to do it)

Only small
signs of
frustration or
confusion

Is asked a
question that
makes him
come up with
the solution

An overview of the usability problems is shown in Table
V.

TABLE V. FOUND USABILITY PROBLEMS IN EACH DIGITAL SELF-SERVICE

SOLUTION

Company A Company B Company C Company D

Critical 2 5 0 1

Serious 17 18 11 15

Cosmetic 17 14 6 13

Total 36 37 17 29

Of the identified problems, 11 were found across all four
digital public self-solutions. Among these general problems
was lack of understanding of the purpose and flow of the
self-service solutions, problems with attaching files, test
persons getting annoyed or confused by not being able to
understand helping texts and the descriptions of the rules and
regulations of the application area, leading to test persons
filling in the wrong information in the text fields. And,
misunderstanding data fields, also leads the test persons to
fill in the wrong information in the text fields.

6) Summary of Products
Companies A and D highlight simplified processes as

strengths in regards to their public self-service applications.
B and D find the fact that they focus on developing
applications that follow the legislation as a strength. C and D
both describe it as a strength that the self-service application
is integrated in one healthcare solution for all public
healthcare applications. Companies A, C and D believe that a
weakness of the citizen centred self-service applications
might be lacking usability. This has not been made a priority
by the companies as it was not a priority for the
municipalities.
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The applications from C and to some extent D, were
significantly smaller and less complex than the applications
developed by companies A and B.

Both applications from companies C and D were part of
larger healthcare systems and therefore much less
information had to be filled in by citizens themselves.
Especially the application developed by company C was
very plain and did not address any of the issues that
companies A and B, and to some extent company D have
tried to solve in their solutions, like adding features
automatically generating decisions, or the possibility of
attaching relevant documents to the application. The
application from company C was created as a paper
application in pdf-form. Although C and D showed a higher
degree of usability, the utility of these solutions were
significantly lower than the applications from A and B.

V. DISCUSSION AND CONCLUSION

The Danish digitalisation effort has been taken to support
the development process and provide each municipality with
more digital self-service solutions to choose from, and
enhancing usability in these solutions. For this purpose, two
sets of guidance materials were created, a user journey and a
set of 24 usability criteria, respectively. The aim was that this
approach would facilitate competition between the self-
service providers, resulting in better and more user-centred
self-service applications for the citizens. All four companies
involved the municipalities in the design process both in
regards to the back-end of the system meant for the case
workers and in regards to the self-service applications meant
for the citizens. Two of the companies described involving
citizens quite late in the process for testing of the features,
either by going live in a few “pilot-municipalities” or
conducting a usability evaluation.

Though a user-centred approach has been taken, our
results correspond with the findings of Wangpipatwong et al.
who found that e-government websites are lacking usability
due to poor design and non-employment of user-centred
design methodologies [7]. The reason for this is that the
municipalities according to the companies are only focusing
on this to a small extent and are not willing to pay more than
the bare minimum. This shows a mismatch between what the
joint IT organisation of the municipalities, and the
municipalities are trying to achieve. The public self-service
providers are focusing on what the municipalities are willing
to pay for and want the citizens to do and not taking the user-
centred approach with a citizens' perspective, unless this is
being requested by the municipalities. If the user-centred
approach should be a success it is important to involve the
municipalities as well. They need to understand that quality
and cost are complementary [8][9] and why usability needs
to be a focus area and why a usable system will be a good
investment though it might be a bit more expensive to
develop. Bruun and Stage have found that redesigning a
digital self-service application focusing on usability, can
reduce the amount of time the case worker has to spend on
each application, with more than 50% [23].

Jokela et. al. [13] and Mastrangelo [21] describe the
importance of usability being specified in the requirements.

It is questionable whether this approach will be successful
unless the municipalities learn the values of these
requirements and get the understanding that usability will
reduce cost over time. It seems very clear that as long as the
municipalities are not demanding this focus on usability, the
self-service providers will not focus on this aspect either.
To gain an understanding of the development of public self-
service applications in Denmark, we have conducted a study
of one application area with four self-service providers. We
recognise this limitation in regards to drawing conclusions
in a broad term about the entire development process. Also,
we have conducted a case study involving the companies.
As future work, it would be interesting to learn the
perspectives of the municipalities from themselves, and not
only through the self-service providers.
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Abstract—Understanding users’ behavioral patterns and quanti-
fying users’ expertise have a myriad applications, from predicting
user actions and tailoring the environment to that specific user, to
detecting masquerade attacks and assessing learning outcomes.
Toward this end, we have conducted a study on three Unix
command datasets, totaling 263 users and more than 1 million
commands. We first introduce the notions of command expertise,
command line expertise, and command category. Next, we use
these metrics, combined with other attributes to define and
quantify several user expertise metrics, e.g., category breadth,
command line expertise. Our study has revealed many Unix
commands characteristics, e.g., Unix command can be grouped
into 25 categories; file management is the most common activity;
the most commonly used commands are two-characters long. Our
study has also revealed many insights into user expertise and
behavior, such as: command line length is not an indicator of user
expertise; users activity is highest on Monday and decreases every
day through Saturday, picking up on Sunday; peak command
usage hours are 11 a.m., 1 p.m. and 4 p.m.; development activities
happen mostly in the afternoon.

Keywords–User behavior; user expertise; Unix; empirical study.

I. INTRODUCTION

Unix, Unix-like, and Linux operating systems dominate
the market in segments where human-computer interaction is
centered around command-line; specifically, the market share
of these operating systems, in January 2016, was 66.9%
(server), 100% (supercomputer) and 100% (mainframe) [1].
Understanding Unix command usage and the behavior of Unix
users has many applications: repetitive sequences of commands
can be transformed into scripts for correctness and ease of
use; temporal patterns can expose busy and idle periods hence
allowing capacity to be scaled accordingly; and noticing that a
user U ’s commands or temporal access patterns are markedly
different compared to U ’s prior commands and usage patterns
can indicate a masquerade attack [2] (i.e., U ’s account has
been compromised and is being used by a malicious user M ).
Quantitative measures of user expertise can serve as a base
for comparing users (e.g., who are the most competent or
efficient users?), inferring user roles (e.g., student vs. seasoned
developer vs. system administrator) or assessing how users
learn.

Few studies have focused on understanding user behavior
based on command line usage. Rather, prior studies’ focus
has been on: masquerade detection (malicious users taking
control of a legitimate user’s account) [3][4][5][6][7][8][9];

user session characterization [10] in terms of commands per
session, errors encountered and directories explored; or pre-
dicting high-level user actions [11]. In Section II, we provide
a detailed comparison with related work. However, none of
these previous studies have attempted to quantify user or
command expertise and study temporal patterns associated
with users/expertise.

We start by describing the datasets and the approach we
have used to identify commands and their arguments (Sec-
tion III). Identifying individual commands is nontrivial due
to several reasons, such as the myriad ways in which Unix
commands can be chained or used as arguments for other
commands.

In Section IV, we discuss the methodology we have used
for quantifying expertise and assigning expertise values to
commands and users. First, we assign an expertise value
to each command — the higher the value, the higher the
probability that the command is used by more advanced users,
or requires more advanced knowledge. Next, using command
expertise, we assign expertise values to entire command lines.
We then group commands into categories such as file man-
agement, editor, and compiler. Based on these metrics, we
introduce metrics for users expertise: user category breadth
to quantify user expertise in terms of the number of different
categories employed by that user, as well separating users into
high- and low-expertise groups.

In Section V, we present our findings. We first characterize
commands in each dataset; we found that file management
is the principal activity, with cd and ls accounting for
substantial percentages of user commands. We found that the
most common command length is two; that command line
length is not necessarily an indicator of expertise, and that
commands/users permit a natural separation into high- and
low-expertise commands/users.

We also analyzed temporal patterns in one of the datasets
(the only dataset to contain command timestamps). We found
that command activity tends to decrease from Monday until
Saturday, and increase slightly on Sunday; that peak command
usage hours are 11 a.m., 1 p.m. and 4 p.m.; and that devel-
opment activities (use of editors and compilers) peaks in the
afternoon.

II. RELATED WORK

Schonlau et al. [3] have used various statistical methods to
detect masquerade attacks by finding “bad data” (attacker’s
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TABLE I. FEATURE AVAILABILITY FOR EACH DATASET.

datasets Mahajan Greenberg Schonlau
Users 45 168 50
Commands per user 709* 1,441* 15,000
Command timestamp X
Session start/end X
Command arguments X X
Command chaining X X
User Group X

* Median number of commands per user.

commands) inside sequences of “good data” (benign com-
mands issued by a legitimate user). Other studies have sim-
ilarly used machine learning or grammars for masquerade de-
tection [4][5][6][7][8][9]. Greenberg [10] has collected traces
of 168 users via a modified csh shell; they partitioned the
users into four non-overlapping categories (novice program-
mers, experienced programmers, computer scientists and non-
programmers) and characterized user sessions in terms of com-
mands per session, errors encountered and directories explored.
Chinchani et al. [12] has focused on the reverse problem
of generating user models so that synthetic command traces
can be generated automatically. Fitchett and Cockburn [11]
developed a predictor model for revisitation/reuse based on
user actions (commands, window switching, URL accesses).

Note that our focus is different compared with the afore-
mentioned efforts. Rather than finding suspicious/anomalous
commands for purposes of masquerade detection, we aim to
answer more general questions: how can command expertise,
command line expertise, and user expertise be operationalized?
How can users and commands be grouped into categories
that generalize and are stable across datasets? What are the
temporal patterns associated with commands, command cate-
gories, and users, e.g., when (time-of-day/day-of-week) does
development happen, as opposed to editing, and when are
experts active compared to novice users?

III. DATASETS

Our analysis is based upon three main datasets — collected
by other researchers [9][3][10] — totaling 263 users and
1,023,993 commands. Table I provides an overview of the
datasets and the features they include: each dataset consists of
real commands collected from actual usage — ranging from
709 up to 15,000 commands per user. The dataset attributes
vary: while Mahajan’s set contains a timestamp for each
command, the other sets do not; conversely, Greenberg’s set
has session start and end markers while the other two do
not. Finally, Mahajan and Greenberg’s sets contains command
arguments, including the chaining of multiple commands on
the same line (e.g., via the pipe operator), while Schonlau’s
only contains a command prefix (first 8 characters).

We now describe each dataset, its features, and the method-
ology we used to extract characteristics from that particular
set.

1) Mahajan: The richest, most detailed data was gathered
by Mahajan [9]: command traces for 45 users. Each command
has a timestamp and the entire command line, e.g., including
complex pipes, was captured. To parse each line, we first
separate the command portion into sections of commands by
pipes (the ‘|’ character) and logical commands such as ‘&&’.

After separating a line into sections, each section contains a
command, along with zero or more parameters. For example,
the following line will be separated into 3 sections:

ls -l | grep key | less

Backquotes or “backticks” are commands that are executed
before the rest of a line, and their result is “pasted” at their
position in the line. For example:

vim notes.`date +%F`

Hence we look for backquotes in each section and treat it
as a separate section; we find the command and its parameters
(as described below) and we treat the whole section as an extra
parameter for the section which contained the backquotes.

To count the number of parameters for each command,
we separate each section by space and redirection characters
(‘>’, ‘>>’, ‘<’, and ‘<<’). As mentioned above, each
section is split based on space or redirection characters.
Redirection to/from a file is also considered a parameter. In
some rare cases there are two commands per section such
as sudo apt-get install blah which contains two
commands (‘sudo’ with 0 parameters and ‘apt-get’ with 2
parameters). Only two commands were found that used such
a feature: ‘sudo’ and ‘time’.

To conclude, in the aforementioned example, we detect 3
commands: ‘ls’ with 1 parameter, ‘grep’ with 1 parameter,
and ‘less’ with no parameter. Notice that all commands
after the first pipe have one more parameter than immediately
visible, and that is because the other parameter has been piped.

Finally, we proceeded to identifying sessions, i.e., start
and end of time intervals when users started the command
line interaction. While Mahajan’s dataset is very rich in most
aspects, it does not explicitly record session information, so
to identify sessions we computed the time intervals between
consecutive commands, plotted their distribution, and visually
identified cut-off points hence session begin/end.

2) Greenberg: This dataset consists of 168 Unix users [10].
Like Mahajan’s dataset, it contains command parameters, and
complex command lines, but it does not contain timestamps
like Mahajan’s. It does however contain session delimiters.
Another feature of this dataset is that it categorizes users
into 4 categories based on their expertise. In detail, there
are 52 computer scientists, 36 experienced programmers, 55
novice programmers and 25 non-programmers respectively.
This makes it particularly valuable in evaluating our expertise
extraction methods. Next, we show an example of the infor-
mation contained in Greenberg’s dataset (the dataset contains
more information which is irrelevant to this study and has been
removed from the example for clarity).

S Wed Feb 18 16:37:25 1987
E Wed Feb 18 16:56:22 1987

C date
C nroff terry.abs | enscript
C p audio.mail

S Fri Feb 20 12:41:39 1987
E Fri Feb 20 14:24:06 1987

C mail
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C rlogin sun-fsa
C rlogin sun-e
C rlogin sun-b
...

3) Schonlau: Although this dataset is large, containing
15,000 command traces per user for 50 users, it is limited
in three ways. First, the parameters for each command are
omitted; this leads to missing complex pipes and chains of
commands, which can be used to assign user expertise. Second,
due to the method used for gathering data, system commands,
e.g., commands invoked from C programs via system() or
exec() were included. Finally, the command traces do not
have timestamps, so processing any temporal information such
as number and duration of each user session is impossible.
On the flip side, parsing this dataset is trivial, since each line
contains a simple command, with no parameters, no loops, no
pipes, etc.

IV. EXPERTISE

We used the following approach for developing a uniform
notion of expertise across the three datasets: we first assign
an expertise value E(C) to each command C, then for each
command line L, including lines that consist of the chainings
commands C1, . . . , Cn, we assign an expertise coefficient
lCoef(L) based on constituent command(s) expertise as well
as the command chaining information.

Command Categories. We group commands into cate-
gories, e.g., vim or emacs are categorized as editor com-
mands, while ping or traceroute are network commands,
and so on. In total we have defined 25 categories. The number
of categories varies little across datasets: 24 for Mahajan, 23
for Schonlau and 18 for Greenberg (Table II) which indicates
that our category definitions are stable.

A. Command and Line Expertise

1) Assigning Expertise to Commands: Due to inherent
differences among the three datasets, they could not be merged
into one dataset, and thus assigning expertise was performed
separately on each of them. We first measure the number of
users that have used each command (U ), along with the number
of times each command was used (Freq). We also manually
assign commands to categories based on type of application.

We group U into 4 bins and Freq into 3 and assign an
expertise value to each bin (Uexp and Freqexp) as shown
on the left of Figure 1. A level of expertise is assigned to
each category (Cexp) as shown on the bottom of Figure 1,
e.g., browser commands have expertise value 4, network and
svn (version control) have value 10, while compiler commands
have expertise value 14. Then, for each command we assign an
intra-category expertise adjustment (Iexp), as explained next.1
The reasoning behind the expertise assignments is:

• For user breadth Uexp, the more people utilizing a com-
mand, the less likely it is to require high expertise. At
the same time, if a command is used only by a single
person, there is a high chance that it is highly personal,
e.g., scripts. We believe the expertise associated with this

1Expertise values were assigned based on consensus among authors.
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Figure 1. Expertise assigned to bins of a) command frequency (top left); b)
user breadth (top right); and c) command category (bottom) for the Mahajan

dataset.
bin should be lowered, but not lower than the bin with
highest number of users.

• For Freqexp, a command that is used less frequently is
likely associated with higher expertise.

• A category of commands Cexp is the highest indicator
of expertise, e.g., a compiler command is much more
complicated than a browser command.

• Within a category, there are certain commands that require
a higher expertise to be used; these commands are given
extra expertise points in intra-category expertise Iexp.

Therefore, we use the following formula for assigning
expertise to each command Ci:

Exp(Ci) = Uexp(Ci) + Freqexp(Ci) + Cexp(Ci) + Iexp(Ci) (1)

While the most influential element of each command’s
expertise is the category it belongs to, other elements can
boost or hinder its expertise and thus provide a wide range
of values. For example, in Schonlau’s dataset, expertise values
range from 6 to 22.

2) Assigning Expertise to Lines: For the dataset of Schon-
lau et al., each line’s expertise is the same as the command
in that line. But for Mahajan and Greenberg datasets, we
need a measure to combine multiple commands’ expertise
into a single value. Adding up all the expertise is not a great
idea since it can highly inflate the expertise values, and it is
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certainly misleading, since someone who uses 10 commands in
a single line, does not necessarily possess 10x greater expertise
in comparison to another person who uses the same commands
on separate consecutive lines. We believe that the former’s
expertise is merely a fraction more than the latter’s and that
is due to their ability to combine multiple commands in a
single line and perform complicated tasks. To this end, we have
developed the following line expertise computation scheme:

lCoef(li) =

{
1 + min(|Commands(li)|,4)

10
, if li contains backquotes

1 + min(|Commands(li)|,4)−1
10

, otherwise
(2)

Coef(Cj) = 1 +
min(|Params(Cj)|, 4)− 1

10
(3)

Expertise(li) =

lCoef(li)× max
Cj∈Commands(li)

Exp(Cj)× Coef(Cj) (4)

Here, li is any given line, Cj is a member of the set
of commands within li, denoted by Commands(li) and
Params(Cj) gives the set of parameters for Cj . lCoef(li) is
an expertise coefficient for line li which gives a 10% boost to
li’s expertise for each extra command in li, up to 4 commands;
it also gives an extra 10% boost if backquotes are used in li.
Coef(Cj) is a command coefficient which gives a 10% boost
to Cj’s expertise for each extra parameter provided to Cj , up
to 4 parameters.

3) High- and Low-Expertise Commands: To provide a
straightforward binary separation into “easy” and “advanced”
commands, we use the command expertise distributions to
divide all commands into low and high expertise groups. These
in turn will be used to support separating users into low- and
high-expertise groups. We present the results in Section V-A3.

B. User Expertise
We now provide definitions of user expertise.
1) User Category Breadth: User Category Breadth (UCB),

i.e., the number of different categories they actively use, is
also an indicator of expertise. To measure UCB, we identify
the category of commands for each user, and apply a minimum
number of commands threshold to weed out those cases where
accidental or extremely infrequent use of commands would
count toward category use. Specifically, we used 1.5% of the
average number of commands for each user in each dataset
to define the aforementioned threshold — this translates to
20 commands in Mahajan’s dataset and 250 commands in
Schonlau’s, i.e., to count a category C toward a user U ’s
UCB, U has to have used at least 20 and 250 commands in
C, respectively.

2) High- and Low-Expertise Users: To distinguish different
users, we divide them into low and high expertise groups
based on high- and low- command line expertise mentioned in
Equation (2). We found a clear delineation between the high-
and low- expertise sets; we present the results in Section V-B2.

V. RESULTS AND DISCUSSION

We now proceed to discuss our findings.

TABLE II. SUMMARY OF COMMAND CHARACTERISTICS.

Mahajan Greenberg Schonlau
Total Commands 56,261 313,169 750,000
Unique Commands 1,218 4,117 856
Categories 24 18 23

TABLE III. TOP-20 COMMANDS FOR EACH DATASET.

Rank Mahajan Greenberg Schonlau
Command % Command % Command %

1 cd 15.3 ls 12.3 sh 8.7
2 ls 15.0 cd 8.8 cat 4.3
3 git 3.7 pix 6.2 netscape 4.3
4 vim 3.3 umacs 4.9 generic 4.1
5 sudo 3.1 e 4.2 ls 4.0
6 grep 2.8 rm 3.1 popper 3.3
7 vi 2.6 fg 3.1 sendmail 2.8
8 gvim 2.3 emacs 3.0 date 2.7
9 ssh 2.2 more 2.8 rm 2.3
10 mm 2.2 lpq 1.9 sed 2.1
11 rm 2.0 mail 1.8 nawk 2.0
12 java 1.9 lpr 1.8 expr 1.9
13 perl 1.6 cat 1.8 tcsh 1.8
14 javac 1.5 cp 1.4 grep 1.7
15 find 1.4 ps 1.3 tcpostio 1.4
16 clear 1.2 nroff 1.2 uname 1.4
17 mount 1.1 who 1.1 ln 1.3
18 cp 1.1 make 1.0 hostname 1.3
19 cat 0.9 fred 0.9 gcc 1.3
20 exit 0.8 u 0.8 true 1.3

A. Command Characteristics

1) Command Distribution: Table II shows the summary of
each dataset. Although the Schonlau dataset has the most com-
mands, it has the fewest unique commands. Note how, despite
differences in datasets (e.g., provenance, year of collection,
Unix system used) they have similar numbers of command
categories, which indicates that our category definitions are
quite stable across different Unix user populations.

Table III shows the top-20 most used commands and their
percentage in each dataset. File management commands (ls,
cd, cp, and rm) are the most popular by far, and they dominate
the Mahajan and Greenberg datasets (more than 20% of their
commands fall into this category). The Schonlau dataset is
more evenly distributed, but file management is popular there
as well.

Furthermore, we investigate whether commands differ be-
tween user groups. Table IV shows the top-20 most used com-
mands and their percentage of user groups in the Greenberg
dataset. For groups computer scientist, experienced program-
mer and non programmer, similar to the whole dataset, file
management commands contribute the most, but for the novice
programmer group, the compiler-related command pix and
(Pascal interpreter and executor) and editor command umacs
are the most used commands.

Table V shows top-5 most used categories and their per-
centage in each dataset. The observations are similar to the
previous observations on commands: file management is preva-
lent, with Mahajan and Greenberg’s datasets having a higher
concentration of such commands compared to Schonlau’s.

The Greenberg dataset comes with an assignment of users
into groups: computer scientists, experienced programmers,
novice programmers, and non-programmers [10]. Therefore,
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Figure 3. Distribution of command line length in Mahajan and Greenberg datasets (left) and the four user groups of the Greenberg dataset (right).

TABLE IV. TOP-20 COMMANDS OF EACH CATEGORY IN
GREENBERG DATASET.

Rank Scientist Experienced Novice Non-Programmer
Command % Command % Command % Command %

1 ls 14.6 cd 12.0 pix 24.4 ls 15.8
2 cd 10.5 ls 11.8 umacs 19.7 emacs 10.6
3 e 5.2 e 5.8 ls 7.8 nroff 9.1
4 fg 4.4 fg 4.6 rm 3.4 cd 8.5
5 rm 3.0 more 4.1 u 3.1 e 5.3
6 mail 2.8 rm 2.7 cd 2.9 rm 4.0
7 emacs 2.4 make 2.7 cat 2.7 ee 3.8
8 lpq 2.2 emacs 2.5 more 2.6 more 3.4
9 more 2.1 lpr 1.9 script 2.4 lpr 3.0
10 ps 1.8 l 1.9 lpr 2.4 hpr 2.8
11 f 1.6 cat 1.8 lpq 2.0 ptroff 2.2
12 cat 1.6 ada 1.8 cp 2.0 lpq 1.9
13 who 1.5 examples_vax 1.7 emacs 1.8 ps 1.8
14 mv 1.1 cp 1.5 pi 1.5 cp 1.4
15 lpr 1.1 a.out 1.3 p 1.2 tbl 1.4
16 man 1.1 rwho 1.3 mail 1.0 w 1.3
17 rlogin 1.0 mail 1.2 fred 1.0 col 1.2
18 cp 1.0 lpq 1.2 logout 0.8 mail 1.2
19 page 0.9 bye 1.2 pdpas 0.7 rr 1.1
20 fred 0.9 ps 1.2 man 0.6 spell 1.1

TABLE V. TOP-5 CATEGORIES FOR EACH DATASET.

Rank Mahajan Greenberg Schonlau
Category % Category % Category %

1 fileman 39.0 fileman 28.3 pattern 13.7
2 etc. 8.4 editor 14.7 framework 12.2
3 editor 8.2 info 13.1 etc. 12.1
4 pattern 5.8 etc. 10.7 system 11.8
5 compiler 5.1 compiler 9.2 fileman 10.1

TABLE VI. TOP-5 CATEGORIES FOR USER GROUPS OF THE
GREENBERG DATASET.

Rank Scientist Experienced Novice Non-Programmer
Category % Category % Category % Category %

1 fileman 32.3 fileman 31.7 compiler 27.4 fileman 31.2
2 info 14.4 etc. 13.2 editor 23.3 editor 21.1
3 etc. 11.8 info 12.6 fileman 17.2 info 13.1
4 editor 10.6 editor 10.7 info 11.6 Tex 11.8
5 system 9.1 system 8.4 system 7.4 etc. 11.1

for this dataset alone, we have investigated category distri-
bution for each group. According to Table VI, we found
that computer scientists and experienced programmers’ groups
have similar top categories, e.g., file management is the most
frequent used commands. However, the novice programmer
group used compiler and editor commands most often, whereas
non-programmers, as expected, used file management, editor,
help (info) and TeX (text processing) commands most often.

2) Command Line Expertise: We now illustrate how com-
mand line expertise differs among user groups. We classified
the Mahajan dataset into 3 groups: experienced programmer,
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Figure 2. Beanplot of average command line expertise of each user group in
Mahajan’s dataset.

novice programmer and non programmer; we performed this
classification manually by sampling each user’s commands
and evaluating the categories and expertise of the sampled
commands. Figure 2 shows the bean-plot of average command
line expertise of each group in Mahajan. The shape of the
bean-plot is the entire density distribution, the short horizontal
lines represent each data point, the longer thick lines are the
medians, and the white diamond points are the means. While
the results show that the peak density of expertise is higher
for the experienced users and then for novice programmers,
a Mann-Whitney U test shows that the differences are not
statistically significant, which very well may be due to our
small sample size (a total of 45 users).

We use command line length as a metric to check the
difference between the Mahajan and Greenberg datasets, as
well as the difference between user groups in Greenberg.
According to the left side of Figure 3, command line length 2
is the most frequent pattern for both Mahajan and Greenberg
which is expected, as commands ls and cd have been used
most often. For scientist and experienced programmers of
Greenberg dataset, we found a similar pattern. But for novice
programmers, command line length 10 is the most used, while
command line length 9 has similar frequency with command
line length 2. Upon investigation, we found that since novice
programmers were learning how to program, they used com-
mands umacs and pix (with corresponding arguments to
reach line lengths 9 and 10) more often, which result in
the different trend compared to scientists and experienced
programmers.

3) High- and Low-Expertise Commands: Finally, we inves-
tigate the distribution of expertise for each dataset; in Figure 4,
we show the result. We set the median of expertise values
(which empirically is 11 across all three datasets) as the
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Figure 5. Histogram of number of categories of commands each user is active on. Being active in a category requires using one or more commands from that
category at least 20 times.

threshold to separate low from high command line expertise.
Note that, since the same value, 11, emerges as a natural
threshold in all three distributions, we gain confidence in the
stability of our command expertise metrics.

B. User Characteristics

1) User Category Breadth: We analyzed Mahajan’s dataset
as described above for UCB classes. The results are shown
in Figure 5 (left). We observe 3 major patterns. First, there is
a group of people who use 3 or fewer categories of commands.
Second, there is a large group of people who use between 4
and 8 categories, and finally the group of people who use
more than 8 categories. We name these classes low, medium,
and high breadth classes respectively. In Mahajan’s dataset, we
found that 6 users are a member of low-breadth class, 10 are a
member of high-breadth class, which leave the rest (29 users)
in the medium-breadth class.

For Schonlau’s dataset the pattern occurs again, but at
different points. Here the low breadth class spans up to 12
categories and consists of 7 users. The high breadth class
starts from 19 categories and consists of 1 user. This leave
the medium group with 42 people and a range of 12 to 19
categories.

For the dataset of Greenberg, we still have similar pattern
with different points. The low breadth class spans up to 3
categories and consists of 8 users. The high breadth class starts
from 10 categories and consists of 29 users. Then the medium
breadth class group with 131 users and a range between 3 to
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Figure 6. Kernel density function for the command category distribution of
each user class in Greenberg’s dataset.

10 categories. While the values are different, the pattern of
two small classes with low and high breadth and a larger class
of medium breadth is still prevalent.

We also analyzed category usage in the different user
groups of Greenberg’s dataset. Figure 6 shows the kernel
density function for the command category distribution of
each user group. We found that novice programmers and
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Figure 8. Frequency of low and high expertise commands used by different
classes of users at different days of the week.

non programmers employ fewer command categories than
scientists and experienced programmers, which is intuitive.

2) High- and Low-Expertise: We now show the results of
command line expertise per user. Figure 7 shows the result.
Greenberg and Schonlau datasets have similar trends, i.e., most
users have only one peak value between 11 and 12; for the
Mahajan dataset, we found similar trends, i.e., two peak values
between 11 and 13. We believe the similarities across datasets
validate our choice of expertise metrics.

C. Day-of-week Command Patterns

To understand temporal patterns for command usage, we
studied Mahajan’s dataset (the only dataset that come with
timestamps). This process is performed for all users, and then
for each breadth category separately.

Figure 8 shows the distribution of command usage over
days of week. The red lines depict high expertise commands’
frequency while the blue lines indicated low expertise com-
mands’ frequency. The week starts on Monday. While the
frequency tends to decrease from Monday through Sunday, we
need to split users into expertise levels to better understand
trends. Interestingly: (a) low- and medium-expertise users
show little variation (slight decrease) as the week progresses,
while for high-expertise users the trend is clear and decreasing;
(b) Sunday usage is higher than Saturday usage.
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Figure 9. Frequency of low and high expertise commands used by different
classes of users at different hours of the day.
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Figure 10. Histogram of temporal distance between consecutive commands
for high-expertise users in the Mahajan dataset: x-axis is intercommand time

in minutes, y-axis is frequency.

D. Time-of-day Command Patterns

The distribution of command usage over hours of day is
shown in Figure 9. The red lines depict high expertise com-
mands’ frequency while the blue lines indicated low expertise
commands’ frequency. There is a clear spike in activity around
11 a.m. and a rise in activity from 1 p.m. to 4 p.m. But when
we split the users based on UCB, we observe different patterns
for medium and high breadth classes. The Medium breadth
class shows spikes of activity around 1 p.m and 3 p.m., while
the high breadth class shows a spike around 11 a.m., and a
relatively high activity from 1 p.m. that peaks at 4 p.m.

E. Inter-command Time

We found that users interact with the shell in sessions, i.e.,
bursts of commands coming in rapid sequence, followed by
long pauses. We studied inter-command time to get a sense
as to how temporally close the commands are. Figure 10
illustrates this for high-expertise users in the Mahajan dataset.
Note that the distribution of inter-command distances is highly
skewed towards zero and has a very long tail (we trimmed both
ends of the distribution — less than 30 minutes and more than
6 hours — in order to have a clearer view). As we can see in
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the figure, the distribution within the defined range still looks
mostly exponential.

F. Category Patterns
We also analyzed the usage pattern of categories. Figure 11

shows category frequency for each day of week: Monday and
Thursday are the days with the highest activity. Moreover,
“editor” is the most popular category.

Figure 12 shows the time-of-day results: 6 a.m. is the “qui-
etest” time while there are usage spikes at 11 a.m. and 3 p.m.

VI. CONCLUSION

We have a performed a study on three sizable datasets
of Unix command usage. This is the first study to opera-
tionalize command expertise and user expertise via several
metrics. Based on these metrics, we found several interesting
observations on both command and user characteristics that are
consistent across datasets, which strengthens our belief that the
metrics are stable. Finally, we performed a study on one of the

datasets that reveals user behavior and command usage across
time of day and day of week.

We believe that our definitions and findings can be used
in various scenarios. Our command frequency analysis can
be used in real-time to identify outliers, e.g., for masquerade
detection. Behavioral patterns can be used to predict Unix
user’s behavior which helps improve Unix users’ experience,
from replacing long sequences of commands with scripts to
reduce the potential for errors to scaling computing capacity
and scheduling support staff. Being able to quantify expertise
can be useful in comparing users or assessing how users learn.
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Abstract— In this article First-Order Predicate Logic (FOL) is 
employed for analysing some relationships between human 
beings and machines. Based on FOL, we will be conceptually 
and logically concerned with semantic analysis of training-
learning relationships in human-machine interaction. The 
central focus is on formal semantics and its role in the 
‘relationship’ between human beings and machines. The 
analysed relationships between a human being and a machine 
will support our thoughts on and contemplations over the 
HowNess of establishing formal semantics within human-
machine interaction. 

Keywords: Semantics; Training-Learning Relation; 
Human-Machine Interaction; Predicate Logic.  

 I. INTRODUCTION AND MOTIVATION   
Machine Learning is a subfield of Artificial Intelligence 

and Computer Science. A machine learning approach 
attempts to develop appropriate procedures and techniques 
that allow machines to improve the productivity of their 
performances concerning a given goal, see [8]. In [2], we 
have focused on conceptual analysis of human-machine 
interactions and we have provided a conceptual and 
epistemological junction between human beings’ minds and 
machines’ knowledge bases. According to [6], and relying 
on our epistemological approach, the multilevel interactions 
between a human being (as a trainer) and a machine (as a 
metaphorical learner) could be seen as a radical 
constructivist account of human cognition, realisation and 
comprehension. Let me bring up some fundamentals in 
order to clarify our conception and way of thinking about 
the metaphorical use of ‘learning’. In the expression 
‘machine learning’, the word ‘learning’ has been utilised as 
a binary predicate with the word machine. Learning as a 
binary predicate has been asserted to be a role that is being 
performed by a machine. Thus, the act of ‘learning’ for a 
machine could be interpreted as a reflection of the [human] 
learning phenomenon in machines. In fact, machine learning 
is a metaphor that attempts to simulate the learning 
phenomenon with regard to the ingredients, components and 
concepts that are concerned with effective and successful 
learning processes in the real world. Let me bring the notion 
‘concept’ into our explanation and be more specific on this 
research’s objectives. ‘Machine concept learning’ 
approaches try to provide appropriate realisable logical 
descriptions for a human being’s constructed concepts and 
their interrelationships after being transformed (from a 
human’s mind into a machine’s knowledge base) with 
regard to their structures and to their interrelationships to the 

world. Note that ‘concept’ is a complicated term. We see a 
concept as a linkage between a human’s mental images of 
parts of reality (as things/phenomena), on the one hand, and 
a human's linguistic expressions and statements concerning 
those things/phenomena on the other hand, see [4]. In [2], 
we have explained that concepts are transformed in order to 
be represented and expressed within a machine’s knowledge 
base. For instance, concepts can be reflected in order to be 
represented in the form of the entities as classes of 
individuals and objects. In other words, a concept is 
understood and is seen as an idea that can be transformed 
into a hypothesis in order to correspond to a distinct entity 
[and, respectively, to a group of entities] or to its [and their] 
essential attributes, features, characteristics and properties. 
The hypotheses can describe multiple theories based on 
terminologies and world descriptions. Accordingly, they 
support inferential and reasoning processes and satisfy 
multiple conditions for definitions of truth with regard to 
interpretation functions. 

 In this article, we will employ First-Order [Predicate] 
Logic in order to focus on relationships between human 
beings and machines. FOL allows us to make arbitrarily 
complex relationships between different objects of a system. 
Based on FOL we will be conceptually and logically 
concerned with semantic analysis of training-learning 
relationships in human-machine interactions. We shall stress 
that our main focus is on the semantics of the ‘relationships’ 
between human beings and machines. The analysed 
relationships between a human being and a machine will 
support our thoughts about the HowNess of establishing a 
[formal] semantics concerning human-machine interactions. 
According to [3], semantics is the study of the meanings, 
and the relation of signs to the objects to which the signs are 
applicable. 

In the following sections you will be offered the 
following: (III) The Logical Specification of the Notion of 
Hypothesis, (IV) Preliminaries: Predicate Logic and 
Semantics in FOL, (V) Formal Representation and Semantic 
Analysis of ‘Training-Learning’ and (VI) Conclusions and 
Future Work.   

II. THE LOGICAL SPECIFICATION OF THE NOTION OF 
HYPOTHESIS   

Based on Predicate Logic and focusing on Description 
Logics [1], an unary predicate is supposed to be logically 
equivalent to a concept. For instance, we can consider the 
unary predicate Set as a concept in order to employ it in 
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concept learning (concept expression) processes. 
Additionally, a concept can be logically described by a 
hypothesis, see [5][8]. For instance, the concept Set can be 
described as a collection of the distinct things in order to 
provide a foundation for a hypnosis. And, for instance, {a , 
5, Science, ∞,	∑} and {Book, ●} could be the positive 
(constructive) examples of the proposed hypothesis, and ‘{3 
, T’ and ‘Y’ could be the negative examples of the proposed 
hypothesis. In our opinion, (i) analysing the supportive 
inferential processes on a hypothesis, and (ii) focusing on 
world descriptions using generated hypotheses relying on 
defined terminologies, could collectively determine the 
applications of predicates, and, subsequently, the 
applications of terms and statements. Conceptually and 
logically the hypotheses focus on describing the predicates. 
Then they are expected to describe the same attributes, 
characteristics and properties. According to [8], a hypothesis 
as a logical description of a concept, arises during a machine 
learning process. Actually, it is a tentative explanation of 
why the objects are members (or non members) of the 
concept. A characteristic feature of most concept learning 
approaches is the use of background knowledge. In concept 
learning with background knowledge, a machine, with 
regard to the given set of training examples and background 
knowledge, will focus on hypothesis generation. 

III. PRELIMINARIES: PREDICATE LOGIC  
The Propositional Logic and its formulae (i.e., the 

formal and mathematical relationships or rules expressed in 
Propositional Logic's symbols) are constructed based on 
atomic objects. Note that the atomic objects, and, 
accordingly, the propositional formulae, could only be either 
true or false. First-order Predicate Logic (FOL) is 
constructed over propositional logic by seeing objects as the 
elements of sets and by applying universal and existential 
quantifications (restrictions). That’s why some logicians and 
mathematicians see FOL as Quantification Theory, see [7]
[9]. FOL allows us for making arbitrarily complex 
(specified) relationships between various objects. There are 
two kinds of symbols in FOL; (i) logical symbols and (ii) 
non logical symbols. The set of logical symbols in FOL is 
{Conjunction (∧), Disjunction (⋁), Negation (¬), 
Implication (→), Bi-conditional (⟷), Equality (=), 
Existential Restriction (∃), Universal Restriction (∀), 
Tautology (⊤), Contradiction (⊥), Parentheses and 
brackets}. We shall stress that logical symbols always have 
the same meaning. It means that we are not allowed to 
interpret them and assign multiple values and definitions to 
them. The non logical symbols are represented in the 
following forms: 

(i) Constant Symbols. For instance, john, 0 and blue are 
constant symbols. 

(ii)  Unary Predicates. In P(x) and Q(y), P and Q denote 
unary predicates. Also, x and y are variables (multiple 
constant symbols). These variables are the instances of P 

and Q. For instance, Person(john) denotes that ‘John is a 
person’. 

(iii) Binary Predicates (Relations). R(m,n) is a binary 
predicate and makes a relation between two variables m 
and n. For example, Equals(m,n) can represent the 
‘equality between m and n’ (i.e., m equals n).  

(iv) Function Symbols. f(x) is a function that operates the 
variable x. For example, mother(john) can represent the 
‘mother of john’. 

At this point we shall draw your attention to the fact that 
the meanings of the non logical symbols are dependent on 
human being’ interpretations. So, we need to interpret the 
non logical symbols to produce meanings and to clarify 
what we mean by them. 

A. Semantics in FOL 
In formal languages  semantics is the study and analysis 

of the meanings of symbols and signifiers. Semantics focuses 
on the relationships between the signifiers of any language. 
In fact, the formal semantics employs the products of the 
human beings’ interpretations in order to produce meanings. 
In fact, we need to consider the interpretation I that consists 
of (i) the domain of interpretation (that is a non empty set 
like D) and (ii) an interpretation function (like ▪I) that 
interprets the domain D in order to analyse the formal 
semantics of a term in FOL. For example, D = {Bob, Mary, 
Julian} could be interpreted (DI) to represent the list of three 
PhD researchers in Metaphysics. Obviously, a meaning has 
been produced. Formally, the interpretation function assigns 
to every atomic unary predicate P (e.g., Apple, Red), a set 
like PI ⊆ DI. For instance, the interpretation of Apple (AppleI) 
could express that “Apple is a Fruit and could be eaten”.  
Also, the interpretation function assigns to every atomic 
binary predicate R (e.g., Equals) a binary predicate RI ⊆ DI × 
DI. For instance, the interpretation of Equals (EqualsI) could 
express that “Equals describes a kind of alignment between 
its right-hand side and its left-hand side”.  

Here we feel the need to describe the logical conception 
of equivalence relationship between two predicates. Two 
unary predicates (either atomic or non atomic) P and Q are 
equivalent (P ≡ Q), when for all interpretations I we have PI 

= QI. On the other hand, they are not equivalent when there 
exists an (at least one) interpretation like J such that PJ ≠ QJ . 

IV. TRAINING-LEARNING: FORMAL REPRESENTATION   
In this section, the central focus is on conceptual and 

logical analysis of formal semantics within a training-
learning relationship in the context of human-machine 
interactions. This research aims at investigating where the 
formal semantics come from and when it appears within a 
relationships between a human being and a machine. 
Considering the human being as the trainer and the machine 
as the metaphorical learner, accept the following axioms. 
These axioms focus on the non logical symbols of our 
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formalism. They are the main building blocks of this 
research.  

• The symbols h and m denote human being an machine 
respectively. They both represent constant symbols. 

• The most significant unary predicates in our formalism 
are Learner and Trainer. Also, Learner(m) and Trainer(h)  
represent two unary predicate assertions (world 
descriptions over unary predicates). They demonstrate that 
the constant symbol m is an instance of the unary 
predicate Learner and the constant symbol h is an instance 
of the unary predicate Trainer. In other words, m is a 
Learner and h is a Trainer. 

• Considering the unary predicates Learner and Trainer, 
the binary predicates TrainerOf and LearnerOf are 
d e f i n e d . C o n s e q u e n t l y, Tr a i n e r O f ( h , m ) a n d 
LearnerOf(m,h) are two binary predicate assertions (or 
relation assertions, or world descriptions over binary 
predicates). The first relation describes that the human 
being h is the trainer of the machine m and the second one 
describes that the machine m is the learner of the human 
being h. 

• Two functions trainer(m) and learner(h) are defined in 
order to represent the ‘trainer of m’ and the ‘learner of h’. 

A. Semantic Analysis  
According to the proposed axioms and to the non logical 

symbols, we shall claim that the binary predicate 
TrainerOf(h,m) logically produces (implies) the equality 
trainer(m) = h. In fact,  

TrainerOf(h,m)      (i) 
⇒  trainer(m) = h .     (ii) 

The equation (ii) expresses the fact that the trainer of the 
machine m has been realised to be the person h. Note that 
this equality is produced with regard to our interpretation. In 
fact, it has been achieved based on the interpreted non 
logical symbols. Therefore, the equation (i) as a binary 
predicate, describes the interpreted relation between 
trainer(m) and h. We may claim that this equality is the root 
of the formal semantics within a training-learning 
relationship. The binary predicate equality describes that the 
meanings of its right-hand side and its left-hand side are the 
same. Consequently, the meaning of trainer(m) and h are the 
same. So, we shall emphasise that the achieved equality [as a 
binary predicate in FOL] aligns the meaning of trainer(m) 
and the meaning of h. Then we have:   

Equals (trainer(m) , h).      (iii) 

We shall maintain that the binary predicate (iii) has 
provided a supportive background for introducing the formal 
semantics. Considering this binary predicate, the function 
trainer(m) (as a non logical symbol) and the individual h (as 
a constant symbol) have been supposed to have the same 

meanings. Additionally, regarding the commutative laws, 
‘the trainer of m is h’ and ‘h is the trainer of m’ are logically 
equivalent [and, thus, meaningfully, they are equal]. 
Consequently, ‘the trainer of m implies h’ and ‘h implies the 
trainer of m’. Therefore: 

trainer(m) = h  ⇒ 
( trainer(m) → h )  ∧  ( h → trainer(m) ).      (iv)  

The logical term (iv) is inherently equal to: 

(function → constant) ∧ (constant → function).      (v)  

We have already deduced that the term ‘a function 
symbol implies a constant symbol and a constant symbol 
implies a function symbol’ supports the analysis of our 
objective. Note that the term (iv) has been deduced based on 
the binary predicate TrainerOf(h,m) (or (i)). Then, there is a 
bi-conditional relation between (i) and (iv). Therefore: 

TrainerOf(h,m)   ⟷  
[ ( trainer(m) → h ) ∧ ( h → trainer(m) ) ].      (vi) 

Equivalently: 

TrainerOf(h,m)  →   
[ (trainer(m) → h ) ∧ ( h → trainer(m) ) ]  

AND 
[ ( trainer(m) → h ) ∧ ( h → trainer(m) ) ]  →   

TrainerOf (h,m).      (vii) 

The logical term (vii) is structurally equal to:  

Relation  →  
[ ( function → constant )  ∧  ( constant → function ) ]   

AND 
[ ( function → constant )  ∧  ( constant → function ) ] → 

Relation.      (viii) 

In Figure 1, this logical conclusion has been figured out. 

Conceptually, taking the afore-mentioned conclusions 
into consideration, we need to focus on four fundamental 
relationships: (I) The training relationship between human 

Fig.1.  The General Structure of Semantics within 
Relationships Between Human Being & Machine
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and machine (from human into machine), (II) The learning  
relationship between machine and human (from machine 
into human), (III) The iterative loops between human and 
machine (from human into machine and from machine into 
human), and (IV) The iterative loops between machine and 
human (from machine into human and from human into 
machine). Therefore, the formal semantics of training-
learning relationship in the context of human-machine 
interactions is definable over four constructive implications: 

I. Implying the ‘iterative loops between human and 
machine’ from the ‘training relation between human and 
machine’. Then: 

TrainerOf(h,m)  →  
[ ( trainer(m) → h ) ∧ ( h → trainer(m) ) ].      (ix)  

II. Implying the ‘iterative loops between machine and 
human’ from the ‘learning relation between machine and 
human’. Then: 

LearnerOf (m,h) → 
[ ( learner(h) → m ) ∧ ( m → learner(h) ) ].      (x) 

III. Implying the ‘training relationship between human 
and machine’ from the ‘iterative loops between human 
and machine’. This item is the inverse of the item (1). 
Then: 

[ ( trainer(m) → h ) ∧ ( h → trainer(m) ) ] →              
TrainerOf(h,m).      (xi) 

IV. Implying the ‘learning relationship between machine 
and human’ from the ‘iterative loop between machine and 
human’. This item is the inverse of the item (2). Then: 

[ ( learner(h) → m ) ∧ ( m → learner(h) ) ] → 
LearnerOf(m,h).      (xii)  

Therefore:  

• Fundamental I expresses: [ ( Training Relation ) → 
( Training Function ⟷  Learner Constant ) ] . 

• Fundamental III expresses: [ ( Training Function ⟷ 
Learner Constant ) → ( Training Relation ) ] . 

• Fundamental II expresses: [ ( Learning Relation ) → 
( Learning Function ⟷ Trainer Constant ) ] . 

• Fundamental IV expresses: [ ( Learning Function ⟷ 
Trainer Constant ) → ( Learning Relation ) ]. 

According to the deduced results, we shall conclude that 
(I) the training relations (from human into machine) support 
the interrelationship between ‘the act of training’ and ‘the 
machine’, (II) the learning relations (from machine into 
human) support the interrelationships between ‘machine 
learning’ and ‘human’, (III) the interrelationship between 
‘the act of training’ and ‘the machine’ support the training 
relation (from human into machine), and finally, (IV) the 
interrelationship between ‘machine learning’ and ‘human’ 
support the learning relation (from machine into human).    

V. CONCLUSION AND FUTURE WORK  
In this article, we have focused on First-Order 

formalisms in order to think of relationships between human 
beings and machines. The context of this research has been 
‘the training-learning relation between human and machine’. 
We have focused on logical description and logical analysis 
of the training-learning relations within human-machine 
interactions. The analysed relationships between human 
beings and machines have supported our thoughts about the 
HowNess of producing the formal semantics. This research 
has formed a building block of our PhD researches, which 
are dealing with Semantic Analysis of Constructivist 
Concept Leaning within Mentor-Learner-Machine 
Interactions. We have concluded four fundamentals that 
conceptualise meanings and express the structure of the 
formal semantics within relationships. Subsequently, we 
have concluded that the implications between ‘relations’ and 
‘the interrelationship of functions and constant symbols’ 
support the formal semantics of the training-learning 
relationships. The conclusion of this research has prepared a 
strong backbone for our future research. In future research, 
we will focus on semantic analysis of human concept 
learning with regard to the semantics of her/his relationships 
with machines. We will also focus on the formal semantics 
of concept transformations from humans’ minds into 
machine’s knowledge bases with regard to our research in 
[10]. We will also work on semantic analysis of hypothesis 
generation. Human being generates a hypothesis in order to 
make it corresponded to a distinct entity or to its essential 
attributes, characteristics and properties. Semantically we 
will focus on an important form of HowNess: ‘How do 
hypotheses determine the applications of the predicates?’ 
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Abstract—In this study, we aim to use humanoid robots to
implement a techno-psychological distraction technique for chil-
dren between 4-10 years of age in order to reduce their anxiety
and stress-related pain during their dental treatment. A multi-
modal system supporting audio-based dialogues, videos, gestures
and expressions based on face, head, arm, body movements have
been developed for a robot. We have employed the Wizard-of-
Oz technique, a popular approach in human robot interaction
research. The effectiveness of the system is shown by carrying
out experiments on two groups of children; one group whose
treatment is conducted by the dentist’s own skills alone, the other
whose treatment is conducted by a dentist with the assistance of
the robot. In order to evaluate the robot’s effect on the anxiety
and fear of children during these experiments, procedures with
no anesthesia (not requiring the use of needles) have been carried
out. The system has been evaluated subjectively by applying
a variety of questionnaires to patients, and dentists as well as
objectively by measuring patient’s heart rates.

Keywords—Robotics, dental treatment, WoZ experimentation,
human robot interaction, multi-modal interaction, healthcare
robotics.

I. INTRODUCTION

Dental treatment-related anxiety is a common case in
dentistry, especially affecting children and causing problems
during their dental treatment. It is commmon that some
children having oral/dental pathology do not comply to have
a treatment. Some general methods preferred by healthcare
workers are wearing colored and patterned clothes, and using
clown doctors to encourage children, to distract their mind
and to make medical procedures more fun [1]. Listening to
music or watching cartoons are common procedures to relieve
the pain and anxiety in children [2]. The goal of all these
approach is to reduce unpleasant perceptions, to avoid negative
behaviors and escaping from the treatment. In this way,
completion of treatment without the need of such advanced
medical techniques like sedation and general anesthesia is
targeted. These systems may not always be effective enough to
distract a child’s attention away from pain. According to these
analyses, there is obviously a need of a more comprehensive
system to enable a child to engage more deeply during medical
procedures. Nowadays, combining visual, auditory and tactile
stimuli by making use of multi-sensory strategies is believed to
provide a greater impact on pain than using a single stimulus.
In this study, we aim to direct a child’s attention from a painful
stimulus to a more entertaining and amusing direction during
their dental treatment using a humanoid robot and by making

the therapy session less problematic and more comfortable in
order to provide much cozier treatment environment to the
dentist.

Moreover, instead of the pediatric dentists communicating
with their patients by asking standard questions before treat-
ment, the computer technologies (animation or robot), can take
over these repetitive tasks. As a result, the dentist’s chair time
and energy loss can be minimized. It is targeted to develop
positive behavior and increase treatment success.

For the past several years, robotics has been applied in
the field of healthcare in various ways. Social and medical
robots in this domain aim to motivate and encourage humans to
keep up with the medical routine and to provide psychological
therapies. The aim of this study is to provide an entertaining,
and relaxing environment to the children patients with the help
of robots in order to develop positive behaviors in children
resulting to an increase in the success of dental treatment and
to the circumvention of the high cost and risk of complications
such as sedation and general anesthesia. Therefore, to the
knowledge of the authors, our work is the first study in our
country and in the world, which investigates the effect of child-
robot interaction in reducing pain and stress during dental
treatment.

II. LITERATURE REVIEW

Dental fear is an emotional reaction against the frightening
stimulus during dental treatment. Dental anxiety is defined
as unease about the fearful events that occur during dental
treatment and as a feeling of loss of control accordingly. Neg-
ative expectations due to earlier experiences, negative behavior
within the family, a feeling of anxiety about the pain, failed
and painful experiences that occurred in earlier treatments
were reported as the most important factors in feeling fear [3].
Factors associated with dental fear include age, the attitude of
parents towards dental treatment, the bad experiences trans-
mitted by those close to the child, concern about sensation of
pain and past experiences of the child [3], [4], [5]. In various
research works carried out on the human test subjects, the
incidence of dental fear, anxiety and behavior management
problems in children have been reported to range between
20-74% in several countries (74% in Brazil [6], 30.6% in
Singapore [7], 27.02% in Croatia [8], 25.6% in Turkey [9],
23.1% in Sweden [10], 22.2% in Finland [11], 20.6% in
Taiwan [12]).
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Management of pain during dental procedures is crucial
to the success of treatment. Prevention of pain is made
possible by a healthy relationship between dentist and patient,
establishing trust, elimination of fear and anxiety, and the
creation of a positive attitude for future visits. However, the
subjective nature of pain perception may alter the patients’
response to treatment and prevent the correct diagnosis and
treatment approaches of physicians by affecting the accurate
assessment scale against painful stimuli [13].

A variety of approaches have been proposed to prevent or
completely eliminate children’s dental fear. The purpose of
directing behaviors of the child during treatment is escaping
from unpleasant and failed experiences and to ensure that the
child accepts the treatment easier. The physician treating the
child should be knowledgeable about the various behavior
management techniques and be able to predict the child’s
response to treatment by properly evaluating the data regarding
child’s developmental level, temperament and attitude during
the operation. In this sense, the behavior of dentists and
accompanying dental staff plays an active role in determining
children’s attitudes to the treatment [14].

Several techniques have been developed to perform dental
care in children with success by applying basic behavioral
methods including tell-show-apply technique, self control,
positive orientation and diverting attention [15]. Especially
recently, unusual stimuli and technological equipments started
to be utilized in the process of attracting attention to another
point. In this case, the attempt is to prevent negative behavior
or escaping from treatment by reducing the unpleasant per-
ception. In this way, it is planned to complete the treatment
without the need for advanced behavioral techniques such as
sedation, general anesthesia.

Although there are studies indicating that listening to music
and watching cartoons reduce pain and anxiety in children
exposed to medical treatment [1], [2], [16], [17], such sys-
tems deprived of interactivity. Stimulating the child as just
listener/viewer is not always sufficient to be effective to divert
the child’s attention away from the pain.

Today, it is believed that combining multisensorial strategies
with visual, auditory, and tactile stimuli (e.g. using robots)
provide a greater impact on pain than the effect of a single
stimulus. Beran et al. have first used robots in distraction
during vaccination for a study performed on 57 children
between 4-9 years of age [18]. While nurses were vaccinat-
ing, it was planned that the robot interacted with the child.
Compared with control group, it has been shown that children
with the robots next to them during vaccination smiled more.
After this experience, parents have noticed that their children
remembered the robot more than the needle and they wanted
the robot to be present for the next vaccinations. Robots have
been found quite fun, and helpful for diversion of a child’s
attention and also useful for enabling children to feel less pain
and anxiety during painful medical procedures [19].

In another study, in the bilateral meetings held on 21
children between 7-9 years of age, the mechanisms of commu-
nication with humans and robots were compared [20]. Talking

with children has been performed by an adult in the first group
and by a robot in the other group. As a result of analysis of
child behavior during the bilateral talks, it has been observed
that children in robot group have made eye contact more
and talked for longer. Researchers have reported that robot
technology can be utilized in the field of social services and
healthcare applications, where robots are superior to people in
contact with children.

There is also a study aimed at increasing children’s health
information using robots, in which children with Type-I dia-
betes between 8 and 12 years of age have been subjected to
quizzes via robots [21]. The study has shown that children
have been motivated, had fun while answering questions and
their level of knowledge about diabetes was increased in this
way.

Wizard-of-Oz (WoZ) is an approach whereby a human
operator, unknown to the participants, operates a robot. This
method, used for full teleoperation or for partial control,
enables simulating and modeling the interaction and allows
the collection of data and experimenting without relying on
specific system components. In child-robot interaction studies
which use this method, the wizard speaks with the children
through the robot [22].

Based on these findings, it is observed that there is a need
of more comprehensive and robust system that can make a
child busy during medical procedures. Our goals in this study
are, to divert child’s attention to a more entertaining direction
and to provide more comfortable environment to the dentist
during dental treatment.

III. EXPERIMENTS

A. Participants

33 children (21 boys, 12 girls) were recruited for this study,
ranging in age from 4 to 10 years old. The tests were run at
a clinic in the Department of Pediatric Dentistry, Faculty of
Dentistry in Istanbul University.

The inclusion criteria of the children into the experiment
were the following:

• First time patients to the clinic.
• Lacking of dental treatment experience before.
• Not having pyhsical or mental disabilities.
• Not having long term bleeding or pain in teeth.
• Being given restorative or endodontic treatment plan by

a dentist.
• Being accompanied by at least one parent.
• Not having any genetic syndrome or a serious systemic

disease.
• Agreeing to fill out the questionnaire (both by the children

or parents).

B. Hardware and Software

The robot selected for this study was IRobi, shown in
Figure 1. IRobi has been developed by Yujin Robot company.
It is equipped with a tablet computer, which can play videos
and animations on the front panel. It can move its head, arms,
and wheels, but does not change its position despite of having
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this ability thanks to its wheels. It has 3 DOFs (Degree of
Freedom) on its head and 1 DOF on each arm. The robot
has facial LEDS as a part of its own hardware system and
can display five types of facial expressions: shy, disappointed,
neutral, happy, and surprised. It can express various emotions
with two LCD eyes and LED dot matrices on its mouth and
cheeks, and react to human touch by five kinds of sensor.

Fig. 1. IRobiQ

There are many studies that IRobi helps children accelerate
their learning language and speaking education [23], [24]. In
this study, the robot was programmed to motivate the patient
during the treatment and support the interaction with the child
by performing short-time movements such as face, head and
arm gestures or using audio and videos. Irobi asks children
questions, gets responses and allows them to make choices on
LCD screen.

The robot behaviors as well as dentistry animations and
songs have been integrated to the robot by using ROCOS
Studio. We have also prepared multimedia content in Adobe
Flash to strengthen the interaction between the children and
the robot.

C. Measures

Ethical committee approval for this study was taken from
Faculty of Medicine, Istanbul University. A set of question-
naires measuring levels of pain and anxiety are applied in
both pre and post session to each participant and their parents
in order to assess the effects of robot assistance and basic
intervention methods. Some questionnaires were administered
to explore the feelings of the child during the interactions,
how they perceived the robot as well as their mood during the
interaction [25].

Before the procedure, it is required to fill the questionnaire
to measure the child’s anxiety levels. Thus, an experimenter
explains the research protocol in detail to the children and
their parents admitted to clinics and ask them to complete
the consent forms. The consent was filled by the children
and their accompanying parent in the waiting room of the
clinic. After the consent was granted, parents were asked to
primarily answer demographic questions, then the questions
related to their children’s familiarity to robots and computer
technologies.

After the child entered the room, the Facial Image Scale
(FIS) was administered [26]. The FIS is a measure to assess
the state of children’s dental anxiety and comprises a row of

five faces ranging from very happy to very unhappy as given
in Fig. 2. This scale is scored by giving a value of 1 to the
most positive affect and 5 to the most negative affect face. The
children were asked "How do you feel right now?" and were
guided to show their response by pointing one of the faces.
Approval studies have shown that it is a suitable measure for
assessing the children’s strongest expression of pain and fear
sensation during the dental procedure, i.e. both in the waiting
room and while sitting on the dental chair. Each child gave
his/her own response independently although their parents or
researchers help them in reading the instructions for children
when necessary [18].

Fig. 2. Facial Image Scale (FIS) and the questionnaire used to assess dental
fear and anxiety

Before beginning treatment, the dentist rated the child’s
behaviour on Frankl’s Behaviour Rating Scale (FBRS), which
is one of the more reliable and frequently used behavior rating
systems in both clinical dentistry and research [27]. The FBRS
categorises the child’s behaviour as either one of the following:
definitely positive (4), positive (3), negative (2) or definitely
negative (1). This evaluation was also completed by the dentist
at the end of the treatment session. Definitely negative (1)
represents refusal of treatment, negative (2) means reluctance
to accept treatment, positive (3) shows that the child accepted
the treatment but he/she was cautious and definitely positive
(4) corresponds to good rapport with dentist, the child was
enjoying the dental procedure.

Anxiety level was also recorded before, during and after
treatment in terms of physiological pulse rate (bpm) by using
a finger type pulse measuring device (Pulse Oximeter). In the
robot group, apart from measuring the children’s anxiety and
behaviour, we administered the question, “Would you want to
have the robot in your next treatment session?”, to the children.
Responses were given on a 5-point scale from “not at all (1)”
to “very much (5)” [18].

D. Procedure

The children’s treatment plans were determined based on the
first inspection carried out by specialist dentists. All children
are exposed to the same dental treatment in the same clinic
environment. While first patient group has been treated only by
the dentist (control group, n=17), the second group has been
treated by a robot accompanied by the dentist (robot group,
n=16). Both groups will be subject to previously determined
standard dental treatment. After clinical setting is introduced
in both groups, the treatment phase starts.

Children’s treatment type is divided into subgroups, ac-
cording to predetermined treatment needs: 1) dental treatment
of first group will be carried out without local anesthesia
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(restorative treatment), 2) dental treatment of second group
will be applied local anesthesia (endodontic treatment). Al-
though the prescribed average duration of treatment is 15
minutes for restorative treatment, endodontic treatment is set to
30 minutes. Treatments are planned to be completed in a single
session. According to routine clinical procedures, parents were
not allowed near children during treatment. In addition, all
sessions will be videotaped with cameras fixed at two different
locations.

Treatment of first group also called control group in the
study, was performed in the routine clinical procedure. The
dentist provided information about the clinic setting, equip-
ments and processes. As a result of feedback received from
the child, dentist applied the corresponding therapy using basic
behavior techniques as appropriate. In the second group, or
robot group, the robot was seated on a platform near the dentist
at the child’s eye level as in Fig. 3. The robot chatted with the
child, instructed the child before and during the treatment, dis-
tracted, encouraged her/him, and played animations favoured
by the children.

Fig. 3. IRobi performs some body movements with face expressions during
a child’s dental treatment.

In this context, the robot appeared acting naturally even in
the lack of autonomy. For this purpose, we have used Wizard
of Oz (WoZ) method, widely used in robot assisted studies
to conduct our experiments. WoZ is an approach whereby a
human operator, unknown to the participants, operates a robot.
This method, used for full teleoperation or for partial control,
enables simulating and modeling the interaction and allows
the collection of data and experimenting without relying on
specific system components [22].

WoZ method allows freedom in interaction and provides
flexibility to make children involved in the interaction. The
WoZ setup of the system is shown in Figure 4. First camera,
placed in front of the child, recorded the face and body expres-
sions and behaviors of the child. Second camera was placed in
a spot with a view of the dentist, robot and child interaction. A
web camera together with a microphone transmitted audio and
video to the “WoZ” room. The WoZ room was away from the
clinic setup. As part of the WoZ setup, an expressive verbal
interaction is thought to be able to easily involve children
in communication. Based on the analysis of captured videos,

the majority of the children started to show more natural and
expressive behavior after the wizard presented some feelings
and emotions in the interaction. Because the wizard’s commu-
nication skills also affect the children’s behavior, we got help
from a child psychiatrist about chatting with children [22].

Fig. 4. WoZ setup of the system.

IRobi was programmed to help the wizard to execute the
commands as distraction strategies (shaking head, swinging
arms, face expressions) during the treatment. Once the WoZ
system was installed, the wizard did not need to make any
adjustment such as re-activate the robot for each phase. Fig. 1
shows some body movements with different face expressions
performed by the robot. This way, the robot played a role as
a member of both the welcoming and the treatment team.

IV. RESULTS

Fig. 5 shows the change of children’s average levels of
heart rate for each group. We have observed that based on
the outcomes of heart rates of the children in control group as
well as the video analyses, these children were more anxious
and stressful during the treatment than before the treatment.
As expected, after the treatment finished, they became calmer
and their heart rates reached even lower than the pre-treatment
levels. On the other hand, the patients in the robot group had
similar pulse rates before and during the dental procedure,
which indicates that the robots were effective in the reduction
of the patients’ anxiety. Additionally, after the treatment has
been completed, these rates have returned to lower levels
compared to the pre-treatment heart rates.

By investigating the quantitative heart rate changes of indi-
vidual patients, we observed that 70.58% of the participants in
the control group suffered from increased heart rate in the time
interval between pre-treatment and during treatment, defined
as Phase 1, whereas only 23.52% of the patients had decreased
pulse rate. If the change of pulse rate stayed within a limit of
±3% of the original pulse rate during the phase, we defined
this case as No change, and only 5.88% of the patients in the
control group experienced this effect. The transition from the
treatment time to the post-treatment is defined as Phase 2 and
64.70% of the patients were relieved from their dental stress,
while the pulse rate of the 29.41% of the patients did not
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Fig. 5. Children’s pulse rates before, during and after dental treatment.

change. However, the results of the robot group indicate an
important trend of reduction in dental anxiety both in Phase
1 and Phase 2. The total percentage of the patients having
either no change or decrease in their pulse rate was 68.75%
compared to 29.40% in the control group. Furthermore, the
relaxation from stress after the treatment continued: a total of
87.00% of the patients had lower or equal pulse rates.

TABLE I
THE CHANGE IN THE CHILDREN’S PULSE RATE.

Increased(%) Decreased(%) No change(%)
Control Phase 1 70.58 23.52 5.88
Group Phase 2 5.88 64.70 29.41
Robot Phase 1 31.25 43.75 25.00
Group Phase 2 12.5 43.75 43.75

According to the Facial Image Scale scores in Fig. 6 from
pre- and post-treatment session, the percentage of children in
control group having a negative or equal affect (indicating
dental fear and anxiety) after the treatment (35.29%) was
drastically higher than the percentage of children feeling the
same way in the robot group (6.25%). %93.75 of the patients
in the robot group have indicated that they felt better after
the procedure. Based on these results, it is apparent that the
level of anxiety of the children increased in control group,
though conversely the children in robot group feel less anxiety
after the procedure. Moreover, there is a remarkable difference
between the levels of both groups.

Fig. 7 shows the change of the children’s behavior towards
dental treatment with respect to Frankl’s Behavior Rating
Scale. Comparing the children’s treatment willingness, which
was evaluated by the dentist, it can be seen that the half of the
control group (50%) showed more positive attitude between
the pre- and post-treatment relatively. However, the children in
the robot group had more positive attitude after the treatment
than they did have before the treatment (93.75%).

Tab. II shows the mean scores given by the dentists to the
patients in both groups. Whereas the decrease in the average
score of the patients in the control group shows a tendency
of non-cooperative behavior, the increase in the willingness
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Fig. 6. The change of children’s affect in Facial Image Scale.
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Fig. 7. The change of willingness of treatment according to Frankl’s Behavior
Rating Scale.
of the patients in the robot group demonstrates the promising
positive effect of the usage of robots in dental treatment.

TABLE II
FRANKL BEHAVIOR RATING SCALE SCORES.

Pre-treatment Post-treatment
Control Group 2.64 2.21
Robot Group 2.87 3.18

Another assessment made using the answers from the chil-
dren in robot group to the question “Would you want to have
the robot in your next treatment session?” using the same
terminology and notations as in the study of Beran et al. [18],
show that the children liked and enjoyed the presence of the
robot during their dental procedure. The distribution of the
children’s answers is given in Fig. 8: “very much” (%81 n =
13), “a lot” (%13, n = 2), “somewhat” (%6, n = 1).

Thus, all these improvements measured using objective
and subjective evaluation criteria demonstrate the fact that
the robots may have long-term positive effects on children’s
behavior in future treatments.

V. CONCLUSION

In this paper, we have described a preliminary study, which
showed that children’s pain and anxiety can be reduced in
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Fig. 8. Children’s responses to have the robot in next treatment as well.

their dental treatment using robots. We believe that a robot
can socially and emotionally aid child patients in their dental
procedures to cope with stress and anxiety better than other
conventional intervention methods. Furthermore, robots have
advantages that they are programmable in content and level
according children’s age, and their usage is simple and eases
the work load of health care workers [19].

In the future, we will continue to recruit more participants
and present much quantitative measures relating to patient
anxiety and pain. In that sense, the most urgent future work
is to analyze the data obtained from all the sessions, i.e.
the answers from all questionnaires, and video recordings.
Furthermore, our next plan is to explore the effects of another
robot Nao [28], developed by Aldebaran Robotics, to see
whether there will be any differences due to the more human-
like appearance and embodiment of this robot.
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Abstract—Human-Robot Interaction is the most important aspect
for the development of social service robots. Interacting with
social robots via non-verbal communication makes the interaction
natural and efficient for human. We present an interface that uses
hand gestures to interact with humanoid robot. The major goal
of this interface is to recognize gestures in dynamic environments
with high accuracy and efficiency. Our proposed system enables
automatic recognition of 18 different human hand gestures from
RGB-D (color and depth data) device. Robot expresses different
facial expressions and performs the gestures after recognizing
them. We use bag-of-features approach to recognize gestures
using scale invariant feature transform (SIFT) keypoints. The
system is invariant to scale, slight rotation and illumination and
can work in cluttered backgrounds. We use multi-class support
vector machines for classification task. In order to validate our
scheme, we use this interface in our humanoid robot that reports
more than 94% recognition rate for 18 hand gestures.

Keywords–Human-Robot Interaction; Nonverbal communica-
tion; Hand Gestures; Bag-of-features approach.

I. INTRODUCTION

Since last decade, many different types of human-friendly
robots have been developed. Varying in the objectives, some
robots are developed for helping humans in industrial environ-
ment and some are designed to function in indoor environment.
As the technology gets sophisticated and more advanced, the
focus has been shifted to social service robots. The goal of
these robots is to communicate with human in a human-like
way and perform different tasks as instructed by human. This
leads us to social behavior in robots. These social robots should
recognize humans, their verbal communication and gestures
in order to realize natural communication. Furthermore, they
should also recognize human emotions in order to predict the
internal state of human for better communication.

Social behaviour in robots generally depend upon efficient
human-robot interaction (HRI). The most common way of
human interaction is either by vocal communication or by body
gestures. Other medium includes newspapers, notes and other
writing material, however, this type of communication is not
applicable in face-to-face communication. According to [1],
65% of our communication consists of human gestures and
only 35% consists of verbal content. This two third of our
communication shows the significance of gestures. For this
purpose, recognition of nonverbal content becomes essential
task for HRI. Human gestures are nonverbal content, which are
used with or without verbal communication in expressing the
intended meaning of the speech. Gestures may include hand,
arm, or body gestures and it may also include eyes, face, head
etc.

Human gesture recognition has been a popular topic in
computer vision field. The topic has been studied numerous
times because of its important applications in surveillance
systems, elderly care, in the field of medicine (e.g. gait
analysis, surgical navigation), in the field of sports, augmented
reality, sign language for hearing impaired people and human
behavior analysis. Hand gestures are critical in face-to-face
communication scenarios. Especially during discussions, hand
gestures become more animated. They emphasize points and
convey enthusiasm of the speaker. Hand gestures show a lot
about the internal state. For example, crossing arms during
face-to-face communication shows nervousness or lack of
interest and clenched hands show aggressive stance of a person.
They enable human to express mood state (like thumbs up) or
convey some basic cardinal information (like one, two and
so on). In this paper, we present a system, which enables a
humanoid robot to recognize different hand gestures used in
daily routine. Not only the robot recognizes them, but it ex-
presses its emotions through its facial expressions accordingly.
We also have conducted several experiments where robot is
able to imitate the same gesture in real time.

This paper is organized as follows: Section 2 discusses the
existing hand gesture recognition systems in context to HRI.
We describe our gesture recognition approach in Section 3 and
evaluate our methodology in Section 4. We conclude our paper
in Section 5.

II. RELATED WORK

Numerous hand gesture recognition systems have been
reported in the literature. In general, we can categorize them
in two different classes: (a) data gloves based systems and
(b) vision based systems. Former type of systems require use
of glove sensor for storing hand and finger motion and then
use this data to recognize the action. Huang et al. [2] used
gloves to record the hand and fingers flex data and then use
machine learning algorithms to classify 5 dimensional finger
flex data. Although, this type of systems may provide a 3D
representation of hand however, wearing a heavy and expensive
glove is not suitable for natural human interaction. On the other
side, vision based systems take the information of the hand
itself as an input using a camera to collect hand movements
for gesture recognition without the use of any wearable sensor.
Vision based approaches can be divided into two categories,
i.e., 3D hand model based method and appearance based
methods. The 3D hand model can provide ample information
of hand that allows to realize wide class of hand gestures but
the main disadvantage lies in extraction of features in case
of ambiguous poses, unclear views and high computational
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complexity, which makes the overall system unrealistic for real
time interaction.

In appearance based approaches, images with hands are
considered only for feature extraction and gesture recognition
task. The simplest technique is to look for skin color regions.
Marilly et al. [3] extracts hand region using skin color and
foreground information. For feature extraction, they use sta-
tistical and geometric features and then classify the gestures
using principle component analysis. However, this method has
some serious shortcomings. The major drawback of color-
based techniques is the variability of the skin color in different
lighting conditions. This frequently results in undetected skin
regions or falsely detected non-skin textures. The problem
can be somewhat alleviated by considering only the regions
of a certain size (scale filtering) or at certain spatial position
(positional filtering).

Another appearance based approach presented in the liter-
ature [4], that uses Gabor filters for extraction of hand gesture
features. Gabor filters can capture the most important visual
properties such as spatial locality, orientation selectivity and
spatial frequency. Due to the high dimensionality of features,
principle component analysis is used for feature reduction. The
drawback of this and other similar approaches is that these
methods are not invariant to translation, rotation and scaling.
Moreover, these approaches are also effected by illumination
variation. In [5], cascade of classifier approach is used. Each
cascade is capable of detecting hands with certain angle of
rotation. The drawback of this approach is that, it can not
classify the same gesture with different viewpoints and is not
rotation invariant. The authors of [6] extract a distinct and
unified hand contour to recognize hand gestures, and then
compute the curvature of each point on the contour. Due to
noise and unstable lighting in the cluttered background, it
has difficulties in obtaining segmentation of integrated hand
contour. The eigen space is another technique, which presents a
robust representation of a huge feature set of high-dimensional
points using a small set of basis vectors. However, eigen
space methods are not invariant to translation, scaling, and
rotation. The most common and serious shortcoming of all
of these methods discussed so far is that they only work with
uniform background. These approaches lack in detecting hands
in cluttered and dynamic environment.

Local invariant features are used for object recognition
task. In the paper [7], to perform reliable matching between
different views of an object or scene, a method is presented
for extracting distinctive invariant features, as known as scale
invariant feature transform (SIFT) features, that can be used for
object recognition. This method for image feature extraction
transforms an image into a large collection of feature vectors,
each of which is invariant to image translation, scaling, and
rotation, partially invariant to illumination changes and robust
to local geometric distortion. Hartanto et al. [8] use SIFT
features along with skin detection method for background
subtraction and contours for localization of hand. Their match-
ing stage is relatively simpler and hence, reports less than
70% accuracy for Indonesian sign language database. Their
approach is computationally extensive and is not applicable
for real time recognition. Dardas and Georganas [9] used bag-
of-features approach using SIFT features as keypoints and then
used support vector machines to recognize the hand gesture.
They segment the hand based on the skin color, discard the

face using Viola-Jones face detector and then extract features.
The shortcoming of this approach lies in segmentation of hand.
It depends highly on illumination variation and the subject
wearing half or full sleeves.

In order to address all of these shortcomings, we proposed
to use 3D camera (e.g., ASUS Xtion Pro) to localize hands
using joint information. We use depth data to locate hands
using OpenNI and NiTe middleware library and their positions
for hand segmentation. We describe our approach in detail in
the following section.

III. HUMAN HAND GESTURE RECOGNITION

Visual perception in complex and dynamical scenes with
cluttered backgrounds is a very difficult task, which humans
can solve satisfactorily. However, for a robot perception sys-
tem, it performs poorly in this kind of challenging scenarios.
One of the reasons of this large difference in performance is the
use of context or contextual information by humans. Several
studies in human perception have shown that the human
visual system makes extensive use of the strong relationships
between objects and their environment for facilitating the
object detection and perception. Not only this, due to the
notion of real time, robot has to perform its computations
as fast as possible. Due to which, most of the time robot
perception system is hampered with low resolution images.
There is a need to develop such perception system, which can
cater complex environments and work efficiently. Keeping this
in mind, we propose an approach that uses depth sensor for
hand segmentation using NiTe library. It uses bag-of-features
approach from SIFT keypoints and classify them using support
vector machines (SVMs) to recognize hand gestures. The block
diagram of the approach is presented in Figure 1.

Our proposed system is highly robust and efficient. It
reports 94% recognition rate for 18 different gestures when
classified by multi-class support vector machines. Hand ges-
tures are robustly recognized with dynamic and cluttered
background. The system is invariant to illumination, scale
and slight rotation. Figure 1 shows the schematic flow of
the system. Each module of the system is described in the
following sub-sections.

A. Pre-processing
Instead of using monocular camera, ASUS Xtion is used

in order to use depth data. The advantage of using such
devices with depth sensor lies in localization of hands. Seg-
menting hand on the basis of skin color can be useful in
a constraint scenario but it behaves poorly when applied in
dynamic environment. While using depth sensor, hands can be
localized efficiently in cluttered and dynamic environments.
RGB-D device delivers color and depth stream of the scene.
Before extracting features directly for further processing, pre-
processing is an essential step in registering images. We
propose to use lower resolution 320× 240 in order to reduce
the computational complexity of the system.

B. Hand Detection and Segmentation
As discussed earlier, NiTe middleware library enables us

to detect hands by utilizing depth and IR sensor of ASUS
Xtion. Not only the algorithm detects hands but also tracks
them efficiently. In our setup, ASUS Xtion sensor is used,
which delivers the centroid of the hands using depth data. The
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Figure 1. Working schematics of our approach. Using depth stream, hand is localized and segmented, SIFT keypoints are extracted. A dictionary is generated
using k-means clustering; bag of words vectors are generated using cluster model; which are fed into SVMs for classification

algorithm can detect multiple hands if present in the scene.
The most nearest hand on the basis of the depth data from
the robot is selected. In order to segment the hand out of
the whole image frame, firstly color and depth streams are
synchronized and then a small region around the centroid of the
hand is extracted from color image. This small region depends
on the depth data. If a person is near the robot, this region
of interest becomes bigger and if a person is far from the
robot, this region of interest is small. The extracted region of
interest has some irrelevant information other than the hand.
In order to discard that information, pixels in the region of
interest which have depth close to hand’s depth are kept and
everything else is discarded. Figure 2 shows the original image
and hand segmented image. In order to make it scale invariant,
each segmented image is registered by resizing it to 50 × 50
resolution.

C. Bag-of-Features Extraction

Bag-of-features (BoF) is probably the most popular tech-
nique of feature representation for videos and still images in
the domain of human gesture recognition. Coming from the
text mining paradigm, BoF representations allow to recognize
a variety of gestures ranging from simple periodic motions
(walking, running) to interactions (waiving, shaking hands).
It is usually combined with other procedures in feature ex-
traction task. The schematics include (a) keypoints extraction,

(a) (b) (c) (d)

Figure 2. (a) Hand is detected in depth stream, (b) Hand is localized in color
stream based on its position (c) segmented hand after discarding background

with higher depth than hand’s depth and (d) SIFT keypoints extracted

(b) descriptor generation around those point, (c) dictionary
generation and (d) use of clustering algorithm to create BoF
vectors. In order to represent an image in BoF approach, it
can be expressed as a document. Consequently, the features
extracted can be expressed as words in this document. All the
words or features extracted from the document or image if
combined together, form a dictionary.

1) Keypoints Extraction: The initial step in BoF algorithm
is to extract keypoints. These keypoints should be able to
represent the whole image. For extraction of keypoints, SIFT
algorithm is used. SIFT has been quite popular in object
recognition and scene classification because of its robustness
and efficiency. Proposed by Lowe [10], SIFT algorithm selects
the features that are invariant to image scaling and rotation and
to some extent illumination changes. An image is convoluted
with Gaussian channels at various scales. Keypoints are taken
as the maxima or minima points of the difference of Gaussian
that happen at various scales. A lot of keypoints are discarded,
which are not stable or have low contrast using Taylor series
expansion. Figure 2 shows the extracted keypoints on a seg-
mented image.

2) Descriptor Generation: The keypoint descriptor is com-
puted by calculating gradient magnitude and orientation of all
the keypoints around its location. The orientation histograms
are relative to the keypoint location. The histogram contains
8 bins and computes array of 4 × 4 histogram around the
keypoint. Since there are 4 × 4 histograms each with 8 bins,
the keypoint vector is 128 dimensional. This vector is then
normalized to unit length in order to boost invariance to
changes in illumination. Hence, the features are illumination
invariant.

3) Dictionary Generation: This is an important step in the
BoF algortihm. The size of the dictionary is critical for the
recognition process. If the size of the dictionary is set too small
then the BoF model can not express all the keypoints and if it
is set too high then it might lead to over-fitting and increasing
the complexity of the system. K-means clustering algorithm is
used to cluster keypoint descriptors of all the training images
in k clusters, where k is the dictionary size. The centroids
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of each clusters are combined together to make a dictionary.
This resulted in dictionary with k × 128 size. Dictionary is
generated offline and is used for making bag of words vector.
In our study, k = 400 is used as a dictionary size.

4) Bag of Words Vector: In order to make bag of word
vector, SIFT keypoints are extracted for hand segmented
image. Each keypoint descriptor of the image is compared with
each centroid of the cluster in the dictionary using euclidean
measure. If the difference is small or keypoint is closed to a
certain cluster, the count of that index is increased. Similarly
other keypoints of an image are also compared and the counts
of the respective indices are increased to which the keypoints
are closest to. Finally, bag of words vector is generated for a
single image that has size 1×k where k is the dictionary size.
In our study, the size of bag of words vector becomes 1×400.
One important thing to note here is the size of the feature
vector. Using only SIFT keypoints, the size of feature vector is
n×128 (where n is the number of keypoints) which is complex
and makes the system computationally more intensive. On the
other hand, BoF approach reports 400 dimensional feature
vector which has the characteristics of SIFT features and
considerably less complex. These bag of words vectors are
computed for all the image frames for training and testing of
the gestures.

D. Classification
Classification is an important step in any recognition task.

There are a lot of classifiers presented and used according to
the type of problem. We proposed to use SVM because of
its effectiveness in high dimensional spaces [11]. SVM only
uses small set of support vectors for decision making, hence
it requires less memory and is used in real-time recognition
tasks. With different kernel functions available, SVM can used
for versatile problems. One-versus-all approach of multi-class
SVM is used. Bag of words vectors for all the images are
computed in training stage and labels are appended according
to the class. This bag of words vectors are fed into the multi-
class SVM in order to train the model that is further used
in testing stage for hand gesture recognition. To validate our
system, a database is generated. 600 images for each gesture
are used for training. Each hand segmented image is manually
selected and noisy or ambiguous images are discarded. Six
different subjects have featured in the database. Each gesture
is recorded at various scales and at different positions.

Figure 3 shows the working schematics of our testing
phase. Color and depth frames are extracted from ASUS Xtion.
Hand is localized and segmented in the same way during

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4. Robot performing facial expressions (a) Happy (b) Thinking (c)
Wink (d) Frown (e) Threaten (f) Surprise (g) Astonishment (h) Disgust.

training stage. These segmented images are then used to extract
keypoints using SIFT algorithm. The keypoints are compared
with the predefined dictionary (created offline) and bag of
word vectors are generated. For each testing image, the 400
dimensional feature vector is fed to SVM with already learned
classifier. Hand gestures are then recognized in real-time. 18
different hand gestures have been recognized: Palm, pointing
upwards, inquiring gesture, number gestures like one, two,
three, four, five, thumbs up, fist, little finger, victory, etc.

IV. EXPERIMENTATION AND EVALUATION

The goal of the system is to recognize hand gestures
reliably and robustly in order to realize natural human-robot in-
teraction. We use our humanoid robot in order to evaluate accu-
racy and efficiency of our system. University of Kaiserslautern
is developing a social humanoid robot, Robothespian [12]. It
consists of intelligent hands and arms and a backlit projected
face. The whole arm has 14 degrees of freedom, where hands
are able to perform nearly all type of hand gestures. The backlit
projected head is able to express any facial expression using
action units. Robot can also move torso and head to about ±20
and ±45 degrees respectively. ASUS Xtion is mounted on the
chest of the robot. It has its own processor that can handle the
movements of all the joints and facial expressions. It is used to
evaluate our hand gesture system. In the following section, we
describe the set of experiments conducted and then evaluate
the performance of the system.

A. Experimental Setup
Two different experiments are conducted in our study to

evaluate the hand gesture recognition system. 18 different hand
gestures are used to interact with the humanoid robot. We
divide them in two different categories. In the first experiment,
common hand gestures that humans use during daily communi-
cation are used namely: thumbs up, fist, palm, inquire gesture,
okay gesture, pointing gesture and little finger gesture. These
gestures play an important role to express the inner thoughts
or intentions of a human. For example, thumbs up gesture
shows an approval, while fist gesture shows aggressiveness of
human. In order to make HRI more natural, robot expresses
facial expressions on its face according to the gesture. Table I
shows different gestures and their corresponding expressions
that are expressed by the robot and Figure 4 shows robot’s
facial expressions.

In the second experiment, basic gestures, that are used to
express the fundamental information like numbers, e.g. one,
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Figure 5. Subject performing different gestures in front of the robot.

two, three, four and so on, are recognized. These gestures are
used to represent the numbers from one to ten using only single
hand. Instead of expressing facial expressions, robot imitates
the same number gesture as performed by human. Not only
robot imitates the gesture but also verbally communicates the
number using its built-in speaker. For natural interaction, the
robot’s head also focuses directly towards the hand position.
In this way, wherever the hand is in the frame, robot’s head
move to that position as if to focus the hand. Figure 5 shows
different hand gestures while Figure 7(c) shows robot’s head
is focusing the hand of the human in the frame.

TABLE I. DIFFERENT GESTURES AND CORRESPONDING FACE
EXPRESSIONS EXPRESS BY THE ROBOT

Nr. Hand Gesture Facial Experession
1) Okay gesture Happy
2) Pointing Up Thinking
3) Thumbs Up Wink
4) Inquiry gesture Frown
5) Fist Threaten
6) Palm Surprise
7) Victory Astonishment
8) Little finger gesture Disgust

B. Performance Measurement
As discussed in the earlier section, the prime objective

of the system is to recognize hand gestures in dynamic
scenarios in context to HRI. System should recognize gestures
in real time. Two set of experiments, discussed in previous
section, are evaluated in order to measure the performance.
For performance evaluation, the predicted gesture along with
subsequent image of all the frames are stored in a separate
file. In the end, we manually evaluate the results. In the first
experiment, eight different gestures: thumbs up, okay gesture,
pointing upwards, inquire gesture, victory, fist, palm and little
finger gesture are recognized. A total of 1200 frames are stored
during first experiment. Table II shows the recognition rates
for each hand gesture.

As shown in the Table II, the average recognition rate in
case of common hand gestures when performed in front of
the robot is 93%. For Okay gesture, the recognition rate is
low due to the reason that the fingers are pointing upwards

Figure 6. Hand segmented images of number gestures (1-10).

and sometimes it is confused with victory and inquire gesture.
Gestures like thumbs up and little finger are occasionally
confused with pointing up gesture. In all three cases, one finger
is pointing upwards which results in false detection. All of the
gestures are tested, when the gesture is performed dynamically
or statically.

TABLE II. RECOGNITION RATES FOR COMMON HAND GESTURES.

Hand Gesture Number of Images Correctly Classified Recog. Rate
Okay gesture 150 115 76.6%
Pointing Up 150 149 99.3%
Thumbs Up 150 136 90.7%
Inquiry gesture 150 141 94%
Fist 150 144 96%
Palm 150 150 100%
Victory 150 145 96.7%
Little finger gesture 150 137 91.3%
Average 93%

In the second experiment, number gestures are used for
recognition task. Ten gestures are performed from a single
hand to recognize numbers. Figure 6 shows ten segmented
hand gestures. For this experiment, 1500 images are used
to evaluate these gestures. Table III shows the number of
correctly classified images along with the recognition rate of
each gesture.

From Table III, it can be seen that three gesture has
low recognition rate. According to experiments, this gesture
is falsely detected as four gesture and occasionally, as two
gesture. From the validation studies, we find out that perform-
ing three gesture perfectly is difficult for few subjects, which
makes it harder to recognize. We also observe that six or little
finger gesture is occasionally confused with one gesture. In
both these gestures only one finger, index finger in case of
one gesture and little finger in case of six gesture, is pointing
up which easily confuses the gesture. The overall average
recognition rate is 95.1%. Figure 7 shows our experimental

TABLE III. RECOGNITION RATES FOR NUMBER GESTURES.

Number Gesture Number of Images Correctly Classified Recog. Rate
One 150 149 99.3%
Two 150 145 96.7%
Three 150 133 88.6%
Four gesture 150 134 89.3%
Five 150 150 100%
Six 150 137 91.33%
Seven 150 137 91.33%
Eight 150 148 98.7%
Nine 150 150 100%
Ten 150 144 96%
Average 95.13%
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(a) (b)

(c) (d)

Figure 7. Robot recognizes and imitates (a) thumbs up (b) Palm (c) Point up
and (d) Fist gestures. In (c) robot looks towards its left to focus hand.

setup where human is interacting with robot via hand gestures.
The most important aspect in HRI is the efficiency of

the whole system. In our experimentation, the system takes
70msec to process each image. In other words, the system
processes around 15 frames per second, which is adequate
for real time processing. The size of the dictionary primarily
effects the processing time. However, the size of dictionary
can not be reduced immensely, otherwise it would result in
poor recognition rate.

C. Comparison with State-of-the-Art
The system reports 94% recognition rate for 18 different

hand gestures in dynamic environments. Ren et al. [13] used
finger earth movers distance metric to recognize hand gesture.
They used Microsoft Kinect to capture images. For 10 gestures
their recognition rate is 94% on a very limited database.
Their system works good for simple gestures but gestures like
thumbs up, inquire gesture etc. can not recognize efficiently
as fingers are closed. Yang et al. [14] used monocular camera
to recognize 18 different gestures with around 97% accuracy.
The main drawback of their approach is the skin detection
part which is highly unstable in illumination changes. They
also put a constraint on their system that human should be
present on the edge of the frame. Dardas and Georganas [9]
used SIFT features and bag of words model to recognize hand
using monocular camera images with 94% accuracy. Their
database is extremely limited with uniform background and
they also use skin detection to detect the hand. Approaches
using skin detection for segmenting hand report poor accuracy
when dealing with dynamic environment with illumination
variation.

V. CONCLUSION

Human-Robot Interaction is the most important function
for the emerging social robot which is able to interact with
people using natural gestures. Hand gesture based interface
offers a way to enable human to interact with robots more
easily and efficiently. We use ASUS Xtion for hand segmen-
tation and use bag-of-features approach using SIFT keypoints
to recognize different hand gestures. The presented approach
is highly efficient and invariant to cluttered backgrounds, illu-
mination changes, slight rotation and scale. Our hand gesture

interface is used by humanoid robot that recognizes gestures in
70msec (real time). Robot imitates gestures and also changes
its face expressions according to the gestures. Our hand gesture
recognition interface reports 94% recognition rate for 18 hand
gestures in dynamic environments. In future, this system can
be extended for both hands and can also recognize facial
expressions of a human. It would help the robot to know the
emotional state of human. The same approach can be used for
recognizing dynamic hand gestures for recognizing different
actions, e.g., clapping, jumping, punching etc.
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Abstract—As new technologies for creating digital contents are 
developing, more and more innovations about reading and 
listening are emerging. In film making, simple visual and audi-
tory effects may not satisfy the audience any more. Besides, as 
home entertainment systems are becoming more popular, peo-
ple see a movie not only in the theater but also at home. In this 
work, we present an interactive film watching system allowing 
a viewer to move her body in an intuitive way to change the 
viewing angle of the film as well as the development of the sto-
ry. The system aims at using ingenious content design and im-
mersive interaction to enhance user’s viewing experience. A 
regular computer with a webcam is used to detect the position 
of the user, which is then used to control the viewing angle of 
the video taken through a fish-eye lens. At some specific point 
in the story plot, different viewing angles would automatically 
determine the selection of different story branches, which can 
greatly increase the replay value of an interactive story. We 
have conducted an experiment to study the effectiveness of the 
system. Ten users were invited to experience our system. The 
evaluation result shows that most users agreed with the design 
idea and enjoyed the new viewing experience. We believe that 
the system provides a new way of communication between the 
storyteller/director and the audience. We hope that this pre-
liminary work can shed some lights on the future development 
of video-based interactive storytelling. 

Keywords- Movie Space; Immersive Experience; Human-
computer Interaction. 

I.  INTRODUCTION 

With the development of new multimedia technologies, 
“audience” behaviors are no longer limited by the traditional 
audio and video environments in the past. For example, sim-
ple visual and audial effects in a traditional theater cannot 
satisfy the audiences any more. Therefore, the design of wid-
er surround screen, such as the Image MAXimum (IMAX) 
screen and devices to stimulate multiple senses (such as 
movement and smell) has emerged to bring the audience’s 
experience to a next higher level.  

On the other hand, due to the increased network band-
width at home and the price drop of home entertainment sys-
tems, more and more people choose to watch a movie at 
home on a TV or on a computer [18]. Nevertheless, the 
watching experience at home is still not comparable with the 
one in a high-end theater because of the small watching 
screen. The dark environment in a theater helps the audience 
focus on the film, and the wide screen also makes people 

immerse into the scene more easily. Instead of changing the 
equipment and environment at home, in this research, we 
propose to design an interactive video watching system on a 
regular computer with contents of greater interactivity to 
enhance the immersion experience of an audience when she 
watches a movie on a small screen.  

Persson thought that interaction was the main difference 
between movie and digital space. That is, screen can become 
an interactive interface instead of a simple projection surface 
[12]. Recently, the meaning and definition of audience start-
ed to receive new attentions [10]. The discussions about sub-
jectivity of a film have changed the definition and behavior 
model of an audience. The transfer of authorship has made a 
passive audience become an active participant. The subjec-
tivity of a film now includes the participation of the viewer.  

Based on such a motivation, we hope to release the limi-
tation on the traditional imaginations about film [11]. We 
hope to allow the audience to view the film in an intuitive 
and interactive way such that the whole information of the 
film can be acquired through active interactions. With such a 
system, we cannot only create a new way to watch films, but 
also deliver deeper meaning through user participation.  

Therefore, the main objectives of this research include: 
(1) Implementing a good interactive mode to provide a 

narrative framework allowing a user to immerse in 
the film-watching experience. 

(2) Using computer vision techniques to see if the hu-
man-computer interaction can enhance the viewing 
experience and provide better enjoyment about the 
story. 

(3) Investigating how screen and space can be used to-
gether in digital media for storytelling and learning 
what kind of story could be more appropriate. 

The rest of the paper is organized as follows. In the next 
section, we will review the work pertaining to this research. 
In Section III, we will describe the design and implementa-
tion details of our system. In Section IV, we will present the 
experiment that we have conducted to evaluate our system, 
and in Section V, we will analyze the results obtained in the 
experiment. In the last two sections, we will present the pos-
sible future extensions as well as the conclusion of the paper. 
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II. RELATED WORK 

Our work pertains to previous research in immersive ex-
perience, content presentation in ‘Movie Space’, and Hu-
man-Computer Interactions (HCI) research on natural user 
interface. 

A. Immersive Experience 

Csikszentmihalyi was the first one to propose the theory 
of immersion. He regarded a person to be in an “immersion” 
state when he focused on the activities of a given scene by 
filtering out irrelevant noises [2][3]. Later researchers further 
remarked on the definition and considered immersion as the 
state when a user concentrated on the activity and enjoyed 
the process.  

Trevino and Webster extended Csikszentmihalyi’s work 
to consumer navigation on a digital system and proposed 
four properties in the state of immersion: [15] 

(1) Control: Individuals experienced the feeling of 
control not only on himself but also the interactions 
between human and computer.  

(2) Attention Focus: Attention was focused on an in-
volving activity. An individual’s focus can be nar-
rowed down by filtering out irrelevant thoughts and 
stimuli. 

(3) Curiosity: During the immersive state, an individu-
al’s sensory or cognitive curiosity can be aroused. 

(4) Intrinsic Interest: Individuals were involved in an 
activity for the pleasure and enjoyment it provided 
instead of for instrumental purposes only. 

Additionally, Hoffman and Novak thought that 
telepresence and interactivity were important because they 
could increase immersive experience [7].  

(1) Interactivity: Interactivity is about the cycling pro-
cess of multiple users performing listening, thinking, 
and speaking. Daniels regarded an Exemplary 
Viewer as an active participant in addition to pas-
sive viewer [4]. Webster et al. indicated that immer-
sion emerged through interaction with the computer 
[15]. Johnson and Wiles also pointed out that con-
trollability in a game brings positive affective expe-
rience [9]. 

(2) Telepresence: Presence is “the natural perception 
of an environment,” and telepresence is “the medi-
ated perception of an environment [5].” The more 
controllability on one’s movement and viewpoint, 

the more degree of presence [19]. In addition, it was 
reported that the sense of presence also elicited the 
feelings of a user [13]. 

B. Movie Space 

Movie space can be divided into ‘on-screen space’ and 
‘off-screen space’ [1]. On-screen space can be simply de-
fined as all you can see on the screen while off-screen space 
is more complicated because it allows a user to interact with 
the objects outside the screen and allows them to suddenly 
enter the screen to deliver some special meaning. The camera 
often represents the opinion of a narrator, and a shot is a way 
to deliver emotions to the audience. The techniques of shoot-
ing and camera movement, especially the composition of a 
shot, affect our perception of the narration in the story. Our 
system attempts to break the boundary between the off-
screen and on-screen spaces and solves the aspect-ratio prob-
lem when a movie is displayed on a different screen. 

C. Natural User Interface 

The definitions between 'Natural User Interface' and 
'Tangible User Interface' are often confused. A good way to 
distinguish the two could be on if the user is able to forget 
the existence of the interaction device after the user becomes 
familiar with it. In other words, a natural user interface be-
comes invisible to the user to a certain extent. An excellent 
interface design should allow a user to seamlessly move be-
tween the physical and virtual spaces without feeling the 
existence of the technologies [6][8]. For example, when a 
video camera is used in a system to perform image capturing 
and analysis, a user of such a system may often forget the 
existence of the camera and concentrate on the screen after 
some time of practice. This kind of interface can facilitate 
the sense of telepresence and immersion in a virtual envi-
ronment.  

Most of the previous interactive storytelling systems fo-
cused on the automatic generation of story contents based on 
user mouse selection and texts or speech inputs [14]. How-
ever, these types of interactions usually required a user to use 
a different modality other than simply viewing. Consequent-
ly, the switches of modality often affected the flow of view-
ing, which was the main modality in film watching [17]. 
Therefore, in this work, we hope that navigation in a digital 
space can be incorporated with the narrative of a film such 
that the enjoyment of film watching can be enhanced based 
on the interaction of the system. 

 
Figure 1.  Illustration of the proposed interactive system. Screen is like a window, through which the world is observed. 
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III. SYSTEM DESIGN AND IMPLEMENTATION 

In this section, we will describe how the interactive mode 
for the immersive viewing experience is designed, what 
kinds of technologies have been used to facilitate the design, 
and how the movie is produced. 

A. Interactive design 

We hope that a user moves her body in a natural way to 
change her view angle interactively and to make a decision 
on how the story is branched. In other words, we hope that 
the development of the story, which was originally con-
trolled by the director, can be partially returned to the audi-
ence with the aim of enhancing the recognition of the story 
by the users. 

We view the computer screen as a window and the film 
content is what happens outside the window. From different 
viewing angles, one can see different parts of the world, as 
illustrated in Figure 1. The spaces inside and outside the 
window frame can then be blurred and merged. Traditional 
meaning of a shot through framing can be extended through 
interaction.  

Another important factor in such a system lies on the 
clever design of the content such that the scene inside the 
window is not complete and the actors move through the 
boundary of the frame. The design of the layout, viewing or 
moving directions of the actors, and the sound effects also 
play an important role in enhancing the sense of suspense to 
trigger the curiosity and peeping desire of the user for them 
to move their bodies to explore the space.  

Besides moving the body to change the viewing angle, at 
some branching point of the plot in interactive storytelling, 
the user can also use the viewing angle to select a specific 
branch, which is accomplished by attaching a separated film 
fragment that is deliberately designed for seamless transition. 
Consequently, a user may see different story plots at differ-
ent runs, which increase the replay value of a film. 

B. Hardware and Software 

A computer with a webcam is the only required equip-
ment in our system. We use computer vision technologies to 
detect the position of the viewer, and through the detected 
position, we interactively change the viewing angle of the 
film. Compared to tangible equipment and surround virtual 
environments, such as 3D CAVE, interacting with a web 
cam is not only cost effective but also intuitive. Nevertheless, 
the extent of the changes that can be made is somewhat lim-
ited. 

In our system, we have adopted a web-based approach 
with HTML5 technologies to increase the accessibility of the 
system. The image of the user captured through the web cam 
is acquired from the getUserMedia API and analyzed by the 
open source package, called clmtrackr , released by MIT. In 
this package, a user’s face is detected, and its position is de-
termined to select an appropriate streaming video fragment 
to display on a 3D plane implemented in WebGL [16]. The 
plane is then moved according to the detected face position 
of the user, as shown in Figure 2. In order to mimic the view-
ing effect of a human eye, we have implemented a nonlinear 
mapping between the viewing direction and the field of view. 

When the viewing direction is farther away from the central 
direction, the field of view also becomes wider. In addition, 
we have designed a light-weight test interface at the upper 
right corner of the screen, as shown in Figure 3, to check the 
face detection and system settings, and this interface can be 
hidden when the experiment is conducted. 

 

  
Figure 2. System flowchart 

 

Figure 3. A screenshot with the system diagnosis tool displayed. 

C. Movie Production 

The video used in the main experiment is five minute 
long, and the style is suspense. In addition to the main plot 
line, there are two branches in the story that can be used as a 
result of user interaction. This design of interactive narra-
tives is to increase the replay value of the film such that a 
user has a higher motivation to watch the film repeatedly.  In 
most of the footages in the film, we have used long shots to 
allow the users to have more time to digest the contents on 
the screen.  

 
Figure 4. Sample footage taken through a fisheye lens.  
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In the composition of the shots, we have tried to connect 
the on-screen and off-screen spaces to increase the possibil-
ity of communication between the film and the user. In order 
to facilitate the production of the film for a wider viewing 
angle, we have used a fish-eye lens to take the shots and ad-
justed distorted region of the shot through a post-production.  
As shown in Figure 4, the red rectangle is the initial view 
window and can be moved to a different position through 
user interaction. 

IV. EVALUATION 

To understand the feasibility of our interactive mode de-
sign and user experience, we have designed a series of steps 
in our experiment as shown in Figure 5. 

 
Figure 5.  Experimental process diagram. 

A. Experimental Subjects and Location 

In order to understand the immersion of users during the 
interactive film viewing process, we have conducted experi-
ments with ten subjects. These users were selected by a pre-
test survey about their film watching habits, such as the fre-
quency of viewing a film at home and in a theater, to ensure 
that the subjects have a good span of user diversity.  

In order to create a film watching atmosphere at home 
while controlling the experimental settings, we have con-
ducted our experiments in a research laboratory as shown in 
Figure 6. The laboratory is decorated like a living environ-
ment such that the experiments can be conducted without 
disturbance and the participants can feel relaxed. In addition, 
the researchers can observe and analyze the behaviors of the 
participants through one-way mirror and a high-resolution 
video recording device. 

 
Figure 6.  Pictures comparing the behaviors of different participants in the 

interactive film viewing experiment. 

B. Experimental Process 

In the first step of the process, we gave the participants 
an instruction describing the experimental process in order to 
help them understand the purpose and operational notes.  

Before the formal experiments were started, we showed 
the participants a short film and allowed them to practice 

how to interact with the system by moving their bodies. 
When a participant felt confident about the interaction, she 
could initiate the formal experiment by herself. During the 
film viewing process, the researchers observed the partici-
pant’s behavior in a control room and recorded the whole 
session for further analysis. When the film ended, there was 
a “replay” button on the screen to allow the participant to 
watch the film again. The participants can watch the film as 
many times as they want.  

After the participants finished watching the film, a survey 
and interview session followed. The interview started with 
some pre-defined questions and was then followed by open 
discussions to understand their experience and suggestions. 

C. Questionnaire Design 

According to the reference and research purpose, we put 
together the elements related to immersive experience. We 
have used ‘The Antecedent of Immersion’ by Hoffman and 
Novak and ‘The Features in the Immersive State’ by Trevino 
and Webster to design the main schema of our questionnaire 
in the Likert 5-point scale (from 1 for “totally disagree” to 5 
for “totally agree”). The means and standard deviations of 
the scores for these questions were then calculated for further 
analysis. 

V. EXPERIMENTAL RESULT AND ANALYSIS 

The user feedbacks are divided into two parts: content 
analysis and immersive experience.  

A. Content Analysis 

Most participants agree that the designs of actor’s sight 
(Figure 7), actor movement (Figure 8), cropped screen (Fig-
ure 9), and scene (Figure 10) affect a viewer’s behavior in 
watching the video.  

  
Figure 7.  Character's sight may be used to catch a viewer’s eyes.  

 
Figure 8.  A character moves from the on-screen space to the off-screen 

space. 

 
Figure 9.  The cropped video invites the viewer to change the view angle. 
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As shown in Figure 10, a T-junction was used in a scene 
where the character tracked someone but got lost. He could 
turn left or right. If the user looks toward to left side, he will 
meet a stranger; otherwise, he will find a dumped garbage 
bag. In addition, the less complete a shot is, the more desire a 
user may have for moving her body. However, the infor-
mation in a shot cannot be too diverse such that the focus of 
what the director would like to show is lost. Furthermore, in 
the shot used for branch selection, it is important to give the 
user a strong motivation (e.g. with life threat events) to move 
her body and look around. 

 
Figure 10.  Scene design for different story development  

B. Immersive Experience Analysis 

In this section, we will analyze the questionnaire in two 
groups: ‘The Antecedent of Immersion’ and ‘Properties in 
the Immersive State.’ According to the experimental data, 
we have also conducted in-depth interviews with the users to 
acquire their feedbacks behind the questionnaire. 

TABLE I. THE ANTECEDENTS FOR ENTERING THE IMMERSION STATE. 

 Question avg.

In
teractivity 

There is no need to spend too much time to get 
familiar with the system. 

4.5

The interactivity of this system is interesting. 4.5
The interactivity of this system is intuitive. 4.1
The mode of operation of this system is smooth. 3.5
Every shot design make me want to move my body 
to see the outer part. 

4.8

Every time the screen through my options is 
different, it makes me feel surprised. 

4 

T
elep

resen
ce 

I think that the viewport is like my eyes. 4 
Sometimes I feel myself in the scene when I 
watching the movie. 

3.3

Sometimes I think that I am one of the characters in 
the story when I watching the movie. 

2.8

 
As shown in Table I, in the interactivity section of the an-

tecedent conditions for immersion, most users consider our 
system as intuitive, interesting, and easy to understand. 
However, the user may get tired after some time of engage-
ment. It is suggested that the vertical movement may be re-
placed by leaning forward or backward for zooming in and 
out. 

In the section of telepresence, the scores we get are lower 
than the ones in the other section (especially for question #9). 
Some of the subjects consider that the window frame indeed 
may prevent them from entering the state of immersion. 
However, we think this may be improved by adopting more 
first-person shots in the cinematographic design. 

TABLE II. THE FEATURE METRICS IN THE IMMERSIVE STATE. 

Question avg.

C
on

trol 

10. I feel that I can freely manipulate the system. 3.8

A
ttention F

ocu
s 

11. My perception of the external environment will 
be reduced when I watching the movie. 

4.2

12. Compared with watching movie on the 
radetional computer, the system made me fo-

cus on more the details on the screen. 
4.3

13. Compared with watching movie on the 
radetional computer, the system put me in 

more the story. 
3.8

C
u

riosity 

14. The interaction of the system will deepen my 
curiosity about the movie. 

4.6

15. It satisfy my desire to watch movie by watch-
ing the outer side of the screen.  

4.4

In
trin

sic In
terest

16. The system made me want to watch the movie 
again and again. 

4.3

17. Compared with watching movie on the tradi-
tional computer, the system gave me more fun.

4.3

 
In the section of features metrics for the immersive state 

as shown in Table II, we have received some unexpected 
interesting feedbacks. For a same shot, users of different 
personalities or genders may pay attention to different ob-
jects or places. For example, a female subject may pay atten-
tion to the layout of a male actor’s room. This demonstrates 
the importance of allowing a user to have control since they 
may choose a different view point when interacting with the 
film.  

However, in content design, it is still important to retain 
the property of storytelling and get a balance between inter-
action design and content creation since it is, nevertheless, a 
film instead of a game. In addition, sound tracks are as im-
portant as visual images since sound can attract the attention 
of a user on the screen. It could be even a better idea if we 
can implement surround sounds or better background music 
to enhance the audial sensation. 

VI. FUTURE WORK 

In this work, we have collected many suggestions and 
comments about the system design and film contents from 
the user survey. In the future, there are several directions that 
we can work on to improve the quality of the design and 
conduct more in-depth studies: 

(1) Studying the effect of film genre: Based on the 
analysis of user feedbacks in this study, we will try 
to change the styles of the film and conduct the ex-
periments again to compare and understand how 
genre may affect the immersive experience of a user.  

(2) Studying the effect of film length: We will con-
duct experiments to compare the effect of film 
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length on the immersive experience. In this study, 
we have used a 5-min film to do the experiment. 
However, different film lengths (such as 30-sec ad-
vertisements, 10-min microfilms, 30-min short 
films, etc.) should also come with different interac-
tion designs. For example, in a long film, a user 
may get tired easily if she needs to move her body 
to control the development of the story throughout 
the film. Instead, the interaction may be desired on-
ly in some critical sessions of the story.  

(3) Developing further applications: In addition to 
applying the concept of interactive view changes to 
film watching, there could be many other applica-
tions that can adopt this kind of design. For example, 
the street view mode on Google Map can also use 
this method to replace mouse input in a guided tour. 
Other applications include on-line shopping and 
booking, serious games for navigation training, etc. 

VII. CONCLUSION 

In this work, we have used “interaction” to allow an au-
dience to participate in a film and make the film watching 
experience more natural and intuitive. Consequently, richer 
immersive experience and better replay value have been ob-
served in the conducted experiments.  

Although the control of watching and story development 
have been somewhat transferred to the audience, the director 
still plays an important role in film making in such an inter-
active storytelling setting. This is because the role of director 
has been transformed to make the story convey more effec-
tive emotions through the use of interaction and story 
branching. We hope that, in the future, the design of more 
natural and intuitive interaction and seamless transitions be-
tween video segments can bring more and more possibility to 
the video-based interactive narratives. 
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Distributed Computing Group, University of Lleida

Lleida, Spain
Email: ∗ismael.arroyo@udl.cat, †sisco@diei.udl.cat, ‡roig@diei.udl.cat

Toni Granollers§
Research Group on Human-Computer

Interaction and Data Integration, University of Lleida
Lleida, Spain

Email: §antoni.granollers@udl.cat

Abstract—With the falling price of the technology and the growing
trend of cluster display-walls, User Experience (UX) becomes a
topic to be taken into account with this new kind of systems.
In this context, we present a study of a specific cluster display-
wall, named Liquid Galaxy and developed by Google, that covers
the three main aspects of usability: effectiveness, efficiency and
satisfaction. The study was done by means of a set of tasks that
users completed during UX tests, with post-task and post-tests
questionnaires, while the system performance was measured. The
results show positive feelings from users while using the system. In
addition, we relate both system performance and user behavior
to estimate whether the system will perform satisfactorily for
users. According to our observations, we can see that, in general,
there is an intrinsic relationship between the goodness of feelings
and the quality of the performance metrics. This relationship can
facilitate the inclusion of cluster display-wall systems in a broad
range of scenarios with right levels of UX just by analyzing their
computational characteristics.

Keywords–Liquid Galaxy; User Experience; Cluster Display-
Wall.

I. INTRODUCTION
Cluster-based solutions for creating large displays have

recently generated a lot of interest [1]. Such displays have
the potential to put high-performance visualization within the
reach of more users. The most valuable potential of cluster
display-walls is their pixel density, as the images are FullHD
on every monitor, providing the system with an incredible
overall resolution given the low cost of the hardware required.
These systems consist of a number of commodity PCs that
are interconnected over a LAN or via low-latency networks
like the Myrinet [2]. Thus, visualization of the images across
screens in cluster display-walls is carried out by synchronizing
the data between the computers in the cluster. Nowadays,
besides the fact that conventional PCs can be equipped with
powerful consumer graphics cards with multiple outputs, the
availability of software packages for clusters makes setting up
cluster display-walls affordable. Thus, cluster-based displays
are affordable, scalable in resolution, and easy to maintain.
This opens a wide range of new possibilities for their use in
everyday scenarios in such areas as entertainment or education.

This rising trend for cluster display-walls caught our atten-
tion and brought up some questions about how the end-user
would feel when using and experiencing these new visualiza-
tion systems, and how we could estimate the user experience
acknowledging the system parameters. In order to answer both
questions, we performed user tests to know their behavior
by gathering satisfaction, effectiveness and efficiency data.
Furthermore, we found a relation between them that enabled
us to estimate how users would behave with a cluster display-
wall with specific performance characteristics. We noted that
there are some works in the literature [3][4] that deal with the

Figure 1. Liquid Galaxy.

desired results separately, but we want to go one step further
by relating both metrics.

In this work, we were interested in testing the usability re-
lated aspects of a particular cluster display-wall system, named
Liquid Galaxy [5], especially on acquiring data from real
users. The Liquid Galaxy technology is a cluster display-wall
hemisphere infrastructure developed by Google, running the
well-known Google Earth application [6], which is an example
of a master-slave application. The Liquid Galaxy system is
usually made up of three, five or eight displays, each connected
to a computer node, and is designed to provide an immersive
geographic visualization. Figure 1 shows the Google Liquid
Galaxy infrastructure installed in the Technological Park in
the city of Lleida (Spain) [7]. The Figure also shows the most
commonly used controller, named 3D Space Navigator.

With the Liquid Galaxy infrastructure, in the present
work, we carried out a pre-prepared test with 27 people. It
consisted of navigating to some well-known places around
the world. Additionally, everyone answered some questions
about their experience while using the system. Then, we
related these answers, which made up a set of qualitative
performance metrics, to the quantitative performance metrics
that we measured during the test. In order to measure this
quantitative metrics, we have used the Visualization Rate (VR)
performance parameter which has been presented in previous
works [8][9]. VR is a relation between the CPU time used by
the system to load all the multimedia data and the total time
of the visualization.

In general, the results show that the vast majority of the
participants were satisfied and had positive feelings using the
system throughout the test. Additionally, we have analyzed
the relationship between the user’ satisfaction levels and the
VR performance metric. The obtained correlation shows that
the usability of the system can be roughly estimated by using
only the VR in any given field test. This relationship can be
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determinant in facilitating an extensive use of such kind of
systems, given that the knowledge of system characteristics,
directly related to system performance, can give knowledge of
what the UX [10] of using the system will be.

The paper is structured as following. Section II enumerates
different approaches that other authors developed and describes
last works that are and improvement above them. In Section
III is presented the case study of Liquid Galaxy. In Section
IV is described the method and results obtained for the tests.
Section V summarizes and relates the obtained data from the
previous tests. Finally, VI concludes the paper and discusses
future directions.

II. BACKGROUND AND RELATED WORK
Within the extensive literature on large displays, we fo-

cused on studies about User Experience on cluster display-
walls. In general, research into this kind of system is focused
on the study of the UX, such as the ones presented next.

Bi and Balakrishnan [3] focused on user behavior in
large-scale displays and demonstrated that the users preferred
this kind of system over single desktops. The authors made
participants perform everyday work in a week-long study and
compare it with single or dual-monitor desktops. The results
are all about subjective opinions and observations from the
users, with notes about how they used the system. This study
is focused on the preferences of the users while ignoring the
system performance.

Tan et al. [11] studied how their system, called Infocockpit,
can make information memorable. Infocockpit is a projector-
based display-wall with ambient visual and auditory displays
that engage human memory for location. In their work, they
made users complete semantic tasks that consist in remember-
ing pairs of words and then recalling them. The results are
both quantitative and qualitative, as they studied how many
words the users could remember in Infocockpit compared with
on a desktop computer. Also, participants answered a user
satisfaction questionnaire after the tasks. Nevertheless, this
approach does not try to relate both metrics using the system
performance.

Ball and North [4] studied the effectiveness of a 3x3
large tiled display compared with two smaller displays. They
concluded that display-walls that use physical navigation sig-
nificantly outperform smaller displays that use pan and zoom
navigation. They tested both environments with a task with
quantitative results based on finding targets of different sizes.
Also, they introduced observations that the users made during
the test, adding a subtle qualitative study into the research.
Despite this, they did not take the system performance into
account.

Despite the growing literature on qualitative or quantitative
views of the use of a cluster display-wall [12] [13] [14], to
the best of our knowledge, there are no studies that focus on
establishing a relationship between both metrics. In general,
these studies are focused on the results of specific tasks, like
completion time or scores, but not on system performance and
how it affects user behavior and/or experience.

In previous works, we analyzed the performance of the Liq-
uid Galaxy System in relation to different system parameters
such as the scalability, heterogeneity, CPU, RAM, Network
requirements, etc. However, we did not tackle neither the
quality of use from the user point of view nor its relation

Figure 2. Measuring Usability.

with the system performance.
In this paper, our goal is to try to relate the Usability

aspects of the User Experience (satisfaction, effectiveness and
efficiency [15]) of the Liquid Galaxy cluster. Thus, it will
enable us to predict before-hand if a system will perform
well enough from the user point of view without the need
of carrying out any user test.

III. LIQUID GALAXY
Liquid Galaxy [5] is a cluster display-wall that started as

a Google project, made up of a custom number of computers,
where every node has a single monitor. This system was origi-
nally built to run Google Earth [6] and to create an immersive
experience for the user. Liquid Galaxy lets you navigate around
the globe with its 6-axis controller, allowing you to instantly
zoom in, zoom out, and turn in a completely fluid motion.
Likewise, the immersive visualization environment of Liquid
Galaxy opens up this kind of system to be used by a wide
range of applications that can benefit from this feature. Some
examples of applications that can be run in this system are
WebGL applications like Aquarium [16] or Peruse-a-rue [17],
video streaming [18] and video-games like Quake 3 Arena
[19].

In the Liquid Galaxy system, every node is connected to the
same network and the nodes share a distributed cache named
Squid [20], included in the Liquid Galaxy repository. This is
used to cache http objects for repetitive use, thus improving
throughput, as Internet data requests would be reduced.

Depending on the application to be used, the interaction
with the system can be carried out using devices such as a
Mouse, Keyboard, Leapmotion, Myo or 3D Space Navigator
(as in our case), among others.

IV. USER STUDY
We had the necessity to study the Liquid Galaxy to know

how users react to the system and how to try to predict an
estimated overall satisfaction by relating it to the performance
metrics. In order to achieve this, the system was tested by
means of the usability attributes of satisfaction, effectiveness
and efficiency [15]. To meet this aim, users had to answer
some post-task questions about how they felt after completing
each task and a post-test questionnaire about their feeling while
using the system. At the same time, the system performance
was monitored throughout the tests. This objective is depicted
in Figure 2, where it can be seen how effectiveness and
efficiency can be monitored using the performance parameter
VR, and satisfaction is obtained by using questionnaires that
users had to answer.
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Figure 3. 3D Space Navigator Movement Options.

With these measurements, system performance and users
satisfaction, we aimed to relate both metrics to be able to
predict the average usability values for a specific cluster
display-wall with given hardware characteristics.

The different aspects involved in the usability tests that
were carried out to analyze the system performance and the
users satisfaction are exposed next.

A. Environment
1) Cluster Display-Wall: The environment on which the

tests were performed was an office equipped with a Liquid
Galaxy system made up of 3 nodes. The monitors used in
the cluster were a triplet of 32” monitors set vertically in a
semi-hemispheric way. The interaction controller used was a
3D Space Navigator (Figure 3), which is the most widely-used
controller in all Liquid Galaxy setups. This device is able to
displace the view but also rotate it on all 3 axes, making it the
most suitable controller for navigating through 3D scenarios.

2) Facilitator: A facilitator was running the test and
guiding the participants through it. He/she attended to the
participants, explained the goals of the test, the consent form
and everything to make them feel comfortable. Once the test
started, the facilitator could only answer specific questions
or give subtle advice when the participant was struggling to
complete a task for a long time.

B. Participants
The set of participants that carried out the tasks included a

range of professional profiles, ages and skills with controllers.
There were 27 participants in the test, of whom 15 were
females and 12 males. Their age ranged from 12 to 68.

Table I shows some information about the participants
grouped by age ranges. This corresponds to information about
their occupation and the navigation skills they think to have
before the test in a range from 0 to 10.

C. Test
Each participant was asked to do a series of four user tasks.

The test used to study the User Experience of the system was a
semi-guided tour, using Google Earth, around different places
across the globe.

The device used to carry out the tasks of the Liquid Galaxy
was the 3D Space Navigator of Figure 3. As we knew that this
is a different and more complex controller than a common
mouse, we dedicated some minutes helping the participants to
use the device before starting the test to avoid any initial fear.

The users were also informed that all the information would
be given through the monitors during the test and that they will
have to answer the questions from the facilitator by voice,
who wrote them down instead of the participant to avoid
interference with the test.

For each participant, the test was composed of four tasks,
each one corresponding to navigating to one of the following
well-known places in the world:

Figure 4. Tour Flowchart - T1a Statue of Liberty from above - T1b Statue of
Liberty’s crown - T2a Barcelona Football Club stadium - T2b The stadium’s

screen - T3a Sydney Harbour - T3b Luna Park - T4a Lleida bridge. Each
picture is the composition of the 3 screens of the system.
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TABLE I. BASIC PARTICIPANT INFORMATION.

Age range Participants Avg Skill Level Occupations
12 to 16 4 7 4 Students.
16 to 21 3 9 2 Computer Science Programmers, 1 Computer Science Engineer.
22 to 35 9 6 3 Computer Science Students, 1 Pre-School Ed. Student, 1 Economics

Student, 1 High School Student, 1 Restorer, 1 Industrial Engineer, 1
Computer Science Engineer.

36 to 68 11 4 5 Teachers, 4 management staff, 1 Customer Service Worker, 1 Shop
Assistant.

TABLE II. DESCRIPTION OF TEST TASKS.

Task City Sub-task Positioning Questions

T1 New York T1a Automatic How many vertices does the base of the Statue of Liberty have?
T1b Manual How many points does the crown of the Statue of Liberty have?

T2 Barcelona T2a Automatic What does it say on the Barcelona Football Club stadium stands?
T2b Manual What brand is the screen in the Barcelona Football Club stadium?

T3 Sydney T3a Automatic How many buildings is the Sydney Opera House made of?
T3b Manual Find a structure nearby with a clown’s face on it. What does it say

above it?

T4 Lleida T4 Manual How many buses are crossing the bridge in front of the cathedral in
Lleida?

TABLE III. POST-TEST QUESTIONNAIRE.

Questions Description
FQ1 ”From 0 to 10, mark your personal skill at

using joysticks and remote control devices”
FQ2 ”From 0 to 10, mark the ease of use when

using the system”
FQ3 ”From 0 to 10, mark how much you think

that you had to learn to use the system”
FQ4 ”From 0 to 10, mark how much technical

help you think would be needed to use the
system”

FQ5 ”From 0 to 10, mark if you believe that
everyone could learn the system quickly”

FQ6 ”From 0 to 10, mark your personal satis-
faction when using the system”

FQ7 ”From 0 to 10, mark how secure you felt
when interacting with Liquid Galaxy”

FQ8 ”From 0 to 10, mark the degree of difficulty
that you found for using this system”

FQ9 ”From 0 to 10, mark your perception of
system complexity”

• T1: New York (USA): Statue of Liberty.
• T2: Barcelona (Spain): Barcelona Football Club Sta-

dium.
• T3: Sydney (Australia): Bay of the Opera House.
• T4: Lleida (Spain): City where the participants live.

Tasks T1, T2 and T3 were composed of two sub-tasks. In the
first sub-task (Tia), the system positioned itself automatically

Figure 5. Emotional Choices (source LemTool).

at the first place in the city, so that participants had to answer
the related question. In this way, the participants did not use the
controller for the first part of each task. However, in the second
sub-task (Tib), they had to use the controller to reposition
the view to be able to answer the related question. Task T4
consisted of a free flight from Sydney (T3b) to a specific point
of interest in Lleida city. Figure 4 shows the pictures of the 7
sub-tasks that correspond to the flow of activities in the test.

Table II shows the questions that users had to answer to
complete each sub-task, thus completing each of the tasks.
Even though the real answers were not so important, they
were a way of forcing the user to interact with the system and
show interest when doing the tasks. The tasks were designed to
increase the difficulty gradually on each step and thus help the
users’ ability to control the 3D Space Navigator to progress.

After each task, with the aim of acquiring information to
evaluate the UX with the minimum set of questions, we issued
the same two questions to the participants:
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TABLE IV. RESULTS OF Q1 QUESTION.

Tour Joy Desire Fascination Satisfaction Sadness Disgust Boredom Dissatisfaction
NY 7.1% 7.1% 35.7% 42.9% 7.1% 0% 0% 0%

BCN 7.1% 14.3% 21.4% 42.9% 0% 7.1% 0% 7.1%
SYD 7.1% 0% 28.6% 57.1% 0% 0% 0% 7.1%
LL 7.1% 14.3% 35.7% 42.9% 0% 0% 0% 0%

TABLE V. RESULTS OF Q2 QUESTION.

Tour 0 2 4 6 8 10
NY 0% 0% 0% 14.3% 42.9% 42.9%

BCN 7.1% 7.1% 7.1% 28.6% 42.9% 7.1%
SYD 0% 7.1% 7.1% 7.1% 50% 28.6%
LL 0% 0% 7.1% 14.3% 35.7% 42.9%

• Q1: ”From the following drawings, mark which one
better explains how you felt when performing the
task”. The drawings (Figure 5), based on the LemTool
emotional tool [21], are designed to acquire the user’s
emotional state just after solving each task. Among
others, LemTool is an auto-report tool that can be
used during the interaction with the interface for its
evaluation. It allows the interface to be related to the
emotion evoked. The tool consists of eight figures that
represent four positive and four negative emotions,
combining facial expressions and body postures.

• Q2: ”From 0 to 10, mark your satisfaction with the
load timeout of the images”. The possible answers
were ”0, 2, 4, 6, 8 or 10. The goal of this question
is to obtain a fast and a first-hand opinion related to
the satisfaction with the image loading time which
is directly related to the VR parameter as will be
explained in Section IV-E.

Finally, after finishing all four tasks, participants had to
answer the post-test questionnaire, shown in Table III. This
last questionnaire is inspired by the System Usability Scale
(SUS), which has long been accepted as an industry standard
[22] and adapted to fit in our tests with the Liquid Galaxy
system.

D. Satisfaction Results
By processing the answers from the questions of the

participants (see Tables II and III), we obtained a set of
qualitative measures of the test that are presented next.

Table IV shows the level of satisfaction (question Q1) when
performing the tests in New York (NY), Barcelona (BCN),
Sydney (SYD) and Lleida (LL), while Table V shows the
feeling of the users about the waiting time for each task
(question Q2). We can see that the majority of the participants
provided positive responses when using the system while doing
the tests whenever everything was functioning and the waiting
times were short. In general, 90% of the participants gave
positive feeling responses to the tours of NY, SYD and LL,
having a few cases of discomfort. However, this percentage
was lower in BCN because the user had to move the Google
Earth view into a view showing a significant portion of
the city buildings, thus, making the application download a

considerable amount of data. Because of this, some people felt
that they had to wait much longer than in other tasks, especially
the most demanding users, including the youngest participants
or those with more technology knowledge. As a consequence,
the results of BCN in Table IV shows 14.2% of participants as
having negative feelings. This correlates with the waiting time
shown in Table V, where in the case of BCN, 21.3% considered
the waiting time unacceptable (values lower than 5). Despite
some people being frustrated by the wait, they answered more
positively in the question Q1 than expected. This leads us to
think that they were enthusiastic about the system as it was new
and fun for them. We can also say that many of them found the
system challenging, but not impossible, forcing themselves to
perform better and reward themselves with pride, which could
affect the results by giving higher values.

Figure 6. Mean and Error bars from Post-Test questions - Skilled Group.

Figure 7. Mean and Error bars from Post-Test questions - Less Skilled
Group.

The answers obtained for the post-test questionnaire de-
scribed in Table III can be divided into two main groups:
a young and more skilled profile corresponding to the 12
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to 35 age range in Table I, whose answers, in average, are
presented in Figure 6, and older and less skilled people, whose
answers are presented in Figure 7. This skill difference can be
observed with the answer to question FQ1 in both Figures.
Taking the answers to FQ2 and FQ3 into account, both groups
stated that they did not feel a need for prior knowledge and
that the system was easy to learn and use, regardless of their
experience. The main difference was about how secure they felt
while using the system (FQ7), where the second group, less
experienced, felt less secure as well as noting that they needed
more technical help. Also, the differences between both groups
in their response to the question about whether they thought
technical help would be needed (FQ4) were remarkable, which
is correlated with their technical skill level.

In relation to the deviation of the answers, we can see that,
in general, this was higher in Figure 7 due to the differences
between participants in this group, both in age and occupation.
Likewise, it is worth pointing out that the question about how
complex they felt the system was (FQ9) is the one with a
wider range of opinions in both groups. This is because some
of the participants did not know what to answer as it was
a new system and it lead them to think that it would be too
complex for others. Thus, some answered thinking about other
people with less or similar experience than themselves. This
behavior was expected as the questions were designed to take
into consideration other people evaluating the system, and not
how they used it.

E. Effectiveness and Efficiency Results
As stated in the introduction, one of the goals of the present

work was to establish a relationship between the satisfaction
(associated with the subjectivity of the participants) and the
effectiveness and efficiency measures, related to the system
performance (with no subjectivity associated). In our context,
we understand the effectiveness as the ability of the system
to load all the images while running the application, and
the efficiency as the time required to load these images. In
order to get the effectiveness and efficiency of the system,
the Visualization Rate (VR) metric was used. This metric was
used in our previous works to measure the Liquid Galaxy
performance [8][9].

Taking into account that the CPU usage tells us when the
system has loaded all the visual elements, VR is calculated as
the average CPU idle time for a cluster of n nodes with the
following equation:

V R =
100

n

n∑
i=1

T idlei
T total

, (1)

where T total is the total time of the test and T idlei is the
time when the CPU load of node ni is below a minimum
threshold. Note that a CPU load below this threshold means
that the CPU is idle and the images have been fully loaded.
This procedure can is illustrated in Figure 8, where the blue
line near 5% CPU Usage is the threshold for this particular
case. The peaks depicted in this Figure corresponds to when
the CPU is processing the imagery and the values that drop
below the threshold represent when the CPU becomes idle.
The CPU usage information was gathered every second from
the information given automatically by the system monitor.
Note that when the VR is near 100%, it denotes a high
visualization rate and, so, good user perception as images are

TABLE VI. VR RANGES FOR T1a, T2a AND T3a SUB-TASKS.

Tour 0-5% 5-10% 10-15% 15-30%
NY 28.6% 42.9% 21.4% 7.1%

BCN 57.1% 35.7% 7.1% 0%
SYD 14.3% 57.1% 21.4% 7.1%

fully visualized, while having a VR equal to 0% means that the
data has not been fully loaded and, thus, it has been ineffective.
Any value between 0% and 100% indicates how efficiently the
system has performed. Given that the best feature of the system
is its high pixel density visualization, if the system reports VR
results near 0%, it will mean that the user does not take all
the potential of the cluster.

The system performance metric was monitored throughout
the test, but only the tasks where comparisons could be made
were recorded. Those tasks are the ones that are guided,
because Google Earth follows the same path from one place
to another in a guided task independently of the user, thus
providing fully comparable values. This is not applicable when
the user moves between locations manually, as it is almost
impossible to have the same flight path for the same step,
even with the same user. This means that only tasks T1a, T2a
and T3a, depicted in Figure 4, were monitored to calculate the
VR.

Table VI shows the VR values obtained by different users
for NY, BCN and SYD for the first part of their respective tasks
(Tia). For simplicity, these values are categorized in ranges
which are shown as columns in the Table. For the case of NY
and SYD, the highest VR values were near 25%, but for BCN,
the VR achieved lower values. This is due to the fact that in
BCN, in Task 2a, a lot of 3D buildings had to be rendered
in order to view the desired place and, as a consequence,
the loading time was higher and the users did not need to
have the images fully loaded to answer the question. Another
point to highlight is that all VR values were below 30%. This
is because, in our test, the user only wanted to answer the
questionnaire, and he/she was not interested in the specific
imagery. In a free flight around points of interest by a given
user, he/she would spend more time looking at a specific point,
which would increase the VR metric.

V. DISCUSSION
User tests were carried out on a Liquid Galaxy cluster in

order to study the relation between the system performance
and the personal satisfaction of the users when using it. In
general, the results showed that there is a relation between
VR values and the users’ satisfaction level. From our study,
we can see that SYD had the highest VR and also the highest
satisfaction level, whereas BCN had the lowest VR and level
of satisfaction. Despite this, people were generally satisfied
and happy to use the system even though the VR values were
rather low. This behavior is reflected in the results obtained
from BCN. Table IV shows that the majority were satisfied
and fascinated (71%), while Table VI shows that the VR of
this city was the lowest, always below 15%. These data give
us a hint that there might be a relation between VR and the
Q1 and Q2 questions. Therefore, the possible relation between
the performance and the satisfaction parameters were studied
under a statistical point of view.
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Figure 8. VR: CPU Usage.

TABLE VII. VARIANCES AND CORRELATIONS FOR Q1, Q2 AND VR.

Tour σ2
Q1 σ2

Q2 σ2
V R σQ1,V R σQ2,V R rQ1,V R rQ2,V R

NY 0,88 1,40 6,48 3,70 5,59 0,65 0,62
BCN 5,34 1,91 3,04 2,49 1,73 0,15 0,30
SYD 1,23 1,69 4,16 2,67 4,43 0,52 0,63

Table VII shows the variances (σ2), covariances (σ) and
linear correlations (r) for the answers to Q1 and Q2, and the
VR performance metric. As for the correlation, values closer
to 1 or -1 means that there is a strong relation between the
metrics, while having values closer to 0 means that there
is no relation between them. We can see that, in general,
there is a positive correlation in all the cases. Likewise, as
it was expected, both correlations (rQ1V R and rQ2V R) in NY
and SYD are very strong, while correlations in BCN are the
weakest. The reason of this lowest correlation in the BCN
case is that in one hand it had the worst VR values due to the
high number of 3D buildings to be loaded, but, on the other
hand, people maintained a high interest and satisfaction when
flying above Barcelona because it was the most well known
tour for the spanish users. In addition, it is worth pointing out
that, in general, the correlation rQ2V R is slightly stronger than
the rQ1V R. This behavior is normal given that the Q2 question
asked to the users about their feelings in relation to the loading
time and the VR metric was calculated from the same loading
time.

These correlation results lead us to think that the VR metric
constitutes an orientative value to know the minimum required
performance to guarantee a right satisfaction to the user with
the system.

VI. CONCLUSION
This paper is focused on the User Experience study of

a specific cluster display-wall, named Google Liquid Galaxy,
by using the well-known usability standard definition which
enclosures the usability as satisfaction, effectiveness and effi-
ciency. We studied the effectiveness and efficiency using the
quantitative metric VR, and the satisfaction using two post-
tasks questions about satisfaction using LemTool and a post-
test questionnaire based on the SUS and adapted to suit in
our study. Additionally, we carried out an analysis to find the
relationship between these measurements.

The satisfaction analysis was based on a series of tasks
carried out with real users with different characteristics of age,

occupation and skills. The results showed that the majority
had positive feelings while using the system, even though
they noticed a lack of speed in loading images in some parts
of the test. Moreover, there was a clear difference between
younger and older people. The first group are more experienced
and tend to be more impatient, as they are already into this
kind of technology, whereas the second group usually are less
experienced and tend to be more impressed.

To acquire knowledge of system performance, we used the
Visualization Rate (VR) metric that indicates the average CPU
idle time of system nodes, in such a way that the time intervals
when the CPU is idle (under a certain threshold) means that
the images were fully loaded. A VR value equal 0% means
that the system is ineffective and any value above 0% describes
the percentage of efficiency of the system. During the tests, we
observed that the VR was generally below 30% and above 0%.
Although this could seem a low performance, it was due to the
behavior of the participants when completing the tasks. Some
users had only to wait to load partially the image to be able
to answer the questions (usually the center screen, excluding
the rest of screens) and for this reason the VR values were
relatively low.

Finally, we analyzed the existing relationship that could
be established between the results of the study. We were
able to confirm that the VR constitutes an orientative value
of what the satisfaction level will be when using a specific
system infrastructure. This was confirmed by the statistical
correlation between VR and the questionnaires. It shows how
both satisfaction post-task questions are related to the VR
values achieved in those tasks. Additionally, satisfaction levels
can be higher than expected, taking the VR metric into account,
whenever the tour was of high interest for the users.

Our results reveal that with the knowledge of the system
performance, which can be found with objective metrics, we
can estimate the suitability of a cluster display-wall to be
used under certain user requirements. This is very encouraging
results for us, as it can facilitate the spread of the use of the
Liquid Galaxy platform to a broad number of users and fields
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(education, professional, research, etc.).
Future work includes mathematical modeling of the pre-

dictable system performance, specifically the VR metric, of
any given hardware and configuration. Also, we plan to run
a similar test in an everyday context such as a travel agency,
where participants (potential clients) will use the system to
extend the information of their travel plan. We think that this
test context will provide us with more realistic data as the
users will not perform predefined tasks and, thus, they will
try to achieve their personal objectives. Thus, the VR values
probably would be different in relation to the ones obtained in
our test. One step further could be applying this methodology
of measuring the usability in other systems by finding their
own VR parameter.

ACKNOWLEDGMENT
*This work was supported by MEyC-Spain under contract

TIN2012-37826-C02-02 and TIN2014-53234-C2-2-R

REFERENCES
[1] Nirnimesh, P. Harish, and P. Naraayanan, “Garuda: A scalable tiled

display wall using commodity pcs.” IEEE Transactions on Visualization
and Computer Graphics., vol. 13, no. 5, 2007, pp. 864–877.

[2] N. J. Boden et al., “Myrinet: A gigabit-per-second local area network,”
IEEE micro, no. 1, 1995, pp. 29–36.

[3] X. Bi and R. Balakrishnan, “Comparing usage of a large high-resolution
display to single or dual desktop displays for daily work,” in Pro-
ceedings of the SIGCHI Conference on Human Factors in Computing
Systems. ACM, 2009, pp. 1005–1014.

[4] R. Ball and C. North, “Effects of tiled high-resolution display on basic
visualization and navigation tasks,” in CHI’05 extended abstracts on
Human factors in computing systems. ACM, 2005, pp. 1196–1199.

[5] Google, “Liquid Galaxy live demo at TED,” 2010, lecture Notes in
Computer Science, Springer.

[6] ——, “Google Earth,” 2013, retrieved: March, 2016. [Online].
Available: http://www.google.com/earth/index.html

[7] Ponent 2002, “G-liquid galaxy,” 2012, retrieved: March, 2016. [Online].
Available: http://www.g-liquidgalaxy.com

[8] I. Arroyo, F. Gine, C. Roig, and M. Gonzalez, “User experience
on heterogenous liquid galaxy cluster display walls,” in 2014 IEEE
15th International Symposium on a World of Wireless, Mobile and
Multimedia Networks (WoWMoM). IEEE, 2014, pp. 1–3.
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Abstract—It is desirable to enhance the social capabilities of
a smart home environment to become more aware of the
context of the human occupants’ activities. By taking human
behavioural and contextual information into account, this will
potentially improve decision making by the various smart
house systems. Full mesh Wireless Sensor Networks (WSN)
can be used for passive localisation and tracking of people
or objects within a smart home. By monitoring changes in
the propagation field of the monitored area from the link
quality measurements collected from all the nodes of the
network, it is feasible to infer target locations. It is planned
to apply techniques from Radio Tomographic Imaging (RTI)
and machine vision methods, adapted to the idiosyncrasies of
RTI, which will facilitate real-time multiple target tracking in
the University of Hertfordshire Robot House (UHRH). Using
the Robot Operating System (ROS) framework, these data
may then be fused with concurrent data acquired from other
sensor systems (e.g.) 3-D video tracking and ambient audio
detection in order to develop a high level contextual data model
for human behaviour in a smart environment. We present
experimental results which could provide support for human
activity recognition in smart environments.

Keywords–radio tomography; device-free passive localisation;
wireless sensor networks; human-computer interaction; sensor
fusion.

I. INTRODUCTION

There is a clear and obvious need for reliable person
location sensing systems in smart environments and assisted
living environments that make life more convenient and
more secure for people. The convenience of automated
control of lighting, heating and other electrical consumer
devices is increasingly being teamed with domestic or ser-
vice robots as elements within a smart home. Robots are
increasingly seen as one of the main ways by which the
smart home systems can interact face to face with the human
occupants, as well as directly perform assistive tasks. A
consequence of convergent multiple underlying technologies
is the emergence of the paradigm of ubiquitous computing,
also described as pervasive computing or ambient intelli-
gence or the "Internet of Things" [1], [2]. There are also sig-
nificant benefits to the wider global community derived from
more efficient use of resources. In parallel with increasing
global pressure on dwindling energy reserves, we are also
witnessing the pressures that an ageing population places
on already over-stretched health and social welfare services.
Converting ordinary homes to smart living environments will
require the development of unobtrusive, passive, device-free

person tracking and localisation systems which are simple
to install, operate and maintain. Gathering human activity
information from a variety of sensor data coupled with
machine learning algorithms is critical to the development
of a wide variety of applications used to monitor and track
the functional status of residents. The eventual aim of this
current research is to enhance the social capabilities of a
smart environment so enabling it to become more aware
of the context of current human activities and to take this
contextual information into account in order to improve the
smart home systems’ Artificial Intelligence (AI) assistive
decision making.

The potential use of wireless sensor networks (WSN)
for passive human localisation and tracking systems affords
numerous desirable characteristics. In particular, people are
not required to carry or wear any electronic transceiver
equipment of any kind. Consequently the system perfor-
mance is not affected by such human attributes as forgetting
to carry or wear devices and is also able to accommodate
the presence of visitors (or intruders). The convergence
of advances in the key technology areas of digital micro-
electronics, micro-electro-mechanical systems (MEMS) and
wireless communications have led to an expanding ecosys-
tem of low cost, low-power sensor node devices which are
capable of forming self-organising cooperative ad-hoc short-
range radio frequency (RF) WSN [3]. WSN technology
deployed within a smart environment allows unobtrusive
person-tracking without the need for the person(s) being
tracked to carry a transmitting device. This is also known
as Device-free Passive Localisation (DfPL).

Objects moving through the space where the WSN
operates result in a perturbation of the radio links. Re-
ceived Signal Strength (RSS) is one of the metrics built
into 802.15.4-compliant wireless nodes, another being Link
Quality Indicator (LQI), both of which are discussed in
the technical note at Section 2 below. Radio Tomographic
Imaging (RTI) exploits these RSS fluctuations caused by
multipath propagation of the radio signals as they deviate
from their line of sight path due to shadowing, reflection,
diffraction or scattering [4].

RTI technology is integral to the proposed sensor-based
research described here. A methodology summary can be
derived from the first key paper describing the work of
Bocca et al. [5] in the development of RTI as a reliable
DfPL technology application for multiple target tracking (see
data processing steps in outline at Section 5 below). The
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objective is to estimate the change in the propagation field
of the monitored area from the RSS/(LQI) measurements
collected from all the links on the network.

Sensor fusion is also integral to this current research and
a methodology summary derived from the second key paper
describing the work of Brdiczka et al. [6] in the development
of multimodal smart environment observation is presented at
Section 3 below.

The remainder of this paper is organised as follows:
Section 2 discusses related work. Section 3 discusses re-
search challenges and goals. Section 4 describes how the
WSN has been created and an analysis and discussion of
initial studies are depicted. In Section 5 planned studies are
outlined. Finally we identify future research and conclude
this paper in Section 6.

II. RELATED WORK

The eventual aim of the work presented here is the
recognition of everyday human activity, more formally re-
ferred to as Activities of Daily Living (ADL), for example,
through the use of multiple sensors installed in a smart home
environment. ADL include routines such as dressing/bathing,
eating, ambulating (walking), toileting and hygiene [7].
Associated with each activity there will typically be at least
one basic action such as opening or closing a drawer or
cupboard, fetching a utensil etc.

Cook and Das [8] define a smart environment as "a small
world where different kinds of smart device are continu-
ously working to make inhabitants’ lives more comfortable".
Smart environments are envisioned as the by-product of
inexpensive and pervasive computing, thus making Human-
Computer Interaction (HCI) with the system a pleasant and
intuitive experience.

A typical DfPL system currently employs a variety of
sensing devices including video camera systems and physi-
cal contact sensors [9] for people and object localisation and
tracking. Other DfPL systems make use of light sources and
sensors [10]. Fink and Beikrich [11] usefully classify DfPL
systems employing radio signals into three main categories
based on measurement principles:

i. Radar-based systems which utilise trigonometry
(range and angle) derived from reflected and scat-
tered return signals [12], [13];

ii. RF-based systems which analyse attenuation of re-
ceived signal strength (RSS) values on wireless links
between nodes. This technique, known as RTI, while
capable of monitoring large spatial volumes such as
warehouses, homes and offices, is limited to line of
sight (LOS) setups [4];

iii. Variance-based RTI (VRTI) systems which analyse
RSS fluctuations in multipath fading environments
and permit non line of sight (NLOS) localisation
[14].

In a smart environment, information about human be-
haviour and activities can be acquired from different types
of detectors, each with its own data acquisition framework
or ’modality’. Brdiczka et al. [6] describe their approach
to addressing learning and recognition of human behaviour

models from multi-modal observations in one such smart
home environment. Multi-modal observation is an innate
human concept where use of combined senses is essential
to the detection and discrimination of incoming signals
from the environment. Consequently some multi-modal ap-
plications are based on imitating aspects of natural multi-
modal sensing, with audio-visual being the most prevalent.
Sensor data fusion is the combining of sensor data derived
from disparate sources, such that the resulting information
has less uncertainty than would be possible when these
sources were used individually. Feature extraction is a key
component of 3-D video tracking, but is computationally
expensive as well as being context insensitive. A potential
alternative to 3-D video tracking is the use of RTI in
order to acquire changes in RSS and WSN link quality
information (LQI) caused by moving people and objects
in the monitored area [4]. RTI is a promising WSN-based
imaging technique developed by Bocca, Patwari, Wilson et
al. [4], [5] which is computationally less expensive than 3-D
video processing and can operate in real- time. Compared to
other sensing technologies applied in motion tracking, such
as infrared, ultrasonic range finders [15], ultra-wideband
(UWB) radios [16] and video cameras [17], WSN provides
several advantages: they work in the dark and can pene-
trate smoke and walls; they are less invasive in domestic
environments than video camera networks [18], they are
significantly less expensive than UWB transceivers and their
installation and maintenance time is minimal. The current
work explores the possibility of using RTI for sensor fusion
and machine learning as a component in a multi-modal smart
environment. Bocca et al. [5] describe a state of the art
RTI system which operates in real time. Our intention is
to replicate or adapt aspects of their methodology, alongside
the methodology of Brdiczka et al. [6] and to incorporate it
into the experimental work. These data may then be fused
with, or evaluated against contemporaneous data acquired
from other sensor systems (e.g.) 3-D video tracking, speech
and ambient audio detection, reed switches, pressure mats,
etc. in order to develop a high level contextual data model
for human behaviour in a smart home environment.

A. Technical note concerning RSS & LQI
1) Received Signal strength (RSS): RSS decreases with

distance according to the following equation:

RSS = −(10nlog10d + A) (1)

Where,
n = signal propagation constant (propagation exponent)
d = distance from sender
A = received signal strength at a distance of 1 meter

RSS is a measure of how the configured transmission
Power at the Transmitting device (PTx) directly affects the
received signal Power at the Receiving device (PRx). In
embedded RF devices, the RSS is converted to a Received
Signal Strength Indicator (RSSI) which is defined as the
ratio of the received Power to the ReFerence power (PRF).
Typically the reference power represents an absolute value
of PRF = 1mW, RSSI is typically expressed in dBm:

RSSI = 10 ∗ log(PRX/PRF) (2)
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2) Link quality indicator (LQI): IEEE 802.15.4 radio
devices provide applications with information about the
incoming signal. The effect of distance and interference on
RSS can be measured by the packet success rate, RSSI
and LQI provided by the radio. LQI is a metric introduced
in IEEE 802.15.4 that measures the error in the incoming
modulation of successfully received packets (packets that
pass the Cyclic Redundancy Check (CRC) criterion).

LQI measures each successfully received packet and
the resulting integer ranges from 0x00 to 0xFF (0-255),
indicating the lowest and highest quality signals detectable
by the receiver (between -100dBm and 0dBm). The cor-
relation value of LQI ranges between 50 and 110 where
50 indicates the minimum value and 110 represents the
maximum. Software converts the correlation value to the
range 0-255:

LQI = (CORR − a) ∗ b (3)

Where,
CORR = correlation value
a and b are found empirically based on Packet Error Rate
(PER) measurements as a function of CORR.

LQI is the preferred metric for the current work, rather
than the RSSI metric used by Bocca et al. [19]. In ZigBee-
compliant mesh network radios, the LQI is convenient to
obtain from neighbour request packets as the instantaneous
unidirectional link values are transmitted as the final byte
of any message. By comparison, the RSSI value is more
difficult to obtain simultaneously for all links at each sam-
ple time-point without an additional computational burden
inherent in time-stamp synchronisation.

III. RESEARCH CHALLENGES AND GOALS

A. Design challenges
Smart environments have enabled computerised obser-

vation of human interaction. However using this acquired
information as contextual information for the purpose of
adapting the behaviour of an automated environment is less
well researched and is the main reason for undertaking this
research. The analysis of multiple targets provides informa-
tion about social context and enables computer systems to
track and anticipate human interaction. The latter is a non-
trivial problem because human activity is situation dependent
and not necessarily planned. Smart environments need to
make use of this situational information in context in order
to respond appropriately to human activity. "Context is key
for interaction without distraction." [6]

B. Detecting human behaviour from multimodal observation
Brdiczka et al. [6] in their 2009 paper address the

problem of learning and recognition of human behaviour
models from multimodal observation in a smart home en-
vironment, similar to the University of Hertfordshire Robot
House (UHRH). Their approach formed part of a framework
for acquiring a high-level contextual data model for human
behaviour in an augmented environment. In particular, their
work focused on the automatic acquisition of information
about social context and activity recognition from the anal-
ysis of the interactions between small groups of two or more

individuals in real-time. Their multi-modal set-up comprised
audio and video information. A 3-D video tracking system
was used to create and track persons. A speech analyser
determined if and when participants were speaking. Back-
ground environment noise was captured with an ambient
sound detector. An individual role detector derived person-
specific activities such as walking or interacting with an
object frame by frame from 3-D tracker data (posture,
speed and interaction distance). The association of audio
stream data with each individual person identified by the
3-D tracker was coded by hand prior to commencing each
recording. Several set-piece social situations were learned
and detected using Hidden Markov Models (HMM) based
on role and audio data. The authors propose a general
framework methodology for the recognition and learning
of the different components comprising a human behaviour
model. The learning and detection was achieved in a two-
part process involving first offline analysis (learning) fol-
lowed by online detection of learned behaviour models.

C. Real-time object tracking and localisation

Real-time evaluation of video and audio streams is gen-
erally costly in terms of computing power. RTI in contrast
uses multiple target tracking algorithms to generate real time
images (every 13.3ms) of the change in the RF propagation
field. The system is capable of running on a laptop having
a 2.50GHz Intel(R)CoreTM i5-2450P processor and 8GB of
RAM memory [5]. The application of RTI techniques for
multiple person tracking as an adjunct to the methodology
described in this section, may provide useful improvements
both to the problem of multi-person situation recognition
and to the online (real-time) detection problem. The RTI
system initially developed by Wilson and Patwari [4] and
later extended by Bocca et al. [5] provides a basis for
the current research. Their work targeted using changes
in the RSS of the links in WSN to localise and track
multiple people or other targets in real time without needing
them to carry or wear any electronic device. Their work
represents an important step in showing that the application
of methods informed by machine vision and adapted to
radio tomography could be used to generate images of the
changes in the propagation field as if they were frames
of a video. Our current research seeks to build upon this
base, and eventually to extend it to use the sensor fusion
method initially developed by Brdiczka et al. [6]. Their
work was targeted at learning and recognition of human
behaviour models from multimodal observation in a smart
home environment. This work, however, was limited in two
respects. Firstly, it relied upon a computationally expensive
3-D video tracking system requiring extensive offline (and
therefore non real-time) processing in order to visualise hu-
man activities and to create and to track entities (people) in
a scene. Secondly, because the detection of group dynamics
and group formation, which is necessary for group situation
recognition in (informal) real settings, remains an open issue
within 3-D video tracking technology. This requires studying
the use of RTI as part of a framework for acquiring a high-
level contextual model for human behaviour in an augmented
environment. It is envisaged that ROS will be utilised as
a framework to implement processing nodes, which can
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process and integrate data acquired from multiple sensor
types. Additionally, if evaluation metric testing between 3-
D video tracking and RTI suggests that RTI is at least as
reliable as the current video sensors, it may obviate the need
for video sensors in future multi-modal observation studies.

IV. INITIAL STUDIES

We constructed a minimal full mesh network compris-
ing 5 nodes using XBee Series 2 radio modules running
the ZigBee protocol firmware [20]. The individual Router
nodes were labelled ’A’ to ’D’ respectively and the network
coordinator node ’BB’ Power supply is via a USB connector.
Transmit power was set to minimum for all nodes. Initial
simple, single person experiments were performed in a room
at the University of Hertfordshire. We deployed 5 sensors
spaced at approximately 2 meter intervals apart, each at a
height of about 1 meter forming 3 sides of a rectangle, with
the fourth side ’open’. The thick arrow indicates ’open’ side
walk path direction. Nodes ’A’ and ’BB’ not pictured but
mirror positioned to ’C’ and ’D’ respectively. (Figure 1).

Figure 1. Experimental setup: nodes ’B’, ’C’ and ’D’ are shown.

Evaluation was performed by walking along the length of
the open side. Two walks were performed: Walk ’A’ (walk
away-turn-walk back) and Walk ’B’ (walk away-turn then
pause for 10seconds-walk back). The system collected time-
series data sampled at the default rate of approximately 2
s-1. Fluctuating LQI data generated from static, rotational
and dynamic walk phases was captured (Figs. 2 & 3). In
the Walk ’A’ graph at Figure 2, the three individual phases
of the motion are clearly identifiable: the pre-motion phase
commences with a steady state, empty room flat line signal
with no discernible noise and LQI of 255 representing the
maximum value. LQI values then fall during the ’walk away’
phase, bottom out during the ’turn’ phase, rising again during
the ’walk back’ phase, finally returning to the maximum
value and steady state. Data from other nodes has been
omitted for visual clarity. The Walk ’B’ graph at Figure
3 commences in similar fashion to the preceding graph.
However the three individual phases of the motion are less
clearly identifiable this time and there is less symmetry
between the ’walk away’ and ’walk back’ phases. LQI
values initially rise and return to roughly pre-motion values
during the quiescent ’turn, pause’ phase. During the ’walk
back’ phase, there is a brief dip followed by a gradual
return to pre-motion values before finally returning to the
maximum value and steady state. Again, data from other
nodes has been omitted for visual clarity. These early results

Figure 2. Walk ’A’ LQI fluctuation for Node ’C’.

Figure 3. Walk ’B’ LQI fluctuation for Node ’C’.

are promising and suggest that the use of the LQI metric is
adequately responsive to differentiate characteristic phases
of linear motion, rotational motion and no motion. Further,
visual analysis of the graphs derived from the sensor data
support the idea that specific activities produce uniquely
identifiable patterns which may be classified by machine
learning techniques.

V. PLANNED STUDIES

The next stage of research involves undertaking formally
specified human motion studies which will be undertaken
to implement basic algorithms already developed by others.
The initial smart environment to develop and test the WSN
for human activity detection will be deployed in the UHRH
[21]. The UHRH is dedicated to Human-Robot Interaction
(HRI) research in an ecologically realistic, domestic environ-
ment. It has the appearance of an ordinary British suburban,
semi-detached house in a quiet residential street, with four
fully-furnished bedrooms and a sizeable garden (see Figure
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4). The UHRH is also inhabited by different robots designed
for robot companion research. It also has a large number of
embedded sensors, most connect via a WSN, allowing the
recording of data from a range of different user activities.

A. Scaled WSN deployment
Initially, the number of nodes in the network will be

increased from 5 to 8 and deployment will be limited to
the ’living area’ of the UHRH in order to collect basic data
on a restricted set of activities. Later, in order to extend
the sensor area coverage to include additional areas with
different ADL, we intend to extend the area covered by the
network to include up to 20 nodes.

Figure 4. The University of Hertfordshire Robot House showing an HRI
experiment with a Care-O-Bot 3 robot.

B. Input data
The input data can be conceptualised as a sequence of

vectors mainly consisting of binary sensor data from the
simple sensors (reed switches, pressure mats, water flow etc.)
and more complex data structures for the RTI, 3-D video and
audio streams.

C. RTI data processing pipeline
Following LQI data capture, digital signal processing

techniques may be applied to form radio tomographic images
in real-time according to the methodology of Bocca et
al. [5] in a five-stage pipeline: (i) image estimation, (ii)
image denoising, (iii) cluster heads selection, (iv) tracks
confirmation and deletion, (v) target tracking.

VI. CONCLUSION AND FUTURE WORK

Previous research at the UHRH has been undertaken
on the design and implementation of a low-cost, resource-
efficient activity recognition system that can detect ADL
[22]. Following correlation with existing activity recognition
collected from previously published RH studies, we intend
to fuse data from existing sources/sensors in the UHRH with
the RTI data based on the method developed by Brdiczka et
al. [6], but using RTI data both separately and fused with 3D
Tracker data. This will permit us to compare and contrast the
technical performance of the two radio and optical imaging
systems. We have demonstrated that we have obtained data

from the ZigBee WSN, which has the potential to detect
human movements. The WSN has been constructed from
standard low-cost components of the type already used to
connect sensors to UHRH systems etc. This raw data capture
represents the essential first stage prior to implementing
the RTI data processing pipeline methodology described by
Bocca et al. and summarised at Section 5 above. Further,
we have modified the approach taken by Bocca et al. and
exploited the availability of the LQI metric in order to
attempt an improvement in the reliability of the raw WSN
data in an otherwise noisy 2.4 GHz environment (see Section
2 above for a technical discussion of the RSSI/LQI metrics).
Graphical analysis of the initial data appears to demonstrate
stable waveforms which do fluctuate appropriately in re-
sponse to motion but are otherwise unperturbed (flat line,
LQI value close to 255). In the next stage of research we plan
to test the stability of the LQI sensor data in the noisy UHRH
environment. There are several areas to which this research
intends to make a contribution, namely HCI, Human-Robot
Interaction (HRI) and the application of artificial intelligence
(AI). The works of Patwari and Bocca have shown that
RTI as a localisation and tracking technology can be used
successfully to enable accurate real-time multiple target
tracking with RF sensor networks. Concomitantly, the work
of Brdiczka has shown that although a 3-D video tracking
system is capable of creating and tracking entities (persons)
in a smart environment, this is achieved not only at a
substantially higher capital and computational cost than RTI,
but also fails to adequately address the issue of the detection
of group dynamics and group formation, which is necessary
for group situation recognition. The proposed RTI methods
aimed at circumventing the performance problems of 3-D
video tracking systems have been shown to be successful
in other tracking and localisation situations at reducing
computation and memory costs.

The major unknown is to what extent RTI is capable
of supplanting current optical data acquisition technologies
at the machine learning level. A widely used technique for
the analysis of time series data typically involves the use of
feed-forward Artificial Neural Networks (ANN) employing a
sliding window technique applied over the input sequence.
However, before approaching the challenges of collecting
time series data and subsequent processing via an appro-
priately selected ANN, there is a requirement to identify
the optimal sample rate, embedding dimension and size of
the input window [23]. In our approach to the problem
of recognising activities we will consider implementing a
real-time activity recognition digital signal processing (DSP)
pipeline inspired by the methodology of [24]. Broadly, the
pipeline architecture is envisioned in five principal stages. In
the first stage raw LQI data is acquired from the WSN. Next,
an aggregation step first loads the acquired live data and then
initiates the downsampling, filtering and segmenting opera-
tions. Live LQI data may be written to a structured text file
which may be conveniently parsed and loaded. In the third
stage, windows of interest are identified from the loaded
structured data by running a peak detection process. The
windows of interest are slices of the LQI data corresponding
to motion. Features are then extracted from the windows of
interest which are then used to describe particular forms of
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motion (i.e. specific types of activities). In the penultimate
stage, these features of interest are employed to train a
recognition model for the movements detected and input.
It is intended to generate a number of recognition models
by exposing the data to differing classifiers in order to as-
certain the optimal classifier for this time series motion data.
Examples of potentially suitable classifier algorithms which
are currently under consideration include Support Vector
Machines, K-Nearest Neighbours, Decision Trees, Random
Forest and Growing Neural Gas. In the final pipeline stage
classification and validation operations will use classifiers
and the dataset to perform cross-validation. Initially we
intend to perform model training and classification offline
by decomposing the dataset into a training set and a test
set. The training set is fed into the various classifiers. The
accuracy of each of the classifiers may be evaluated by
comparing the classifier output predictions with the ground
truth represented by the test set data.

We intend to use the Python programming language to
initially implement all of the five stages of the pipeline de-
scribed above. Python provides a number of excellent mature
packages and libraries for DSP and machine learning includ-
ing NumPy [25] and scikit-learn [26]. In the longer term, it
would be desirable to develop the capability for our system
to avoid the offline feature extraction and classifier training
phase. In this respect the use of unsupervised learning of
deep belief networks (Deep Learning) for generative pre-
training of stacked Restricted Boltzmann Machines followed
by supervised fine-tuning may be of interest. The Theano
Python Library [27] offers tight integration with NumPy and
significant performance gains through transparent use of a
GPU.
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Abstract—In this paper, we present a hand gesture
recognition system using Scale Invariant Feature Transform
(SIFT) on depth images. Due to SIFT features and depth
information, our approach is robust against rotations,
scaling, illumination conditions, cluttered background, and
occlusions. Previously, SIFT features were applied on binary
images which do not provide enough discriminating key
points to classify close gestures. We have extracted SIFT
keypoints from each depth silhouette and applied k-means
clustering to reduce feature dimensions. Bag-of-word
features were generated using vector quantization technique,
which maps keypoints from each training image into a
unified dimensional histogram. These bag-of-word features
were fed into multiclass Support Vector Machine (SVM)
classifier for training. We have tested our results for five
close symbolic gestures, compared the results for both
binary and depth images and found higher accuracy for
depth images. The proposed recognition scheme can be used
to develop human gesture based interactive Human-
Computer Interaction (HCI) applications.

Keywords-Hand gesture recognition, SIFT features, depth
image, HCI, SVM

I. INTRODUCTION

A gesture can be defined as a physical movement of
the hands, arms, face and body with the intent to convey
information or meaning [28]. Computer based gesture
recognition technique has been an important area of
research in HCI. Gesture based interaction works as a
communication tool for people with cognitive or physical
impairments. Hand gestures provide a complementary
modality to speech for expressing one’s ideas.
Information associated with hand gestures in a
conversation conveys information in degree, discourse
structure, spatial and temporal structure.

There are two approaches to recognize human to
computer interactions, one is sensor-based and the other is
vision-based approach. Both of them have some
advantages and disadvantages. In sensor-based approaches,
the user needs to wear sensor enabled gloves, which limits
the naturalness in interactions with computers. In vision-
based approaches, the problem of object segmentation
from the occluded background containing various
illumination conditions can reduce recognition rate [32].
An ideal appearance based hand gesture recognition
technique should fulfill the requirements in terms of real
time performance, recognition accuracy with high degree

of freedom (DoF), robustness against transformations,
cluttered background, and with different hands shapes of
different people. We have used SIFT features as local
oriented features on depth silhouettes captured by
Microsoft Kinect. Previously, SIFT feature based gesture
recognition [1] was implemented using binary images
captured from webcam. Binary images do not contain
context information of the hand fingers and also images
captured from webcams will not give better accuracy for
occluded background. SIFT features are used in many
other computer vision applications like robot localization
and navigation, object recognition, image stitching etc. [8].
For any object in an image, interesting points or key points
on the object can be extracted to provide a "feature
description" of that object. This description, extracted
from a training image, can then be used to identify
the object when attempting to locate the object in a
test image containing other objects. To perform reliable
recognition, it is important that the features extracted from
the training image are recognizable even under changes in
image scale, noise and illumination. Such points usually lie
on high-contrast regions of the image, such as object edges
and are invariant to translation, rotation and scale. SIFT
algorithm consider these points as key points naturally.

Object recognition based on the depth information does
not have the difficulty of light variations, color distortion
as they use infrared lights. Moreover, segmentation of
objects from images is faster and easier using depth data
captured using Kinect. Formerly, Kinect was developed for
tracking full body motion. Many researchers proposed
diversified applications like, interactive visual display [2],
system for physical therapy [3], gesture based robot
navigation [4]-[6], sign language recognition [7], etc.

In this paper, we develop a static hand gesture
recognition system using SIFT features so that we can
recognize gestures representing one, two, three, four and
five numeric symbols. These are called symbolic gestures
because they depict the numerical symbols from 1-5.
These are close gestures and need to be recognized
precisely. To do that, we have captured depth silhouettes
after segmentation using depth data stream. We have
extracted the SIFT features from those depth images for
individual gestures. Individual gesture contains 100
samples and key points are extracted to generate bag-of-
word features. Dimensionality of feature space has been
reduced using k-means clustering because SIFT algorithm
[8], produces too many local features as keypoints.
Moreover, from binary images it is not possible to extract

359Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         375 / 457



local finger context information (difference on information
regarding folding of two fingers and three fingers to
produce gestures for numeric symbol 3 and 2 respectively).
Figure 1, shows the difference of SIFT keypoints between
binary and depth images. The marked region by solid
circle in the Figure 1(d) contains discriminative keypoints
in depth image but those are missing in binary image,
marked by dashed circle in Figure 1(b). Depth images
contain discriminating keypoints, which are important to
distinguish gestures precisely. In binary images, the
keypoints extracted from the contours are not sufficient to
get more accuracy.

(a) Binary image (b) SIFT keypoints mapped on binary image

(c) Depth image (d) SIFT keypoints mapped on depth image

Figure 1. Comparison of discriminating keypoints mapped into binary (a)
(b) and depth (c) (d) images

We tested our results and got 99% accuracy for depth
images whereas binary images gave 96% correct
recognition of gestures for cluster size 1600.

This paper is organized as follows: Section II briefly
describes the related work. Section III explains the
proposed system. Section IV shows our experimental
result. Section V discusses the conclusion and future work.

II. RELATED WORK

Appearance based hand gesture recognition using
depth images captured from Microsoft Kinect device [9]
does not have the difficulty of light, color distortion.
Kinect sensors project an infrared pattern of 307, 200 dots
in a 640×480 mesh and receive the reflected pattern
through a Complementary Metal-Oxide Semiconductor
(CMOS) monochrome sensor. Using the triangulation
method, Kinect measures the depth value of every point
presented in millimeters. This depth stream can be used to
distinguish the hand region from the background image, a
process called hand segmentation. Many authors have
developed applications of gesture recognition using depth
sensors in different fields such as interactive displays [2],
physical rehabilitation [3], and robot guidance [6], [10],
[11] or sign language recognition [7]. Additionally,
completely different applications for Kinect have been
developed such as in [12], [13]. Hand segmentation is
challenging due to occlusions, different lighting
conditions or appearance of skin-colored object apart from
hand [14]. Some of the solutions to these problems are the
assumption of some particular situations like hand being

the front-most object or use of full-body tracking
algorithms. There are various feature extraction
techniques used for hand gesture recognition like, scale-
space color feature [15], hand contour feature [16],
eigenspace technique but they are not invariant to
translation, rotation and scaling.

Different people have a variety of hand shapes and
sizes performing the same gesture with slight variation in
translation and rotation. An efficient hand gesture
recognition method should be invariant to these changes.
We have used SIFT algorithm that extracts local invariant
features as keypoints preserving hand shape information.
Previous research works have addressed local invariant
features. In [17], SIFT features and Adaboost learning
algorithm was applied to achieve in-plane rotation
invariant property but they need to work with some other
features like contrast context histogram. Haar-like features
as described in [18], focus on the information of a certain
area of an image rather than each important pixel or pixel
containing key information. Viola and Jones [19] used
learning-based object detection technique, which requires
large training time, large training images and more
computational power for both testing and training.

Features are interesting keypoints or salient points
(corner, edges etc.) containing important local information
of an image. Identifying the keypoints (detection),
extracting vector feature descriptor in the neighborhood of
each keypoint (description), and finding the
correspondence between descriptors in multiple views are
the main components of local features in order to classify
images for object recognition. In computer vision, SIFT
algorithm is a robust feature detection and description
method for local features in images. SIFT extracts
distinctive invariant features from images that are invariant
to image scale, rotation and translation. SIFT has been
used in different applications like image mosaic, stitching,
recognition, and retrieval. Later on, other variations of
SIFT were introduced like Principal Component Analysis
(PCA)-SIFT [20], Gradient Location-Oriented Histogram
(GLOH) [21], Speeded up Robust Features (SURF) [22],
etc. SIFT is faster for lower resolution images. As the
Difference of Gaussian (DOG) representation of hand
gesture images are not explicitly affine invariant, we are
using SIFT features instead of other variants of SIFT.
Moreover, the training images from Kinect were captured
in real-time under different lighting conditions so feature
vector is robust in terms of scale, rotation, illumination
changes, and cluttered background. The number of
keypoints from each training image is different and
training requires unified dimensional feature vector. Bag-
of-Feature (BoF) representation was used in [23] to obtain
a global information of visual data out of arrays of local
point descriptors generated by SIFT algorithm.. BoF is a
visual descriptor used for visual data classification. BoF
was inspired by the concept of Bag of Words that is used
in document classification. A bag of words is a sparse
vector of occurrence counts of words; that is, a sparse
histogram over the vocabulary. In computer vision, a bag
of visual words of features is a sparse vector of occurrence
counts of a vocabulary of local image features. BoF feature
depends on dense local motion features and they do not
have any relation between features on spatial domain and
temporal domain. As we are recognizing static gestures,
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we have used BoF representations of images for training
and testing. Our main contributions in this research works
are: applying SIFT over depth images (extracted after
segmentation using depth stream) which was not
previously considered; obtaining a better accuracy by
understanding the significance of BoF vector dimensions
pertaining to the important keypoint descriptors found in
gray scale depth image. Finally, the proposed system is
robust against rotation, scaling, occlusions unlike state-of-
the-art template matching approaches.

III. PROPOSED SYSTEM

Our proposed system uses SIFT features on depth
images instead of binary images. Depth images of hand
gestures were captured using Microsoft Kinect following
hand segmentation using depth map. The proposed system
consists of (1) Hand segmentation, (2) Feature extraction
using SIFT, (3) Feature dimension reduction using k-
means clustering and vector quantization, (4) Gesture
classification using multiclass SVM. The overall
architecture is presented in Figure 2.

Figure 2. Hand gesture recognition architecture

A. Hand Segmentation

Segmentation is the pre-processing step in which we
have used depth information to segment the hand gesture
region. Traditionally, color based hand segmentation is
affected by the appearance of skin color-like objects,
lighting conditions and occluded scenes.

Figure 3. Hand gesture segmentation

We assume that the hand is the closest object in front of
Kinect and the gesture information is contained within the

200×200 image. Using a depth threshold we eliminate all
sorts of confusion related to background.

This also filters the cluttered background or
overlapped images (i.e. hand overlapped with face) and
illumination changes, which justifies the use of depth
sensor. In the images from Kinect depth stream the hand
region does not show enough contrast variations so that
we can get more discriminative keypoints to differentiate
close gestures. So we have assigned different contrast
levels from 155-255 into 10 levels in gray scale to achieve
good depth silhouettes. First, we have taken the depth map
values of each gesture image of size 640×480 and
extracted depth values within 200×200 region containing
gesture information and generated the depth silhouette for
the corresponding gesture. The segmentation process is
shown in Figure 3. The binary images were generated
without any gray level (i.e. just assigning 0 (background)
and 255 (foreground)) values to compare our result with
depth images.

B. Feature Extraction

We have extracted local discriminative features from
gesture images using SIFT algorithm, which produces
rotation and scale invariant 128-dimensional feature
descriptors.

1) Generating SIFT feature descriptor: SIFT
algorithm works in four steps.

a) Detecting scale space extrema: We calculate the

Laplacian of Gaussian (LoG) for the image ),( yxI , with

diffetent sigma (σ) values which represents the scale 
parameter. We convolute the image with gaussian filter to
produce a blurred image, L, using “(1)”.
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SIFT algorithm uses Difference of Gaussian (DoG), using
“(2)”, by taking the difference of blurred images for two

differentσ values (σ and σk ), i.e.
),,(),,(),,( σσσ yxLkyxLyxDoG −=

This process is done for different octaves of the image in
Gaussian Pyramid. For our case, we got optimal values

with initial =σ 1.275 and 2=k . With this process we
get scale invariant representations of hand gesture
features.

b) Keypoint localization and filtering: Once DoG
images are found, they are searched for local extrema over
scale and space. One pixel in the image is compared with
its 8 neighbours as well as 9 pixels in next scale and 9
pixels in previous scale. Then, a pixel is selected if it is
larger or smaller (extrema) than all 26 neighbours. This is
a keypoint best representing in a scale. We remove the
edge keypoints which are subject to aperture problem
using Harris corner detection and reject points with low
contrast using thresholding in the DoG images.

c) Orientation assignment: We have found that
keypoints stable after localization and filtering. We assign
orientatoin to each keypoint to get rotation invariant
property. Since we already know the scale and location of

Depth map information

Depth image of
the gesture

Generating
depth image of
hand gesture 2Depth image from Kinect

(1)

(2)
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the extrema, we calculate the gradient direction and
magnitute of each pixel around the keyoint. Gradient
magnitude and orientation are determined using “(3)” and
“(4)”.:

2
))1,()1,((

2
)),1(),1((),( −−++−−+= yxLyxLyxLyxLyxm

))),1(),1(/())1,()1,(((
1

tan),( yxLyxLyxLyxLyx −−+−−+
−

=θ

A gradient histogram (orientation histogram) is created
with 36 bins covering 360 degrees for each keypoint and
80% of points represent the directions as a keypoint
direction.

d) Keypoint descriptor: Each keypoint has
θσ ,,,, myx . We create the keypoint descriptor by taking

a 16×16 window of neighbourhood around the keypoint.
It is devided into 16 sub-blocks of 4×4 size. For each sub-
block, 8 bin orientation histogram is created. So a total of
4×4×8=128 bin values are available as a vector to form
the keypoint descriptor.

(a) (b) (c)

(d) (e)
Figure 4. 200×200 training images with SIFT keypoints mapped in to

depth silhouettes

We get different number of keypoints (vectors) for
different hand gesture images. Figure 4 shows some
training images with keypoints mapped in to them.
Figures 4(a)-4(e), represent hand gestures one to five with
33, 37, 43, 75, and 87 SIFT keypoints repectively. We
noticed that, as the number of fingers increases, keypoints
also increases because the area of hand increases. We
have used 100 images per gesture for which we extracted
the keypoint descriptors, as a total we got 27389
keypoints for 500 training images. These 128 dimensional
keypoints need to be distributed into suitable number of
clusters so that all the gesture information produced by
hand fingers is retained. So it is intuitive that, gray
images will require more space to be distributed in to
clusters than binary images for better accuracy.

2) Clustering feature descriptors: The number of
keypoints for each gesture image is different and each
keypoint is a 128 dimensional vector representing the
feature descriptor. This creates difficulties because if we
take a gesture image containing at least 35 keypoints the
image dimension becomes 35×128 = 4480 and for 87
keypoints, 87×128 = 11136, which need to be reduced.
Moreover, each training image should be represented
using unified dimensional feature vector for training using
a multiclass classifier such as SVM [26]. So there is a

need of clustering the SIFT feature descriptors and
generating unified dimensional image representation. We
have used k-means clustering [24] from all the availabe
state-of-the-art clustering approaches because it is faster
for large datasets than hierarchical clustering. If we
observe the keypoints in Figure 4, we see the keypoints
are well distributed and distinctive. Morever, there were
no outliers in the depth gesture images so k-means
clustering should give better result with suitably chosen
cluster size or codebook size. If the size of the codebook
is too small, then each bag-of-words vector will not
represent all the keypoints and large codebook size may
increase the risk of overfitting. As the number of
keypoints in the depth image is greater than the binary
image, intuitively, we will get better accuracy for higher
cluster size than for a binay image. We choose our cluster
size 1600, the size of the codebook or visual vocabularies
to build our cluster model.

K-means clustering partitions the vector space (128-
dimensional feature vector) into k clusters where each
feature point belongs to the cluster with nearest mean.
Then the centroids (codevectors) are moved to the average
location of all the keypoints assigned to them, and the
assignments are redone until the assignments stop
changing. The objective of k-means clustering is to
minimize total intra-cluster variance or the squared error
function using “(5)”.

∑∑
= =

−=
k

j

n

i
j

j
i cxJ

1 1

2)(

where k is the number of clusters, n is number of samples,
c is the centroid of clusster j.

Figure 5 shows the demonstration of k-means
clustering for five keypoints: A, B, C, D, and E to form
two clusters.

Figure 5. Demonstration of k-means clustering

The keypoint vectors for each training image are
employed to build cluster model encoding each keypoint
by the index of the cluster (codevector) to which it
belongs. So, each feature vector (keypoint) is assigned to
one cluster center which has minimum Euclidean distance
in 128-dimensional feature vectors. Keypoints assigned to
the same cluster center will be in the same subgroup to get
k disjoint subgroups of keypoints. So, k-means clustering
decreases the dimension of each training image with n

keypoints ( 128×n ) to k×1 , where k is the number of
clusters.

3) Generating bag-of-features: After extracting the
SIFT features from depth images and building k-means
clustering model, we generate bag-of-features for
training. We apply vector quantization (VQ) process [25]
to map keypoints of every training image into a unified
dimensional histogram vector after k-means clustering.
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That means, each keypoint, extracted from training image,
will be represented by one component in the generated
bag-of-feature vector with value equal to the index of the
centroid in the cluster model with nearest Euclidean
distance. Figure 6 shows the process of generating the
bag-of-features.

4) Gesture recognition using SVM classifier: The
generated bag-of-feature vectors with their related class
label numbers are fed into the multiclass SVM training
model. SVM is a supervised learning method that uses a
non-linear mapping to transform original training dataset
into higher dimension and searches for a linear optimal
separating hyperplane. SVM finds the hyperplane using
support vectors (datapoints closest to the separating
hyperplane) and margins defined by the support vectors.
Maximum margin hyperplane provides maximum
separation between the classes.

(a) (b) (c) (d) (e)

Figure 6. Generating bag-of-feature for training. (a)-(e): Bag-of-feature
generated for gesture 1-5 from individual depth silhouette for 1600

clusters

There are different approaches to decompose the
multiclass problem into several binary problems using
SVMs as binary classifier. We have used multiclass SVM
classifier that models a given training set with the
corresponding group vector (representing class labels
from 1 to 5) and classifies a test set using one against all
approach. We have used the SVM tool found at [26]. For
testing we have used 5-fold cross validation for 100
samples per gesture.

IV. EXPERIMENTAL RESULT

We have created our dataset, which contains 100
samples of size 640×480 depth images containing five
gestures (representing symbolic gestures: one, two, three,
four, and five). These samples are all taken in complex
scenes with cluttered background. Experimental images
were collected using Microsoft Kinect for Windows SDK

version 1.8. The dataset can be found in [27]. Next, we
cropped the 200×200 portion from the middle of every
image and we took the closest 10 millimeters of each
image which represent the hand of the subject. We give
gray levels from 155-255 to each pixel of the hands
depending on their depth and get a good contrast ratio. We
collected the 128 dimensional SIFT features for each key
points from each image and we divided the whole data set
into 5 sections each containing 20 images. As we
followed 5-fold cross validation process we used 4 of
these image groups and one of them to test. We repeated
the process to test each group of images. We also tested
the binary images in the same process and varied the
number of clusters in doing so. Then, we compiled the
results for each test and took the average.

At first, we generated the confusion matrices using
both binary and depth images for five gestures for
different cluster size.

TABLE I. CONFUSION MATRIX ON BINARY IMAGE

1 2 3 4 5
1 19 0 0 0 1
2 0 18 0 0 2
3 0 0 20 0 0
4 0 1 0 19 0
5 0 0 0 0 20

TABLE II. CONFUSION MATRIX ON DEPTH IMAGE

1 2 3 4 5
1 20 0 0 0 0
2 0 20 0 0 0
3 0 0 19 0 1
4 0 0 0 20 0
5 0 0 0 0 20

We took 100, 200, 400, 800, 1200 and 1600 clusters to
test our proposed method and compared out results with
the ones we get from binary images.

Figure 7. Overall accuracy comparison between proposed method and
existing method.

According to our observation, our proposed method
using depth image performs better than the binary image
based approach if we increase the number of clusters. The
confusion matrices generated by 5 gestures (1-5) for both
binary and depth images using 1600 clusters are given in
Table I and Table II. We are getting better results from
our proposed method for higher number of clusters
because we are using depth information and it preserves
edge information more significantly than binary images.

Bag-of-feature vectors

Keypoint detection

128 128 128

Keypoint descriptors

K-means clustering
Vector quantization

n

363Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         379 / 457



For our given gestures, we can distinguish each position
of fingers from the depth image, which is not possible for
binary image. But, this can only be achieved if the cluster
numbers are high enough. This is because the number of
keypoints generated using the gray scale images is greater
than the number of keypoints found using binary images.
The overall result is shown in Figure 7.

V. CONCLUSION AND FUTURE WORK

This paper presents an effective way of exploring
depth information for hand gesture recognition. We use
SIFT keypoint descriptor to extract local keypoint features
over depth images which is attempted for the first time in
gesture recognition research. The recognition technique is
inherently robust against scaling, rotation, and
illumination conditions. As we have used depth images,
the system is also robust against cluttered background and
overlapped objects. By comparing our results with binary
images, we found higher accuracy for gray-scale depth
images because we get more discriminative keypoint
features that preserve the hand finger shape information.
Experimental results show that our system is able to
achieve up to 99% accuracy over binary image based
gesture recognition. We have also created our own depth
gesture dataset for these gestures which are made publicly
available [31]. There are three important factors that affect
the system accuracy. The First factor is correctly
preparing the depth images containing gestures. To
produce depth silhouettes, our segmentation process is
faster and effective with the help of depth map
information. Secondly, the chosen number of clusters is
justified because the number of keypoints in depth images
is greater than binary images. These keypoints have
contributed significantly to increase the recognition
accuracy. We need the cluster size more than that required
for binary images and our experimental results also prove
that. Third, the number of training images is important
and we took sufficient amount of training images to
develop cluster model and later on to classify using SVM
classifier. In future, we will try to analyze how the
variation of clustering affects the accuracy using the PCA
[20].
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Abstract—This study aimed to examine the effects of intervals 
between roadside columns on human speed perception. A 
virtual reality aided experiment was conducted, with 20 college 
students as participants. Each participant was asked to sit in 
front of a screen upon which interactive virtual space was 
projected. Within this space, columns emerged on the right and 
left of the screen at regular intervals. Participants could control 
the speed with which the columns moved on one side of the 
screen, using a mouse to move a virtual slider bar. The 
participants were asked to synchronize the speeds with which 
the controllable and uncontrollable columns moved in each 
experimental trial. The most important results of this study 
were that participants tended to increase the speed with which 
controllable columns moved when the intervals between them 
were longer relative to those between the uncontrollable 
columns. Results indicated that controlling the intervals 
between roadside columns also affected the perception of human 
walking and running speeds. 

Keywords- Speed Perception; Optic Flow; Peripheral Vision; 
Virtual Reality; Driving Simulation 

 

I.  INTRODUCTION  

Human speed perception involves a combination of 
several types of environmental information received via 
sensory organs such as the eyes, ears, and skin. Of this sensory 
information, visual stimuli in the peripheral visual field 
provide the most important clues as to the relative speed with 
which objects surrounding the individual move. Gibson 
described the flow of visual stimuli through the peripheral 
visual field as “optic flow” [1].  

The earliest work examining the effects of peripheral 
visual patterns on human speed perception was conducted by 
Denton [2][3]. The results of this research generally 
demonstrated that human speed perception was differentially 
influenced by the visual patterns that were presented to drivers’ 
eyes.  

Kircher [4] conducted a simulator experiment to 
determine how driving performance was influenced by design 
factors, tunnel wall color, and illumination. The results 
indicated that tunnel design exerted an influence on drivers’ 
behavior, and light-colored tunnel walls were of greater 
importance, relative to that of strong illumination, in keeping 
drivers’ visual attention focused forward. 

Manser [5] also conducted a simulator experiment to 
determine the effect of visual patterns applied to 
transportation tunnel walls on driving performance. Results 
indicated that participants reduced their driving speeds 
gradually when exposed to decreasing visual pattern width 
and increased their driving speeds when exposed to increasing 
visual pattern width. These findings suggest that human speed 
perception was modified by visual patterns expressed on the 
tunnel wall. 

Allpress [6] conducted an open-road investigation to 
evaluate the effects of even and decreasing roadside cone 
spacing at a roadwork site on traffic speed. The results showed 
that although both types of spacing were highly effective at 
reducing driving speed, uneven cone spacing led to a marked 
reduction in the number of speed-related accidents observed. 

Godley [7] conducted an experiment using a driving 
simulator, in which participants drove toward intersections 
with peripheral transverse lines at both reducing and constant 
spacing. The results showed that although both types of 
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peripheral transverse line led to a greater reduction in speed 
relative that of the no-line condition, speed perception was not 
influenced by a decrease in the spacing of the peripheral 
transverse lines. 

Katz [8] conducted a similar experiment to investigate the 
effects of peripheral transverse lines. They found no 
significant difference between various patterns of peripheral 
transverse lines applied to the roadside of a simulated roadway. 
However, the results also indicated that the driving lane 
positions were significantly farther from the centerline in the 
design alternative involving two and four bars per second. 

The objective of the present study was to examine the 
effects of peripheral visual stimuli presented at human 
walking or running speed on human speed perception. Almost 
all studies in this field have involved the control of driving 
speed, as it is one of the most effective methods for reducing 

the incidence of speed-related traffic accidents. This 
knowledge-based environmental design method for 
controlling human speed perception is expected to be effective 
in planning and designing an improved pedestrian 
environment, in which people undertake comfortable walking 
or fun running without excessive speeding. 

With respect to the Methods section, in Subsection A, we 
describe the ethical issues considered in conducting the study; 
in Subsection B, we describe the study design; in Subsection 
C, we describe details of the experimental equipment and 
setup; in Subsection D, we describe the features of the 
experimental virtual space; in Subsection E, we describe the 
verification of the column parameters; in Subsection F, we 
describe the experimental conditions. 

With respect to the Results section, in Subsection A, we 
describe the results concerning adjusted C-column speeds 
with a fixed U-column speed of 1.5 m/s; in Subsection B, we 
describe the results concerning adjusted C-column speeds 
with a fixed U-Column speed of 3.0 m/s; in Subsection C, we 
describe the results concerning adjusted C-column speeds 
with a fixed U-Column speed of 6.0 m/s. 

In the Discussion section, we interpret the relevance of the 
findings with respect to those of previous studies and describe 
the limitations of the study. In the Conclusion and Future 
Work section, we summarize the main findings of the study 
and suggest directions for future research. 

II. METHODS 

A. Ethics 

Written informed consent was obtained from all 
participants prior to the publication of this case report and the 
accompanying images. Participants were permitted to take 
short breaks as required, which increased the total 
experimental period. 

B. Design 

The participants were 20 college students (10 men and 10 
women, mean age: 22.1 years). They were asked to sit on a 
chair in front of a wall-mounted screen, with one hand on a 
computer mouse placed on a desk (Figure 1).  

Several types of interactive virtual movie were projected 
onto the screen. Two rows of columns emerged from the 
center of the screen and flowed to the right and left of the 
screen at regular intervals. Participants were able to control 
the speed with which one of the rows of columns moved, using 
the mouse to move a virtual slider bar. Participants were asked 
to use their own judgment to synchronize the speeds with 
which the controllable and uncontrollable columns moved in 
the experimental trials (Figure 2). 

Participants were expected to be unable to adjust the speed 
with which the controllable columns moved to match that with 
which the uncontrollable columns moved when the intervals 
between the two types of column differed. The effects of 
different intervals between roadside columns on human 
walking speed perception were examined by comparing the 
adjusted speed of controllable-column movement and the 
fixed speed of uncontrollable-column movement. 

Figure 1.  Experimental Setup 

Figure 2.  Projected Virtual Space 
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C. Equipment and Setup 

The size of the screen upon which the virtual space movie 
was presented was 2,200 mm wide and 1,760 mm high. 
Participants were asked to find a comfortable point with their 
eyes at a vertical distance of exactly 1,900 mm from the center 
of the screen, to ensure a horizontal angle of 60 degrees for 
the field of view on the screen. 

The movie was projected using a high-contrast projector 
(TAXAN/KG-PH202X, Brightness: 3,500 lm, Contrast: 
1/2,000) connected to a workstation (DELL/Precision 
M3800). The interactive virtual space was described using 
computer graphics software (WorldViz: Vizard5.0). 

D. Virtual Space 

The background to the projected virtual space was entirely 
black, with no earth or sky. The virtual space contained a 
virtual thin black fog, which gradually obscured the virtual 
elements within the space, with the two rows of columns 
hidden entirely at a depth of 100 m from the virtual viewpoint. 

A horizontal angle of 60 degrees was applied to the 
forward field of view in the virtual space, as this corresponded 
to the angle of the participant’s viewpoint in real space, 
considering the screen width and shape. The height of the 
viewpoint in the virtual space was set at 1,500 mm, with the 
vanishing point in the movie set to the vertical centerline of 
the screen. 

E. Columns 

Two rows of virtual columns emerged from the vanishing 
point at the center of the virtual space on the projected screen. 
The two rows of columns were set at a distance of 7,000 mm 
apart, on the right and left of the mid-horizontal ground line, 
toward the vanishing point on the screen (Figure 2).  

The intervals between the columns were set to certain 
values according to experimental condition. However, in all 
experimental conditions, the cross-sectional shape of the 
columns was circular (diameter: 300 mm) and the height of 
the columns was 6,000 mm.  

One of the two columns in each experimental condition 
moved at a continuous fixed speed. In this study, fixed-speed 
columns were known as uncontrollable columns (U columns), 
while columns for which the speed was controlled using the 
virtual slider bar were known as controllable columns (C 
columns).  

F. Experimental Condition 

There were fifty-four experimental conditions designed 
according to the following factors: three U-column speeds, 
three U-column intervals, three C-column intervals, and two 
right–left arrangements (one with the U columns on the right 
and C columns on the left, and one with the opposite right/left 
combination). Each participant completed fifty-four trials 
representing all possible combinations of these factors. 

U-column speed varied according to three levels: 1.5 
meters per second (m/s), 3.0 m/s, and 6.0 m/s. These three 
speeds represented walking, running and riding a bicycle. 

U-column and C-column intervals varied according to 
three levels: 3.1 m, 5.9 m, and 9.7 m. These values were set at 
10% of the prime numbers 31, 59, and 97, to ensure that they 

Figure 3.  Transition of Mean Adjusted C-Column Speeds with Fixed 
U-Column Speeds of 1.5 m/s (m/s) 

 

Figure 4.  Transition of Mean Adjusted C-Column Speeds with Fixed 
U-Column Speeds of 3.0 m/s (m/s) 

 

Figure 5.  Transition of Mean Adjusted C-Column Speeds with Fixed 
U-Column Speeds of 6.0 m/s (m/s) 
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were similar to the numbers 3, 6, and 9, which were not used, 
because participants would have been able to use lower 
multiples of these numbers to determine common multiples of 
the intervals for the two rows of columns at a glance and adjust 
C-column speed by simply counting the number of columns 
flowing past on each side.  

For example, if there were 3-m intervals between the right-
hand columns and 6-m intervals between the left-hand 
columns, the third right-hand column and second left-hand 
column would be at the same position. Participants could 
adjust C-column speed by simply counting the number of 
columns flowing past on each side of the screen.  

Participants were asked to adjust the C-column speed 
continuously to match the U-column speed, based on their 
own judgment. The virtual slider bar was placed in the lower 
area of the screen for ten seconds in each trial.  

III. RESULTS 

Mean C-column speeds, which were adjusted by 
participants in each condition, are shown in Figures 3, 4, and 
5. Each figure shows the aggregated data for the different 
fixed U-column speeds. 

All main and interaction effects were analyzed using a 
multi-way repeated ANOVA, with significant differences in 
the main effects analyzed via Bonferroni post-hoc paired-
comparison tests. Analyses were performed using a 
significance level of p = 0.01; significant results are shown in 
square brackets. 

A. Adjusted C-column Speeds with a Fixed U-column Speed 
of 1.5 m/s 

Figure 3 shows the transition of mean C-column speeds 
adjusted by participants to match the fixed U-column speed of 
1.5 m/s, or walking speed.  

Fixed U-column and adjusted C-column speeds did not 
differ significantly with the regular intervals between the C 
columns (C span) set at 3.1 m.  

However, when the C span was 5.9 m, mean adjusted C-
column and fixed U-column speeds differed significantly with 
the intervals between U columns (U span) set at 3.1 m and 
used as a baseline (p = 0.006). This result suggests that, with 
a C span of 5.9 m, C-column speed was perceived to be slower 
relative to that of U-Columns with a U span of 3.1 m at 
walking speed. 

In addition, when the C span was 9.7 m, adjusted C-
column and fixed U-column speeds differed significantly with 
U spans of 3.1 m and 5.9 m (p < 0.001, p = 0.001, respectively). 
This result suggests that, when the C span was 9.7 m, C-
column speed was perceived to be slower relative to that of U 
columns with U spans of 3.1 m or 5.9 m at walking speed. 

In contrast, in comparisons of pairs of adjusted C-column 
speeds, there were no significant differences observed 
between pairs of C-column speeds with C spans of 3.1 m and 
5.9 m. However, with a C span of 9.7 m, however, with a C 
span of 97 m, in which the intervals between columns were 
larger relative to those with C spans of 3.1 m and 5.7 m, 
adjusted C-column speeds with U spans of 3.1 m and 9.7 m 
differed significantly (p < 0.001). 

As there were no significant differences between pairs of 
adjusted C-column speeds when C spans were 3.1 m or 5.9 m, 
the overall picture of results shown in Figure 3 indicates that 
the speeds of peripheral flowing columns with intervals of 9.7 
m were perceived to be slower relative to those of columns 
with intervals of 3.1 m at walking speed. 

B. Adjusted C-column Speeds with a Fixed U-Column 
Speed of 3.0 m/s 

Figure 4 shows the transition of mean adjusted C-column 
speeds of 3.0 m/s, with fixed U-column speed set at running 
speed, for all participants. In a comparison of fixed U-column 
and adjusted C-column speeds, significant differences 
between speeds were observed with C spans of 3.1 m, 5.7 m, 
and 9.7 m. 

First, when the C span was set at 3.1 m, mean adjusted C-
column and fixed U-column speeds differed significantly 
when U spans of 5.9 m or 9.7 m were used as a baseline (ps < 
0.001). These results suggest that, when the C span was 3.1 m, 
C-column speed was perceived to be faster relative to that of 
U columns with U spans of 5.9 m or 9.7 m at running speed. 

Second, when the C span was 5.9 m, mean adjusted C-
column and fixed U-column speeds differed significantly 
when the U span was 3.1 m (p = 0.005). These results suggest 
that, with a C span of 5.9 m, C-column speed was perceived 
to be slower relative to that of U columns with a U span of 3.1 
m at running speed. In contrast, in a comparison of pairs of 
adjusted C-column speeds, no significant differences were 
observed between pairs with U spans of 5.9 m and 3.1 m or 
5.9 m and 9.7 m; however, pairs with U spans of 3.1 m and 
9.7 m differed significantly.  

Third, when the C-Span was 9.7 m, mean adjusted C-
column and fixed U-column speeds differed significantly 
when U spans were 3.1 m and 5.9 m (p < 0.001 and p = 0.003, 
respectively). These results suggest that, with a C span of 9.7 
m, C-column speed was perceived to be slower relative to that 
of U columns with U spans of 3.1 m or 5.9 m at running speed. 
In a comparison of pairs of adjusted C-column speeds, 
significant differences were observed between pairs with U 
spans of 3.1 m and 5.9 m, 5.9 m and 9.7 m, and 3.1 m and 9.7 
m (p < 0.001, p < 0.007, and p < 0.001, respectively). 

The overall picture of results shown in Figure 4 indicates 
that the speed of peripheral flowing columns with intervals of 
9.7 m was perceived to be slower relative to that of those with 
intervals of 3.1 m or 5.9 m at running speed. 

C. Adjusted C-column Speed with a Fixed U-Column Speed 
of 6.0 m/s 

Figure 5 shows the transition of mean values for adjusted 
C-column speeds of 6.0 m/s, with fixed U-columns set at 
bicycle speed, for all participants. A comparison of fixed U-
column and adjusted C-column speeds revealed significant 
differences between all comparable pairs. 

With a C span of 3.1 m, mean adjusted C-column and fixed 
U-column speeds differed significantly when U spans were 
5.9 m and 9.7 m (ps < 0.001). These results suggest that, when 
the C span was 3.1 m, C-column speed was perceived to be 
faster relative to that of U columns with U spans of 5.9 m or 
9.7 m at bicycle speed. 
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With a C span of 5.9 m, mean adjusted C-column and fixed 
U-column speeds differed significantly when U spans were 
3.1 m and 9.7 m (p < 0.002 and p < 0.006, respectively). These 
results suggest that, when the C span was 5.9 m, C-column 
speed was perceived to be faster relative to that of U columns 
with a U span of 3.1 m and slower relative to that of U columns 
with a U span of 9.7 m at bicycle speed. 

With a C span of 9.7 m, mean adjusted C-column and fixed 
U-column speeds differed significantly when U spans were 
3.1 m and 5.9 m (p < 0.001 and p < 0.007, respectively). These 
results suggest that, when the C span was 9.7 m, C-column 
speed was perceived to be slower relative to that of U columns 
with intervals of 3.1 m or 5.9 m at bicycle speed. 

As pairs of adjusted C-column speeds with C spans of 3.1 
m, 5.9 m, and 9.7 m differed significantly, the overall picture 
of results shown in Figure 5 indicates that the speed of 
peripheral flowing columns with intervals of 9.7 m was 
perceived to be slower relative to that of those with intervals 
of 3.1 m or 5.9 m; in addition, the speed of peripheral flowing 
columns with intervals of 5.9 m was perceived to be slower 
relative to that of those with intervals of 3.1 m at bicycle speed. 

IV. DISCUSSION  

The results reported herein generally indicate that 
participants tended to adjust C-column speed (the speed of 
controllable columns) to be faster, relative to that of U-column 
speed (the speed of the fixed columns), when the C span 
(regular intervals between the controllable columns) was 
wider relative to the U span (regular intervals between the 
fixed columns), in all three U-column speed conditions. This 
finding suggests that C-column speed was perceived to be 
slower, relative to U-column speed, when the C span was 
wider relative to the U span, regardless of U-column speed 
condition. 

In contrast, the results also indicate that the participants 
tended to adjust C-column speed to be slower, relative to U-
column speed, when the C span was narrower relative to the 
U span, in all three U-column speed conditions. This finding 
suggests that C-column speed was perceived to be faster, 
relative to U-column speed, when the C span was narrower 
relative to the U span, regardless of U-column speed condition. 

This tendency can be summarized as follows: the speed of 
columns with wider spans was adjusted to be faster relative to 
that of columns with narrower spans, and the speed of 
columns with narrower spans was adjusted to be slower 
relative to that of columns with wider spans. The results also 
show that this tendency increased when U-column speed was 
faster in the 6.0 m/s, 3.0 m/s, and 1.5 m/s U-column speed 
conditions.  

The tendency observed in the current study was similar to 
that of Manser’s achievements in simulator experiments in 
which vehicle drivers reduced their driving speeds gradually 
when exposed to decreasing visual pattern width and 
increased their driving speeds when exposed to increasing 
visual pattern width expressed on the peripheral walls [5]. The 
findings also complemented Allpress’ observation in an open-
road investigation, in which the uneven spacing arrangement 
of roadside cones at a roadwork site were highly effective at 

controlling driving speeds and led to a reduction in the number 
of speed-related accidents [6]. 

The findings of the current study also suggest that the 
speed modification method based on the nature of human 
speed perception, which involves controlling the design of 
visual stimuli expressed in the peripheral visual field, could be 
applicable at the slower speeds of walking or running. 

However, the findings of the current study are inconsistent 
with Godley’s [7] and Katz’s [8] findings. Both studies 
reported that speed perception was not influenced by 
decreasing spacing of peripheral transverse lines on the 
roadside of a simulated roadway. The difference between the 
results of the current study and those of the earlier studies 
could be due to differences in the sizes of visual stimuli 
presented in the peripheral visual fields. In both earlier studies, 
the visual stimuli effects were verified via transverse bars, 
which were very short white lines at the side of the roadway 
surface. In contrast, the visual stimuli in the current study were 
columns of 6 m in height. Large and three-dimensional 
objective visual stimuli, rather than the surficial visual stimuli 
used in the earlier studies, could have exerted a significant 
effect on human speed perception. 

The first limitation of the current study was that the 
experiment was conducted using a movie projected on a flat 
screen, which entailed a horizontal visual angle limited to 60 
degrees. A different visual angle on the screen or an 
immersive experimental instrument, such as the vehicle 
simulator used in the earlier studies, could have yielded 
different results. The second limitation was that the 
background of the scene, which included earth and sky, was 
removed from the virtual space. Numerous factors could 
affect human speed perception, and different combinations of 
these factors yield different results. Other factors should be 
considered in future studies. 

V. CONCLUSION AND FUTURE WORK 

The following results constitute the most important 
findings of the study: 

 
 At 1.5 m/s, human walking speed, the speed of 

peripheral flowing columns with intervals of 9.7 m 
was perceived to be slower relative to that of those 
with intervals of 3.1 m. 

 
 At 3.0 m/s, human running speed, the speed of 

peripheral flowing columns with intervals of 9.7 m 
was perceived to be slower relative to that of those 
with intervals of 3.1 m or 5.9 m.  

 
 At 6.0 m/s, bicycle speed, the speed of peripheral 

flowing columns with intervals of 9.7 m was 
perceived to be slower relative to that of those with 
intervals of 3.1 m or 5.9 m.  

 
 At 6.0 m/s, bicycle speed, the speed of peripheral 

flowing columns with intervals of 5.9 m was 
perceived to be slower relative to that of those with 
intervals of 3.1 m.  
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The main finding was that, as peripheral visual stimuli, 
intervals between roadside columns exerted a significant 
influence on human speed perception.  

The most memorable finding was that controlling the 
intervals between roadside columns affected the perception of 
human walking and running speeds, which were slower 
relative to those used in early driving studies in which 
environmental roadside design was effective in controlling 
driving speeds; in other words, the findings of the present 
study indicated that the effects observed for higher speeds in 
driving studies could also be observed with slower speeds.  

Future studies should examine human speed perception by 
varying the height and thickness of roadside columns. If future 
studies also find strong relationships between these 
parameters and human speed perception, the collective 
knowledge provided by their findings and those of the current 
study could be useful in designing an improved pedestrian 
environment to ensure comfortable walking and fun running. 
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Abstract—Cognitive agent architectures implement a series of
computational models of cognitive and affective functions to
enable the emergence of behaviors in autonomous agents. The
design phase of these computational models is usually based on
findings about the information processing in the human brain
and on principles and standards established for the development
of software systems. Software tools and methodologies to assist in
this design process are still limited and scarce. Moreover, although
available software tools cover most phases of the software devel-
opment cycle, these do not take advantage of theories and models
formulated in fields that study the brain information processing
and architecture. In this paper, we propose a software design tool
to assist in the specification and design of computational models
of emotions for autonomous agents. We develop a preliminary
case study in order to demonstrate the use of the proposed tool.
This tool is intended to create consistent computational models
of emotions that conform to theories and models that explain the
process of human emotions.

Keywords–Autonomous Agent; Computational Model of Emo-
tion; Software Design.

I. INTRODUCTION
It has been recognized in fields such as psychology and

neuroscience that human behavior is the result of the oper-
ation and interaction of brain processes such as perception,
emotions, and decision-making [1]. In particular, a variety of
brain structures and neural pathways have been identified as
the architectural components of these cognitive and affective
processes [2]. In the field of computer science, the underlying
cognitive architectures (CA) of autonomous agents (AAs)
are usually designed to include components that imitate the
mechanisms of these cognitive and affective functions [3] [4].
The main assumption is that from the joint operation of these
types of computational models of brain processes (CMB) will
stem believable and human-like behavior.

Computational models included in CAs have a dual basis:
1) a theoretical support that validates the behaviors imple-
mented, and 2) a computational basis that ensures the quality
and adequacy of their development process. The design of
these models is based on theories that explain human cognitive
and affective functions [1] [2]. Moreover, their computational
implementation has to follow principles and standards estab-
lished to assist in the development cycle of software systems
[5]. Although there is a considerable number of software tools
and methodologies designed to assist in the development of
conventional software systems (e.g., those for industry) [5],
they do not seem totally appropriate to assist the construc-
tion of CMBs. These tools have been designed under the
assumption that all system requirements are established by
users. However, for computational models of cognitive and
affective processes additional types of requirements must be
considered. In this case, part of the requirements comes from
user’s observations of human behaviors, but the rest must be

formulated from formal and well-founded evidence about the
functioning of human processes. In this manner, nonsensical
specifications can be prevented by considering theories and
models developed in disciplines concerned with the under-
standing of the mechanisms and processes that underlie human
behaviors. Unfortunately, few tools recognize these needs in
the development of CMBs [6] [7].

In particular, the computational modeling of human emo-
tions can lead to inconsistencies, complications, or even con-
tradictions. This partly occurs because there is a wide variety
of theories that study human emotions in very different ways.
For example, the mechanisms assumed to be involved in the
process of human emotions vary depending on the theory
under consideration [8]. Nevertheless, despite these constraints
posed by the dual nature of CMBs, several computational
models of emotions (CMEs) have been proposed [9]. EMotion
and Adaptation (EMA) is a model of emotions based on
the appraisal theory and used in the development of virtual
humans [10]. A Layered Model of Affect (ALMA) is a model
that endows conversational agents with emotions, mood, and
personality [11]. Methodology for Analysis and Modeling of
Individual Differences (MAMID) is a model that associates
two concepts: a generic methodology to model the influences
of emotion on cognitive processing and an affective-cognitive
architecture that implements such methodology.

In this paper, we propose a software design tool (CME-
tool) for the construction of computational models of emotions.
In particular, this CME-tool is designed to assist in the
specification and design phases of the development of this type
of computational model. The CME-tool acknowledges the dual
nature of the computational modeling of emotions by providing
a suitable framework to organize theories that explain human
brain processes, which in turn guide development of CMEs.
The paper is structured as follows. In Section II we present
the related work. Afterwards, in Section III we introduce the
proposed CME-tool and how it assists in the specification and
design of integrative CMEs. Finally, we discuss future work
in Section IV and provide concluding remarks in Section V.

II. RELATED WORK
Research on understanding and facilitating the computa-

tional modeling of emotions has led to the creation of new
tools and methodologies. The Emotion Markup Language
(EmotionML) is a general purpose annotation language used
for representing affective aspects in human-machine interactive
systems [6]. It is proposed by the World Wide Web Consortium
(W3C) Multimodal Interaction Working Group as an attempt
to standardize the description of emotions in three main
contexts: (1) manual annotation of texts, videos and anything
that involves emotional data; (2) accurate representations of
emotional aspects captured from user’s expressions, postures,
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speech, etc.; and (3) for comprehensible generation of emo-
tional responses from user interfaces. Although a specification
of the syntax of EmotionML is still in progress, several
elements may already be used.

Wang [12] proposed a set of denotational mathematics for
the rigorous and formal description of cognitive processes and
nature-inspired systems. These are expressive mathematical
means that emerge in the framework of cognitive informatics, a
discipline concerned with the internal information processing
mechanisms of natural intelligence. Two particular instances
of denotational mathematics are concept algebra and real-
time process algebra. The former is appropriate to rigor-
ously manipulate abstract concepts in a formal and coherent
framework, which leads to the construction and treatment
of more complex knowledge representations. The latter has
been developed as a coherent notation system and formal
methodology to algebraically denote and model the behaviors
and architectures of systems and human cognitive and affective
processes [12].

Cognitive Objects within a Graphical EnviroNmenT (CO-
GENT) [7] is a software tool with a visual environment for
the computational design and modeling of high-level cog-
nitive processes. COGENT allows the creation and testing
of cognitive models using box-arrow diagrams composed
of functional components with their respective interactions.
Conceptually, these components represent cognitive processes
such as memory systems, knowledge networks, and decision
procedures, which are embodied in computational structures
such as memory buffers, knowledge bases, and connectionist
networks. This tool provides an appropriate environment for
executing and testing the developed models.

Although the literature presents some proposals that can
be helpful in the construction of CMEs, these have primarily
been designed to represent and formally describe cognitive and
affective processes in general. Nevertheless, most proposals
seem complementary and appropriate to assist in certain phases
in the development of integrated models of emotions. In par-
ticular, the CME-tool proposed in this paper is focused on the
construction of models similar to those developed in COGENT,
but at a lower level. Whereas COGENT deals with high-level
cognitive functions, we are concerned with modeling their
structural basis supported on theories and models from fields
that study the brain functioning.

III. THE CME-TOOL

Computational models of emotions can be included in CAs
using one of the following two schemas: as stand-alone models
or as integrated models. The former refer to components that
are separately developed and then included as extensions of
existing cognitive architectures, extending their functionality
by providing affective processing. The latter have to do with
emotional models that are designed and implemented as part
of these cognitive frameworks. They may not be implemented
as a single architectural component.

The benefits and disadvantages of each approach vary. The
use of stand-alone models allows the rapid and easy integration
of emotional mechanisms in CAs using pre-tested components.
Architectures use these components by sending them raw data
and receiving back emotionally processed information. On the
other hand, models of emotions designed and implemented
within integrated environments such as CAs follow a more

TABLE I. BRAIN FUNCTIONS AND STRUCTURES USED TO CREATE
SPECIFICATION AND DESIGN DIAGRAMS IN THE CME-TOOL

Brain
Function

Description Related brain structures

Perception Emotions influence perceptual
processes to give a greater
interpretation to novel emo-
tional stimuli

Sensory System, Thalamus,
Hippocampus, Sensory Cor-
tex, Association Cortex

Learning The emotional level of the
perceived stimuli is used to
provide a measure to learned
knowledge

Amygdala, Hippocampus,
Sensory Cortex, Association
Cortex

Memory Emotions influence the stor-
ing, retaining, and recalling of
knowledge in AAs

Amygdala, Hippocampus,
Dorsolateral Cortex, Sensory
Cortex, Association Cortex,
Ventromedial Cortex

Attention Emotions facilitate AAs to
concentrate on the salient ele-
ments of the environment and
discard the irrelevant ones

Amygdala, Sensory Cortex,
Association Cortex

Emotions This process encodes stimuli
in order to generate emotion-
ally driven behaviors in AAs

Thalamus, Sensory Cortex,
Association Cortex,
Hippocampus, Amygdala

Planning Emotions alter the creation of
sequences of actions that will
lead to an expected result

Orbitofrontal Cortex, Dorso-
lateral Cortex, Ventromedial
Cortex, Sensory Cortex, As-
sociation Cortex, Amygdala,
Hippocampus

Decision-
Making

Emotions assist to this process
to select the next action when
a “rational” decision cannot
be made

Orbitofrontal Cortex, Dorso-
lateral Cortex, Basal Ganglia,
Ventromedial Cortex

Motor-Action Fast and survival reactions are
most of the time driven by
emotions

Basal Ganglia, Motor Cor-
tex, Association Cortex, So-
matosensory Cortex

natural design. These models are not seen as individual ar-
chitectural extensions, but as processes that emerge from the
joint operation of multiple mechanisms. In this case, given that
multiple processes and their interactions must be understood
to generate emotional data, their development becomes more
complicated. However, although this approach is more error
prone, many benefits can be gained. For example, because
these models are built on the basis of the actual process of
human emotions, they can conveniently be adapted to include
other cognitive and affective processes.

The proposed CME-tool is developed to assist in the speci-
fication and design of integrative CMEs as part of CAs, which
are additionally restricted by findings about the functioning
and architecture of human brain processes. Table I shows
the brain functions and brain structures currently included as
functional and architectural components in the CME-tool for
the generation of specification and design diagrams. They are
well documented in the literature as processes that influence
or are influenced by emotions [1] [2] [13].

From a high level perspective, the design process in the
CME-tool begins with the definition of users’ requirements for
an emotional autonomous agent (EAA). This process ends with
the architectural design of a CME to be included in the CA
of this EAA. Figure 1 shows the steps of this design process,
which are explained in the following subsections.

A. Specification Phase
In this phase, all requirements are translated into a high-

level diagram composed of functional modules and their re-
spective interactions. Two main steps are followed to accom-
plish this: (1) user requirements are grouped (or decomposed)
so that they can be placed in predefined modules that represent
affective and cognitive brain functions such as emotions,
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Figure 1. Design phases of the CME-tool.
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Figure 2. Specification environment of the CME-tool.

perception, and attention; (2) in order to completely meet the
user’s specifications, explicit operations, interactions, and other
parameters should be defined for each of these modules.

The CME-tool automates this procedure by providing a
series of pre-built functional modules representing specific
brain functions (see Table I). These functional modules are
selected by users to form a functional diagram that meets the
requirements of the defined CME. The parameters of each
module are configured using available information provided
by theories that explain the functioning and architecture of
the brain process these modules represent. Figure 2 shows the
specification environment of the CME-tool, which includes a
work space designed to organize the high-level diagram and a
series of ready-for-use icons that represent brain processes.

The following list shows the information provided to define
each component, which appears when a component is selected
in the work space (see left part of Figure 3):

1) The role of this component: key aspects related to the
functioning of the brain process it represents.

2) How emotions influence this component: roles that
emotions play on the brain function it represents.

3) How this component influences emotions: how the
results of this component influence emotion process-
ing.

4) Data this component receives: information necessary
for its functioning.

5) Data this component sends: information sent to com-
municate emotion-related aspects.

6) User parameters: open space for the user to introduce
information.

At the moment the user selects one of these attributes, a
window with more specific information is available. Given that
there are diverse theories that formulate different hypotheses to
explain the same phenomena, for each parameter the CME-tool
may provide several explanations. The displayed information
encourages the selection of theories that best fit the user’
design goals. Thus, by following this procedure, all parameters
of the entire diagram are defined.

Decision 

making

Figure 3. Left: attributes corresponding to the decision-making component.
Right: Additional information about the decision-making process.

To demonstrate how this procedure works in the CME-
tool, we consider a single requirement from the specification
of an EAA whose decision-making should be influenced by
emotions: the EAA should be able to make decisions that
meet both emotional and rational rewards, thus maintaining
a general emotional balance. From this requirement, an initial
diagram with two components is drawn, see Figure 2.

In this diagram when the user selects the decision-making
component, its corresponding list of attributes appears (see
left part of Figure 3.) The right part of Figure 3 presents the
window that appears when the second parameter is selected; it
presents information to define such attribute. The format that
follows the data shown in this window has two fields for each
entry. One contains the explanation of the attribute and the
other the information of the referred theory.

Following this procedure, as the requirements in the speci-
fication of the EAA are analyzed, new components may be
incorporated, or even, only new interactions or operations
between the already considered modules may be necessary to
meet the whole specification. In this manner, once the attributes
of all components are defined, the specification of the EAA
should be totally understood from the resulting diagram.

B. Design Phase
The CME-tool generates an architectural design by re-

fining the functional diagram resulting in the specification
phase. In the design phase, all components representing brain
functions in the specification diagram are decomposed into
brain-inspired structures that embody mechanisms to allow the
emergence of specific behaviors.

The procedure to achieve the architectural design is similar
to that carried out in the specification process. Once we
have the functional diagram completed, we proceed to open
it in the design environment included in the CME-tool (see
Figure 4.) This environment also provides pre-built modules
that take the role of brain structures, such as the amygdala,
hippocampus, and thalamus (see Table I). In this manner, when
a component of the functional diagram is chosen, related pre-
built modules are shown, allowing the user to select those that
meet its particular design goals and according to the parameters
established in the previous stage.

Each structural component should also be fully defined.
The information needed to do that is provided and classified
in the same manner as with the functional components of the
specification phase (see the list above and Figure 3). This
information is also based on theories, models, and concepts
addressing aspects related to the processing of human emo-
tions. This guides the decomposition of the modules in the
functional diagram in a coherent way.
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Figure 4. Design environment of the CME-tool.

To continue with the example (Figure 2), when the emo-
tional module is selected, a number of components assuming
the role of brain structures are shown. They are those supposed
to be involved (directly or indirectly) in this particular process.
After that, users are able to select those structures that are
related to the processing of emotions in their particular design.
Similarly, when we select the decision making component,
structures involved with the functioning of this module appear,
which allows the user to follow the same procedure (the work
space in Figure 4 shows a possible architectural design for this
example).

The design process implemented by the CME-tool facil-
itates the construction of CMEs for AAs, which are based
on the brain mechanisms underlying human emotions. The
first phase of the CME-tool allows users to put together
desirable characteristics and functions in EAAs in a simple
and organized way. The second phase assists in the translation
of these abilities to an architectural design, which enables the
emergence of proper emotionally-driven behaviors in EAAs.
This method promotes the design of AAs by modeling brain
functions, which emerge from the interaction of a number
of components that embody algorithms implementing mech-
anisms that imitate the brain functioning and architecture.
Moreover, since most of the initial user requirements for the
development of CMEs are not in terms of how emotions arise
or what are the components of the emotional process, but in the
form of emotions as influencing certain cognitive processes,
the approach of the CME-tool is adequate.

IV. FUTURE WORK
The following list presents some future work:
1. Improvements for an accurate guidance in the com-

position of the functional and design diagrams are being
considered. The CME-tool will provide clues to prioritize
users’ requirements and to translate desired behaviors in AAs
to brain functions, as well as to assign precedence to compo-
nents constituting its functional diagram when they are being
decomposed into an architectural design.

2. We are considering to design a mechanism to extend
the CME-tool with information about the processes in which
emotions are not playing a main role. For example, the direct
operation between planning and decision making. To do that,
a more robust knowledge base may be implemented, which
allows users to include additional theories in the CME-tool in
a consistent and meaningful way, as well as to connect the
CME-tool with other available knowledge bases.

3. To consider the implementation process in the CME-tool,
architectural components in the design diagram may include
additional information of computational techniques to appro-
priately implement the process they are embodying, as well
as to include user’s fields to precisely indicate data structures,
functions, and other data useful for the implementation phase.

4. Finally, automatic generation of complementary docu-
mentation for an easier understanding of specifications and
designs is also to be implemented.

V. CONCLUSION
In this paper, we proposed a new software tool to assist

in the specification and design of computational models of
emotions as part of cognitive agent architectures. This tool
was designed taking into account three basic assumptions: (1)
it aims at developing integrated models, (2) it was inspired by
the functioning and architecture of the mechanisms underlying
human emotions, and (3) it was developed to address the
specification and design phases of this type of computational
models. This paper emphasizes the importance of considering
the study on human mechanisms to design computational
models of brain processes, as well as the significance of
implementing adequate computational tools to assist in this
complex task.
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Abstract— Providing more human-like concept learning in 
machines has always been one of the most significant goals of 
machine learning paradigms and of human-machine 
interaction techniques. This article attempts to provide a 
logical specification of conceptual mappings from humans’ 
minds into machines’ knowledge bases. We will focus on the 
representation of the mappings (transformations) relying on 
First-Order Predicate Logic. Additionally, the structure of 
concepts in the common ground between humans and 
machines will be analysed. It seems quite necessary to pay 
attention to the philosophy of constructivism and constructivist 
models of knowing. This research constructs a conceptual 
ground for expressing and analysing concepts in the common 
ground between humanistic and informatics sciences and in the 
context of human-machine interplays. 

Keywords: HCI; Concept; Concept Transformation; 
Predicate; Hypothesis; Predicate Logic; Machine Learning.  

I. INTRODUCTION AND MOTIVATION   
In an interaction between human beings (as intentional, 

aware and intelligent agents) and machines (as unaware and 
artificial agents), they exchange multiple actions and 
transactions concerning, e.g., identifications, descriptions, 
specifications and reasonings. According to [1] and based on 
our epistemological approach, the multilevel interactions 
between a trainer (a human being) and an artificial and a 
metaphorical learner (a machine), could be seen as a radical 
constructivist account of human cognition and 
comprehension. Also, these interactions could shape a kind 
of ontology. Obviously, the human-machine interactions are 
not agreement-oriented, because an aware agent cannot 
make an agreement with an unaware agent, but we suppose 
there is a type of agreement and convention between the 
human being and herself/himself to forward information 
about a given domain to the machine and to train the 
machine about some particular topics and concepts in that 
domain. In the next section, we will focus on the expression 
‘concept’. In interactions between human beings and 
machines, humans can develop their non-evidential and 
non-axiomatical conceptions of the specified underlying 
systematic processes in the world. 

Training machines based upon personal mental images 
of reality in the context of human-machine interactions, 
could provide a proper ground for constructivist machine 
training. At this point, we take the philosophy of 
constructivism into consideration. Constructivism appears in 
a variety of guises (e.g., pedagogical, epistemological and 
complex combinatorial). It has been known as a 

philosophical theory of learning and as a model of knowing, 
see [2]-[5]. According to constructivism, a human being is 
always concerned with the active creation of personal 
mental representations. As for learning in the framework of 
constructivism, any agent generates her/his own schemata, 
see [13]. Relying on our approach, any schema is the 
product of the trainer’s understanding of the world. It 
conceptually represents the constituents of the trainer’s 
thought about training something. Schemata support the 
trainer in constructing and in developing her/his concepts 
(that have been constructed with regard to her/his own 
realisation of the world). Additionally, they provide strong 
backbones for the trainer’s interpretations and provide 
proper backgrounds for describing terminologies and world 
descriptions. The constructivist machine training framework 
is heuristic, explanatory and developmental for human 
being’s thoughts and reasoning. Actually, any constructivist 
machine training in the context of human-machine 
interaction is concerned with heuristic questions focusing on 
(i) ’What/Which is …?’, (ii) ’How is …?’, and (iii) ’Why is 
…?’. The first group of questions focus on the factual, 
structural, existential and ontological aspects of the world, 
the second group focus on procedural, methodological and 
technical aspects of the world and the third group focus on 
inferential aspects of the world. 

This article attempts to construct a conceptual and 
logical linkage between human’s knowledge and machine 
learning. So, before getting into the details we contemplate 
the term ‘Machine Learning’. Machine Learning is a 
subfield of Artificial Intelligence and Computer Science. 
According to [6], a machine learning approach attempts to 
develop strong algorithms that allow machines to improve 
[the productivity of] their performances on a given goal [and 
on an objective function]. In machine learning, the word 
‘learning’ has been utilised as a predicate for the expression 
‘machine’. ‘Learning’ as a binary predicate describes a role 
that is being performed by the machine. More specifically, 
machines’ concept learning approaches try to provide 
appropriate logical descriptions and specifications for 
transformed concepts and their interrelationships after 
having been transformed concerning their relationships with 
reality. A characteristic feature of most concept learning 
approaches is the use of background knowledge (e.g., 
internal knowledge base, ontological description). This 
feature supports more complicated and specific learning 
scenarios, because not only a factual (e.g., terminological) 
description of given examples can be used by the machine, 
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but also structurally rich knowledge representations are 
taken into account, see [6][7]. In concept learning with 
background knowledge, with regard to the given set of 
training examples and background knowledge a machine 
focuses on hypothesis generation. In this article, we will 
provide a logical specification of mental mappings from 
humans into machines. We will focus on representations of 
transformations from humans’ conceptions into machines’ 
knowledge bases relying on First Order [Predicate] Logic 
(FOL). The results will support figuring out and analysing 
the most significant components of the logical 
characterisation of concept transformations. In the second 
section, we will focus on Concepts and Transforming 
Concepts. The third section will deal with Concept 
Transformation Process consisting of Logic of 
Transformation and the Analysis of Transformation. Section 
four will summarises the conclusions.   

II. CONCEPTS AND TRANSFORMING CONCEPTS 
First, we shall stress the fact that the notion of concept is 

a very sensitive term that must be used with caution, but we 
assume the use of ‘concept’ to be comprehensible in this 
context and in the logical formalisms. In our opinion, a 
human being’s specified realisation of the world finds its 
real significance with regard to her/his grasp of the various 
concepts. Concepts support thoughts. Thoughts are also 
highly dependent on a human’s interpretations and 
realisations of whether a given thing/phenomenon is an 
instance of a [constructed] concept or not. According to [8], 
and based on our conceptual approach, a concept is a 
linkage (relationship) between humans’ mental images of 
reality (for instance, “an image of the Spring”) and her/his 
linguistic expressions and statements (for instance, “Spring 
is one of the four conventional temperate seasons, following 
winter and preceding summer”). Let me represent the 
described linkage by ⎯R⎯. In descriptive logical 
approaches, these expressions support the definitions. A 
definition is a kind of equivalence between a term referring 
to a thing (the thing that is going to be defined) and a 
description (generally built up using the inductive rules).  
Also, there is a strong relationship between the mental 
images and the mental representations of different aspects of 
the world. In fact, human beings need to logically apply 
⎯R⎯ in their world descriptions, e.g., in assertions about 
real-world objects, in assertions about the empirical world, 
in assertional knowledge representations, in assertions about 
the ontologies, and in descriptions of terminologies and 
terminological knowledge. Therefore, human being 
transform ⎯R⎯ into discrete classes of things in order to 
see its applications. Thus, transformations play a very 
efficient part in the use of reasons and languages. Actually, 
transformations allow human to divide a continuously 
varying world into discrete classes of things, see [9]. 

At this point we focus on the concept formation process 
(see [10]) and acknowledge this process as the most 
fundamental step towards constructivist machine training. 
By forming concepts, a trainer (who is a human being) sorts 
her/his specific experiences and empirical studies into 

general classes [or even rules]. For instance, regarding the 
fact ‘Drinking is a sign of thirst’, s(he) represents the classes 
Drinking and Thirst and the rule ‘Drinking → Thirst’ in the 
machine’s knowledge base. Consequently, the machine 
expresses the proposed classes and generates the proposed 
rule over the background knowledge in machine’s 
knowledge base and with regard to other experiences of the 
trainer. Moreover, the machine utilises the expressed classes 
and the generated rules in class-based and rule-based 
reasoning processes. We have introduced the notion concept 
construction process in [11][12] and have interpreted it as 
the super-category of concept formation processes. A 
concept construction process consists of ‘forming concepts’ 
and ‘reforming constructed concepts’. The trainer is highly 
concerned with main characteristics and features of a thing/a 
phenomenon in order to consider it as an instance of a class. 
The trainer must employ the examples that can lead her/him 
to discovering new classes. S(he) searches for [and itemises] 
the attributes and properties that can be used to distinguish 
exemplars from non exemplars of various classes. 
Additionally, s(he) identifies, specifies and relates the 
generalised examples and compares different examples. The 
following statements are derived from the above mentioned 
characteristics of concepts. 

The descriptive logical languages and logical techniques 
transform the relationships between a human’s mental 
images and her/his linguistic expressions into various ideas 
that are representable in the form of entities (discrete classes 
of things). The ideas specify the human’s definitions (that 
are supported by linguistic expressions) by employing the 
logical rules that are (could be) existing between the same 
classes in the world. Accordingly, an idea is transformed 
into an hypothesis in order to correspond to a discrete class. 
As for the fundamental characteristics of concepts, a human 
being’s conception within her/his interactions with a 
machine is equivalent to her/his act of representing various 
concepts and linking her/his explanations, and, respectively, 
definitions, with regard to her/his own mental images.  

III. CONCEPT TRANSFORMATION PROCESS 
“As accounted from above, a concept is a relation, and in 
fact, a binary predicate between humans’ mental images of 
the world and their linguistic expressions [and, thus, 
definitions]”. Obviously, the definitions always attempt to 
provide appropriate descriptions for the mental images. 
Subsequently, the existing interrelationships and 
dependencies between mental images and the provided 
descriptions support idea generation. At this point we focus 
on the analysis of idea transformation from humans’ minds 
into machines’ knowledge bases. Suppose that the trainer 
has considered n objects. For instance, the set of n objects is 
equal to {sofa1 , glass2 , plate3 , … , brownn}, and we shall 
draw your attention to the logical description of the 
transformation process.  

A. Logic of Transformation  
[1] The trainer assigns her/his ideas to the objects and 
focuses on idea assertion. For instance, s(he) assigns her/his 
first idea to the first object. So s(he) constructs 
Idea1(object1). For instance, s(he) constructs Furniture(sofa) 
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to express the fact that sofa is a furniture (or sofa is a 
member of the class Furniture). Similarly, s(he) assigns the 
second [and, respectively, the third, fourth, … , and nth] 
ideas to the second [, third, fourth, … , and nth] objects. 
Therefore, there are totally n assignments like: 
Idea1(object1) , Idea2(object2) , … , Idean(objectn). This 
conclusion represents a linear model. Considering i ∈ [1,n] 
and relying on FOL, Ideai represents an unary predicate and 
objecti represents a constant symbol (as an instance of the 
unary predicate Ideai).  

[2] The trainer makes a relation between her/his 
achievements . Employing FOL, there exis ts a 
Relation[ Idea1(object1) , Idea2(object2) , … , 
Idean(objectn) ]. For instance, s(he) can relate the assertions 
(the world descriptions) Furniture(sofa) and Colour(brown) 
to each other. Then, Relation[ Furniture(sofa) , 
Colour(brown)] is capable of representing different types of 
relationships between sofa and brown with regard to their 
labels in the trainer’s mind. Actually, the proposed world 
descriptions can actively develop her/his knowledge. Also, 
the relationship between the world descriptions can establish 
various expressions in her/his mind. Let me conclude that 
these relationships construct more specified ideas based 
upon the proposed world descriptions. Relying on FOL and 
considering p, q ∈ [1,n], Relation[ Ideap(objectp), 
Ideaq(objectq) ] represents a binary predicate between two 
unary predicates (between Ideap and Ideaq). This relation is 
also valid between objectp and objectq as the instances of 
Ideap and Ideaq. In this step, the trainer has produced a 
linear relational model, see Figure 1.  

[3] The approached linear relational model is based on FOL. 
But it could also be represented in the form of a j-by-i 
matrix like I, where i, j ∈ [1,n]. This step represents the most 
significant assumption of the transformation. We shall stress 
the fact that we have represented the linear description 
Relation[ Idea1(object1) , Idea2(object2) , … , 
Idean(objectn) ] in the form of a j-by-i matrix in order to 
allow the required linear transformation (that reflects the 
ideas) to be represented in a well-structured format. 
Additionally, a matrix can appropriately be used in 
establishing a transformation. Here, we have a matrix 
(relational model), see Figure 2. 

[4] This step focuses on reflection. The idea assertion 
Idea1(object1) (located in the first row and the first column 
of the matrix b) gets reflected in Predicate1(constant1) 
(located in the first row and the first column of matrix c that 
is the product of the transformation) and Idean(objectn) 
(located in the jth row and the ith column of the matrix b) 
gets reflected in Predicaten(constantn) (located in the jth row 
and the ith column of matrix c). Thus, all cells in the 
relational model b collectively are reflected in an equivalent 
relational model (matrix), see Figure 3.   

[5] The relational model c represents a relationship between 
Predicate1(constant1), Predicate2(constant2), …, and 

Predicaten(constantn). Therefore, we have a description like 
R e l a t i o n [ P r e d i c a t e 1 ( c o n s t a n t 1 ) , … , 
Predicaten(constantn) ]. Consequently, there are n 
assignments from the [unary] Predicate1 into constant1, 
from Predicate2 into constant2, …, and finally from 
Predicaten into constantn. These assignments have been 
related with each other by means of n-ary Relation. Based 
on FOL, the effect of n-ary Relation is equivalent to 
Predicate[ Predicate1(constant1) , Predicate2(constant2) , … 
, Predicaten(constantn) ]. Note that the outer predicate is n-
ary and works on n internal unary predicates. Then, the 
trainer has produced a linear relational model, see Figure 4. 

[6] This step focuses on generating the relational hypothesis 
model. Actually, the effect of the first unary predicate on the 
first constant symbol generates the first hypothesis (or 
Hypothesis1), the effect of the second unary predicate on the 
second constant symbol generates the second hypothesis (or 
Hypothesis2), …, and the effect of the nth unary predicate 
on the nth constant symbol generates the nth hypothesis (or 
Hypothesisn). Subsequently the outer n-ary predicate relates 
Hypothesis1, Hypothesis2, …, Hypothesisn. Therefore, there 
is a relationship between all generated hypotheses. Thus, we 
have Predicate[ Hypothesis1 , Hypothesis2 , … , 
Hypothesisn ]. Therefore, we have a relational hypothesis 
model, see Figure 5.  

[7] Finally, there is a set like { Hypothesis1 , Hypothesis2 , … 
, Hypothesisn } that represents the generated hypotheses for 
the machine.  

B. Analysis of Transformation 
“Suppose that (i) In denotes the n-component linear 
relational model [Idea1(object1) , Idea2(object2) , … , 
Idean(objectn)], (ii) Pn denotes the n-component linear 
relational model [Predicate1(constant1) , Predicate2 
(constant2) , … , Predicaten(constantn)], and (iii) Hn denotes 
the n-component linear relational model [Hypothesis1 , 
Hypothesis2 , … , Hypothesisn]”. First, we focus on the 
forward direction from human to machine. There are 
reflection functions like Ri from human being’s ideas into 
predicates. Let me represent the set of Ri by R. So, R: In → 
Pn. Then, R represents the transformed ideas into predicates. 
Semantically, the reflection functions R satisfy the n-
component model [Hypothesis1 , Hypothesis2 , … , 
Hypothesisn] (i.e., provide proper models that attempt to 
satisfy the hypotheses). Then, there is a model like R ⊨ Hn. 
Therefore, the reflection functions R semantically satisfy the 
set of hypotheses in the machine (Result 1). At this point, 
we focus on the backward direction from machine to 
human. There are various conformation functions like C 
such that Hn ⊨ C. Semantically, any conformation function 
gets satisfied by a hypothesis like Hypothesisi belonging to 
the n-component relational model [Hypothesis1 , 
Hypothesis2 , … , Hypothesisn]. Note that C denotes the set 
of Ci. So, C represents the transformed predicates into ideas 
and formally, C: Pn → In (Result 2). According to the results 
1 and 2 we have: 
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 (R: In → Pn)   ⊨  Hn  ⊨   (C: Pn → In) .  
Then:    In → Pn   ⊨  Hn  ⊨   Pn → In  . 

In fact, the reflection transformations from ideas into 
predicates satisfy the hypotheses. And the hypotheses satisfy 
the inverse reflection transformations (or conformation 
transformations) from predicates into ideas.  

IV. CONCLUSIONS  
Training machines based upon personal mental images 

of the world in the context of human-machine interactions 
shapes the skeleton of constructivist human-machine 
interactions. Schemata in constructivist training  
frameworks could demonstrate the trainer’s realisations of 
the world. They conceptually represent the constituents of 
the trainer’s thoughts for training concepts. Schemata 
support the trainer in developing her/his constructed 
concepts (that have been constructed with regard to her/his 
own realisation of the world). In this article we have 
provided a logical and epistemological specification of 
concepts and we have seen the linkages between human’s 
mental images and her/his linguistic expressions as the 
origins of manifestation of concepts. Accordingly, we have 
logically specified the mental mappings from human into 
machine and we have focused on logical representations of 
transformations from human beings’ conceptions into 
machines’ knowledge bases relying on First-Order Predicate 
Logic. We have identified the transformations from humans’ 
mind into machines’ knowledge bases by ‘reflection 
transformations’ and we have labeled the inverse cases by 
‘conformation transformations’ in order to analyse the 
p roposed log ica l desc r ip t ions . The re f l ec t ion 
transformations from ideas into predicates satisfy the 
hypotheses. And the hypotheses satisfy the conformation 

transformations from predicates into ideas. In future 
research, we will employ the results in formal semantic 
analysis of concept transformations from minds into 
knowledge bases and in specifying their conceptualisations.  
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Abstract— In this paper the possibility of the 
electroencephalogram (EEG) compressed sensing based on 
specific dictionaries is presented. Three types of dictionaries 
(wavelet, temporal EEG signal specific, and channel specific) 
are analyzed and the results are expressed through 
quantitative measures (distortion) and by qualitative measures 
(stimulus classification rate of the Brain Computer Interface 
(BC)I paradigm - Spelling). 

Keywords- EEG; Compressed sensing; BCI; P300. 

I.  INTRODUCTION 

In recent years, compressed sensing (CS) has attracted 
considerable attention in areas like applied mathematics, 
computer science, and electrical engineering by showing 
that, in certain conditions, it is possible to surpass the 
traditional limits of sampling theory. CS builds upon the 
fundamental fact that many signals can be represented using 
only a few non-zero coefficients in a suitable basis or 
dictionary. Nonlinear optimization can then be used to 
recover such signals from very few measurements [1].The 
concept of compressed sensing is an example of practical use 
of new mathematical results. The difficulties for using in 
applications of such results are related to the way such 
concepts are understood, in a more or less intuitive manner, 
in order to facilitate the fusion between theory and 
applications. 

The literature of recent years shows an impressive 
number of papers in the CS field, covering both 1D and 2D 
medical signals. Among the 1D signals the most frequently 
used in CS applications are the electrocardiogram (ECG) and 
electroencephalogram (EEG) since they are most used  in the 
medical world as well. In the case of EEG signals, there is 
often a need of records for longer periods of time (i.e., during 
the night) or for a large number of channels. 

In this paper, we propose a compression method for 
EEG signals based on CS using specific dictionaries for 
reconstruction in the sense that the atoms of the above 
dictionaries are actually segments of EEG signals and 
compare it with a wavelet representation. 

To validate the proposed method EEG recordings of the 
competition for Spelling, BCI Competition III - Dataset II 
were used, and in order to evaluate the reconstructed signal, 
two types of evaluation were used, namely: 

• qualitative evaluation, by P300 detection and 
prediction of the watched character in the case of the 
spelling paradigm for data taken from the “BCI III 

competition Challenge 2005” on the reconstructed EEG 
signals and using the winner scripts (Alain Rakotomamonjy 
[9]). 

• quantitative evaluation, using distortion measures 
such as PRDN (normalized percent of root-mean-square 
difference), NMSE (normalized Mean Square Error) and 
RMS (root mean square error) between the reconstructed 
and original signals. 

 

II. COMPRESSED SENSING 

Shannon’s sampling theory represents, for many signal 
classes of interest in signal processing, a condition too strict 
for acquisition and representation of signals [1]. When 
signals are known to be compressible or sparse, only a much 
smaller fraction of samples may be needed to capture all the 
signal information, at the expense of having to use nonlinear 
reconstruction techniques. This area of research has evolved 
into the technique of "compressed sensing", also known as 
compressive sensing, compressive sampling and sparse 
sampling),  perfected in the past few years by prestigious 
researchers such as D. Donoho [3], E. Candès [4] and M. 
Elad [5], and drawing the attention of many others. It 
consists in capturing the information from sparse or 
compressible signals via a set of a few linear measurements, 
possibly random, followed by reconstructing a signal using 
optimization techniques for finding sparse solutions to 
underdetermined linear systems. The generality of the 
approach coupled with the prevalence of sparsity-related 
signal processing for big data is considered to have an 
enormous potential, with multiple implications and 
applications, in numerous fields of exact sciences. 

As already mentioned, CS studies the possibility of 
reconstructing a signal x from a few linear projections, also 
called measurements, given the a priori information that the 

signal is sparse or compressible in some basis  . The 
vectors on which x is projected onto are arranged as the 
rows of a nxN projection matrix , n < N, where N is the 
size of x and n is the number of measurements. Denoting the 
measurement vector as y, the acquisition process can be 
described as: 

 xy    (1) 
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 ytosubject
l0

minargˆ  (2) 

 
̂ˆ x    (3) 

 
The system of equations (1) is obviously undetermined. 

Under certain assumptions on   and  , however, the 
original expansion vector   can be reconstructed as the 

unique solution to the optimization problem (2); the signal 
is then reconstructed with (3). Note that (2) amounts to 
finding the sparsest decomposition of the measurement 

vector y in the dictionary   . Unfortunately, (2) is 
combinatorial and unstable when considering noise or 
approximately sparse signals. Two directions have emerged 
to circumvent these problems: (i) pursuit and thresholding 
algorithms seek a sub-optimal solution of (2) and (ii) the 

Basis Pursuit algorithm relaxes the 0l  minimization to 1l , 

solving the convex optimization problem (4) instead of the 
original. 

 




 ytosubject
l1

minargˆ  (4) 

 
In the past few years, techniques inspired from the 

mathematic fundamentals of CS have also been applied in 
the field of biomedical signals, both at the level of 
processing methods for electrocardiographic (ECG) and 
electroencephalographic (EEG) signals and of practical 
implementation in applications such as compression, 
transmission and reconstruction of the ECG signal using a 
personal device such as a smart-phone. 

III. BCI P300 SPELLER 

The use of EEG signals as a vector of communication 
between man and machine is one of the new challenges in 
biomedical signal theory. The main element of this 
communication system known as "brain-computer interface" 
(BCI Brain-Computer Interface) is the proper interpretation 
of the EEG signals and the characteristic parameters of the 
brain electrical activity. 

The P300 speller is based on the so-called oddball 
paradigm which states that rare expected stimuli produce a 
positive deflection in the EEG after about 300 ms.  

 
A B C D E F 
G H I J K L 
M N O P Q R 
S T U V W X 
Y Z 1 2 3 4 
5 6 7 8 9  

Figure 1.  Example of a 6 × 6 user display in P300 Speller 

A P300 speller, based on this paradigm, has been 
introduced by Farwell and Donchin who developed a 
protocol whereby a subject is presented a 6 × 6 character 
matrix (see Figure 1) [11] .  

The dataset II of the BCI competition III 2005, from the 
competition webpage [10], has been recorded from two 
different subjects and 5 different spelling sessions. Each 
session is composed of runs, and for each run, a subject is 
asked to spell a word. For a given acquisition session, all 
EEG signals of a 64-channel scalp have been continuously 
collected. Before digitization at a sample rate of 240 Hz, 
signals have been bandpass-filtered from 0.1 to 60 Hz. 

Each session is composed of runs, and for each run, a 
subject is asked to spell a word. Row/column 
intensifications were the block is randomized in blocks of 
12. The sets of 12 intensifications were repeated 15 times 
for each character epoch (i.e., any specific row/column was 
intensified 15 times and thus there were 180 total 
intensifications for each character epoch). Each character 
epoch was followed by a 2.5sec period, and during this time 
the matrix was blank. 

The training set contains 85 characters and the test set 
consists of 100 characters for each of the two subjects A and 
B. A more detailed description of the dataset can be found 
in the BCI competition paper [10]. 

The competition winners, Alain Rakotomamonjy and 
Vincent Guigue propose a method that copes with such 
variabilities through an ensemble of classifiers approach [9]. 
Each classifier is composed of a linear Support Vector 
Machine trained on a small part of the available data and for 
which a channel selection procedure has been performed. 
Their performances are a classification rate of 95.5% for the 
15 sequences and 73.5% for 5 sequences [9]. 

IV. METHOD 

The key element in the success of signal compression 
based on compressed sensing is the right choice of the 
dictionary based on which the reconstruction will be done.  
Generally, the ECG and EEG biomedical signals have not a 
very high sparsity in standard wavelet dictionaries. 
Therefore, in most of cases, the authors propose specific 
dictionaries either specific to the signal or specific for the 
used database. 

In the following an analysis of how the results are 
influenced by various dictionaries is made. Three types of 
dictionaries have been analyzed as follows. 

A. Wavelet Dictionary 

The first choice was the Daubechies 10 type dictionary so 
that for all channels a single dictionary will be used [6-8]. 

B. Temporal EEG signal specific dictionary 

A second choice investigated as well in [7], was to build 
dictionaries from segments of certain predefined EEG 
channels, recorded at the same time with the target EEG 
compressed signal channel. These dictionaries are built with 
EEG signals from channels that are acquired in the classical 
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way; the dictionaries are the same for all compressed sensed 
channels. 

To construct the necessary dictionaries for 
reconstruction, EEG signals from channels FPZ, F7, F8, C5, 
CZ, T8, PO7, PO8 and Oz were used. The rest of the 
channels, i.e. the 55 channels (Fig. 2) were segmented in 
windows with 1 second length (240 samples) and using a 
random matrix with size 240x24 we obtained EEG 
compressed signals (with size 24 and compression ratio CR 
= 10:1). In Figure 2 the red channels are used for dictionary 
construction and the signals in the white channels are 
compressed sensed. 

 
Figure 2.  Electrode placement and channel name. 

Thus, for each sample time we have one dictionary. 
Knowing the random matrix used for sensing and the 
dictionary with the EEG signals from the 9 channels 
acquired synchronously with the compressed sensed 
channels, the EEG signals for the CS channels could be 
reconstructed [7].  

C. Channel specific dictionary 

Third, for each EEG channel a dictionary has been built. 
The atoms of dictionary are actually the EEG segments of 
the training set.  In this case, for the data acquired on 64 
channels, there are 64 dictionaries. Thus, each dictionary was 
composed from 2x85 atoms; for every epoch from the 
training set, 2 segments (from 240 samples) of EEG signal 
were randomly selected as atoms in the dictionary. 

D. Evaluation of the reconstructed signals 

In order to evaluate and validate the methods, we used 
both quantitative measures (the reconstructed signal 
distortion) and signal quality measures (expressed by the 
classification rate of the characters tracked by a human 

subject, which is exactly the problem of the BCI 
Competition III 2005 - dataset II – Spelling). 
 

V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

For the evaluation of the analyzed methods we used the 
dataset II of the BCI Competition III 2005 -P300 Spelling. 

Thus, for evaluation of compression we used the 
compression rate (CR) (5) defined as the ratio between the 
number of bits needed to represent the original and the 
compressed signal. 

 

comp

orig

b

b
CR     (5) 

 
For qualitative evaluation of the method based on the 

classification rate in spelling paradigm, we used scripts from 
the winners, Alain Rakotomamonjy and Vincent Guigue [9]. 
The used scripts implement classification based on all 64 
EEG channels. 

To validate the compression we evaluated the distortion 
between the original and the reconstructed signals by means 
of the PRDN (the normalized percentage root-mean-square 
difference):  
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where )(nx  and )(~ nx  are the samples of the original and 

the reconstructed signals respectively, x  is the mean value 
of the original signal, and N is the length of the window over 
which the PRDN is calculated. 

For compression, the EEG signal was segmented into 
windows of length 1 sec, i.e. 240 samples and we used a 
random matrix with size 240x24 for CR = 10:1 and a  
random matrix with size 240x48 for CR = 5:1. 

Table 1 presents the results of the three tested 
dictionaries. Note that in terms of reconstruction errors 
expressed via PDN, the smallest errors were obtained using 
specific in time EEG signal dictionaries, which consists of 
atoms regularly acquired at the same time point from the 
other channels. Considering the rate of classification for the 
spelling paradigm, the best results are obtained using 
channel-specific dictionaries. 

 
 
 
 
 
 
 

382Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         398 / 457



TABLE I.  AVERAGE RESULTS: PRDN_MEAN AND CLASSIFICATION 
PERFORMANCE IN % OF CORRECTLY RECOGNIZED CHARACTERS FOR THE B 
SUBJECTS AND FOR INCREASING NUMBER OF SEQUENCES. 

 

P300 Spelling - classification performance for 
number of sequences (classification rate %) 
1     2    3   4     5    6    7    8    9   10  11  12  13  
14  15 

PRDN 
mean 

Original data – uncompressed and classificated by Alain 
Rakotomamonjy and Vincent Guigue 

- 
38  60  70  69  80  84  86  89  92  93  95  96  96  
96  95 

0 

Dict_Daubechies10 

10:1 
7    17  16  18  27  29  37  40  38  41  48  45  51  
48  54 

108.91 

Dictionary=[Signal_8(i:i+239);Signal_10(i:i+239);Signal_11(i:
i+239);Signal_12(i:i+239);Signal_14(i:i+239);Signal_27(i:i+23
9);Signal_50(i:i+239);Signal_52(i:i+239);Signal_58(i:i+239)]; 

5:1 
22  31  42  50  54  61  68  70  72  77  82  85  79 
79  81 

35.38 

10:1 
23  35  42  44  54  57  60  63  68  70  76  78  76 
78  80 

31.42 

Dictionary = 2*85 atoms from the training set for each 
channel 

5:1 
29  41  50  62  68  74  73  78  82  82  86  86  86  
87  90 

41.17 

10:1 
19  30  43  52  50  60  60  65  73  71  78  82  84  
82  89 

55.90 

 
 
In Table II PRDN vs. channel (top figure) are presented 

as well as examples of original and reconstructed EEG 
signal (figures below). The worst results are obtained using 
wavelet type dictionaries. Between the classification rate in 
spelling paradigm and error expressed as PRDN there is a 
discordance, namely not always the smallest PRDN errors 
lead to highest classification rate (see the results in table 
with bold). The explanation for the discrepancy between the 
classification rate and average PRDN is that each channel 
has a certain weight in the classification rate for the spelling 
paradigm. The obtained results lead to the conclusion that 
some channels that have a higher weight in the classification 
rate are rebuilt better than others which have lesser 
meaning. Thus it can be seen that for the channel specific 
dictionaries, in case of both compression rates of 5:1 and 
10:1, the error for the channels 22-38 is much lower 
compared to the rest of the channels. In fact one can speak 
about a group of errors in three clusters, namely, a class for 
the channels 1-21, the second class for the 22-40 channels, 
and the third class for the channels 41-64. These three 
groups are closely interlinked to the placement of the cranial 
electrodes too (see Figure 1). 

 
 
 

TABLE II PRDN_MEAN VS. CHANNEL AND ORIGINAL VS. SIGNAL RESONSTRUCTED  FOR THE THREE TESTED DICTIONARIES 

Dict_Daubechies10    
CR = 10:1   
PRDN_mean  = 108.91 

Dictionary=[Signal_8(i:i+239);Signal_10(i:i+239);Signal_11(i:i+
239);Signal_12(i:i+239);Signal_14(i:i+239);Signal_27(i:i+239);Si
gnal_50(i:i+239);Signal_52(i:i+239);Signal_58(i:i+239)] 
and  
CR = 10:1 PRDN_mean  = 31.42 

0 10 20 30 40 50 60 70
70

80

90

100

110

120

130

 0 10 20 30 40 50 60 70
0

10

20

30

40

50

60

70

383Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         399 / 457



800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800

-60

-40

-20

0

20

40

60

80

 400 600 800 1000 1200 1400 1600

-60

-40

-20

0

20

40

60

 
 

Dictionary = 2x85 atoms from the training set for each channel 
with  
CR = 5:1   and PRDN_mean  = 41.17 

Dictionary = 2x85 atoms from the training set for each channel 
with  
CR = 10:1 and PRDN_mean  = 55.90 

0 10 20 30 40 50 60 70
25

30

35

40

45

50

55

60

0 10 20 30 40 50 60 70
30

35

40

45

50

55

60

65

70

400 600 800 1000 1200 1400 1600 1800

-60

-40

-20

0

20

40

60

400 600 800 1000 1200 1400 1600

-60

-40

-20

0

20

40

60

 

384Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         400 / 457



VI. CONCLUSIONS 

In this paper a comparative analysis of the results 
obtained using three types of dictionaries for EEG signals 
compressed sensing is presented. The used dictionaries are: 
Daubechies 10 wavelet dictionary and two types of EEG 
signal specific dictionaries, namely, temporal EEG signal 
specific dictionary and channel specific dictionary. 
For the evaluation of the proposed method we used the 
dataset from the BCI Competition III 2005 - P300 Spelling. 
In order to evaluate the results of the EEG signal 
reconstruction the PRDN was used in parallel with the 
classification rate of the spelling paradigm assessed using 
the scripts from the winner of the competition (the version 
of classification using all 64 channels). Based on the 
analysis it is found that the worst results are obtained when 
standard wavelet dictionaries were used. The other two EEG 
signal specific dictionaries, lead to better results. Thus, for 
the channel specific dictionaries the best results in terms of 
classification at the spelling paradigm are obtained for CR = 
5:1 and 10:1 when the achieved classification rate was 90%, 
respectively, 89% (for the original signals the classification 
rate was 95%). The temporal EEG signal specific 
dictionaries lead to the best results in terms of error 
expressed as PRDN, i.e. for a compression of 5:1  it was 
obtained a PRDN = 35.38 and for 10: 1 the obtained PRDN 
was 31.42.  

The obtained results demonstrate that channel specific 
dictionaries and temporal EEG signal specific dictionaries 
provide much improved results compared to the standard 
wavelet dictionaries. 
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Abstract—The continuous growth of the older population and 
the progressive ageing of society worldwide bring about the 
need for new technological solutions for improving 
independent living, quality of life and active ageing of older 
citizens. Recent research efforts have focused on incorporating 
assistive robotic platforms in the elderly’s homes under the 
role of domestic care givers or social companion. Robotic 
platforms have been around for quite some time, and 
researchers have been focused on overcoming essential 
problems that are related to the nature of robotics and their 
usage in domestic environments. However, since the field of 
robotics has matured over the last years, a focus shift from the 
hardware itself to Human Robot Interaction (HRI) in domestic 
environments is becoming increasingly necessary. This paper 
focusses on interaction in the context of the collaborative co-
existence of the elderly and the robot. In this context, 
interaction should be tailored to the end users taking into 
account the specific requirements of each individual, the 
environmental state but also the capacity of the input/output 
channels provided by the robotic platform. To this end, this 
paper proposes a generic platform targeted to support the 
development of multimodal, elderly friendly, interactive 
applications that target assistive robots for elderly users. 

Keywords-development framework; multimodal interaction; 
adaptation; assistive robots. 

I.  INTRODUCTION 

Older people are increasingly becoming the dominant 
group of customers of a variety of technological products 
and services (both in terms of number and buying power). 
Recent advances in Information and Communication 
technologies (ICT) have great potential for meeting the needs 
of older people and help them stay healthier, live 
independently for longer, counteract reduced capabilities due 
to age, and remain active.  

In particular, the field of assistive domestic robotic 
platforms has been drawing considerable attention in recent 
years. As opposed to other domestic robotic devices, such as 
automatic floor cleaners or pure surveillance robots, assistive 
robotic platforms are designed to provide services to their 
human users through direct interaction, like displaying 
information, supporting communication with other people or 
simply entertaining the users [1].  

The primary goal of these robots is to make their older 
users feel safe and less lonely at home, while enabling and 

facilitating them in their independent or semi-independent 
living [2], often in the context of an Ambient Assisted Living 
environment [9].  

Designing and developing appropriate user interfaces for 
assistive robots presents several challenges due to the 
demanding target user group and the complexity of the 
environment.    

Multimodal interaction including a graphical user 
interface, speech input and output, as well as gesture input 
has been found in various research efforts as an adequate 
solution for older users to interact with robots [10]. 
However, at present developing such interfaces is a very 
demanding task mainly performed ad-hoc, due to the lack of 
tools and systematic approaches. An additional important 
need is to support the adaptation of modalities to cater for the 
target user diversity. 

This paper proposes a framework, named FIRMA, to 
support the development of multimodal, elderly friendly, 
interactive applications for assistive robots targeted to 
elderly users in AAL environments. FIRMA provides 
developers with the necessary technologies, tools and 
building blocks for creating elderly-friendly multimodal 
applications in AAL environments, with particular focus on 
robotic platforms, thus increasing their level of adaptation to 
users’ needs. Using the proposed framework makes these 
applications inherently friendly to the elder users and capable 
of adapting to their needs, the surrounding environment and 
the context of use. The framework facilitates the effective 
and efficient development of the supported user interfaces, 
thus simplifying to a great extent the developer’s work. 

The rest of this paper is organized as follows. Section II 
discusses the implications of designing for elderly users and 
overview state of the art research on elderly-friendly 
multimodal applications for assistive robots. Section III 
describes the architecture of the FIRMA framework. Section 
IV discusses FIRMA’s implementation. Section V 
demonstrates a test case application built based on the 
FIRMA framework. Section VI discusses the evaluation of 
the FIRMA framework and section VII concludes the article. 

II. BACKGROUND 

Several user studies have shown that elderly people and 
their families regard social inclusion, safety and home 
automation as important features of future homecare 
environments [11]. With respect to interaction in such 
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environments, one of the main research challenges is the 
design of adequate user interfaces. This is due to the fact that 
elderly people vary considerably in their physical and 
cognitive abilities, which makes it difficult to use traditional 
forms of interaction [3]. Focusing on single interaction 
strategies may not always provide appropriate solutions [4], 
as many older computer users are affected by multiple 
functional limitations.  

To address this problem various authors developed 
intelligent user interfaces, which support users according to 
their individual needs. For example, [25] introduces a spatial 
metaphor for universal control devices to structure available 
services based on the elderly person’s own apartment. The 
results of the study showed that the apartment metaphor is 
actually appropriate to enable elderly people to access a large 
number of services available in an AAL environment in an 
intuitive way. The metaphor showed a way for structuring 
and visualizing services in a universal control device. 

Furthermore, [26] presented a novel general framework 
for multimodal dialogue processing, which is conceived 
following an application-independent philosophy. In fact, it 
is able to manage multimodal communication between 
people and the environment in different application 
scenarios. The core of the framework architecture is 
composed of the analysis and planning levels, which enable 
the processing of information derived from whatever input 
modalities, giving these inputs an appropriate representation 
and integrating these individual representations into a joint 
semantic interpretation. 

Moreover, [27] presents a prototype for a Web 2.0–
enabled ambient assisted living (AAL) device that offers 
easy-to-use functionality to help elderly people keep and 
establish new contacts, find events that match their interests 
and be aided in sustaining their mobility. The prototype 
consists of a hardware device for mobile usage which host 
the desired functionality while being adequate for use by 
elderly people. An internet tablet was selected 
accommodating a large touch screen. 

If carefully designed, multimodal user interfaces can 
provide an appropriate solution to cater for the needs of 
elderly users [12]. The main objective is to achieve 
interaction as natural as human-human communication, 
while increasing robustness by means of redundant or 
complementary information. The selection, activation, 
deactivation and fusion of the appropriate modalities plays a 
significant role during human-robot interaction, as it offers 
the users a fully usable system to interact with as well as 
adapting to their needs, preferences and to the changing 
semantic context of the interaction. 

Regarding touch based interactions targeted to elder 
users, several research efforts have provided valuable 
insights regarding the different aspects of how the respective 
systems should be designed. The research findings include 
the optimal inter-key threshold that has to be defined 
(100ms-150ms) [35], the minimum touch target sizes (8 mm 
or larger) [36], the significance of employing familiar 
interactions and behaviors to help in orienting older users 
with new applications [37], new touchscreen input methods 
for elderly users with tremor (e.g., swabbing) [38], 

appropriate touch based gestures [39][40], as well as the 
benefits of employing multimodal feedback to improve task 
performance [41]. 

Furthermore when designing speech recognition systems 
for the elderly target user group, its heterogeneity should be 
taken into account. Individual persons have different 
individual needs based on their different age related health 
impairments. Such impairments can affect the person’s 
speech capabilities which results either in an increasingly 
limited vocabulary or fluctuations in their pronunciation 
clarity [42]. These limitations should be taken under 
consideration when designing the parameterization 
properties of such speech engines. 

Moreover, the heterogeneity of the elderly user group 
implies various restrictions when designing and developing 
gestural interaction modalities for the elder users. Individual 
persons have different individual needs based on their 
different age related health impairments. Such impairments 
can affect the person’s mobility capabilities and cognitive 
functions which results in mobility restrictions in different 
body parts and difficulties in remembering the specified 
gestures and the optimal way of performing them. These 
limitations should be taken under consideration when 
designing the parameterization properties of such gesture 
recognition engines [43]. 

Despite the fact that multimodal user interfaces have 
been in focus for quite some time [1], and much research has 
been conducted to address the main challenges of modality 
interpretation, coordination, parameterization and integration 
[13], developing multimodal user interfaces is still a difficult 
endeavor. Various approaches have been investigated to 
facilitate multimodal user interface development, such as, for 
example, [14][15][16]. However, these approaches are 
dependent on the interaction platform and mainly target 
conventional PCs and mobile devices. 

According to [20] recently developed assistive robots, 
such as ALIAS [17], DOMEO [17], KSERA [18], 
CompanionAble [19] and HOBBIT [20], despite the 
differences introduced by the various robotic platforms, have 
multimodal user interfaces characterized by similar modality 
options and architectures.  The basic offered modalities are 
touch-based interaction on some screen integrated in the 
robot, speech input and output, and gestures. A central 
module, in some cases called “Dialogue Manager”, is 
responsible to control the output based on user input and 
system state and coordinating the different input and output 
modalities. 

Despite their similarities, all the above mentioned 
interfaces have been developed ad hoc, as no reference 
framework currently exist for facilitating developers of 
multimodal user interfaces for assistive robots. As a 
consequence, the developed interfaces suffer from lack of 
flexibility, are difficult to customize, modify and reuse, 
require cumbersome solutions to communicate with both the 
ROS operating system [22] running on the robot and the 
AAL environment, and exhibit limited adaptation 
capabilities. 

Against the above background, the proposed FIRMA 
framework allows the effective and efficient development of  
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Figure 1.  Orchestration of the different conceptual layers 

multimodal adaptable user interfaces for assistive robot 
applications, relieving developers form the burden of 
programming ad hoc solutions. 

III.  ARCHITECTURE 

The FIRMA framework comprises a collection of 
conceptual layers which can be seen in Figure 1. 

A. The interaction recognition layer 

The user is able to interact with the system through the 
interaction recognition layer. This layer consists of the 
different available interaction modalities that are provided. 
Additional interaction modalities can be added in future 
work such as hardware buttons and switches. The user is 
able to interact with the robot using touch, gestures and 
voice. These modalities are adapted to the profile of the 
user, his preferences and the context of use. They are 
managed, selected and fused together by the communication 
planner functional submodule. The touch recognition 
modality corresponds to the touch interactions between the 
user and the robotic platform’s onboard touch screen. 

The gesture recognition modality refers to the set of 
preselected gestures that the user is able to perform and the 
robot is able to understand and behave accordingly based on 
the context of the interaction. Finally, the speech 
recognition input modality refers to the predefined set of 
SRGS speech recognition grammars that describe the set of 
vocal commands that the robotic platform is able to 
understand. This set of SRGS grammars is loaded into the 
speech recognition engine so that the robot will be able to 
interpret the user’s speech accordingly. 

B. The input interpretation layer 

The output of the interaction recognition layer is fed into 
the input interpretation layer. This layer consists of the 
processing of the user input in term of semantic 
interpretation based on the context of interaction. Each input 
modality of the input recognition layer is interpreted 
accordingly to the profile of the user and the interaction 
context. The speech recognition modality is interpreted 
according to the semantic speech annotations that are 
included in the corresponding SRGS speech grammars. The 

gesture recognition modality input is interpreted according to 
the respective application’s logic that is active during the 
interaction, as well as the context of the interaction. For 
example, the same affirmative gesture may have different 
interpretations according to the context, and hence it could 
be interpreted either as a “YES” in the context of a question 
or as a “NEXT” in the context of an interaction process. 
Finally, the touch modality input is interpreted based on the 
dialogue that is displayed at the time that the interaction took 
place. 

C. The modality integration layer and the low level 
framework architecture 

The interpreted input is fed from the input interpretation 
layer into the modality integration layer, where the input 
from all the different available modalities is integrated based 
on high level integration scripting. For this purpose, the 
ACTA runtime (see Section IV.A) is used to integrate all the 
available modalities into a uniform input channel that can be 
routed to the communication planner functional component 
in order to take the necessary decisions regarding the 
orchestration of the input and output modalities. The same 
integrated input becomes available to the respective active 
applications through the low level input mechanisms that the 
FIRMA framework provides through the base classes that 
the developed applications inherit. Furthermore, the different 
available applications can communicate with the scene 
orchestrator functional component in order to gain access to 
the functionality it provides regarding the management of the 
different application screens and their display on the onboard 
robot screen. The input from the sensors of the robotic 
platform as well as the input from the environment is 
transformed into system readable format. The input from 
these sources is then routed through the reasoning module of 
the framework in order to infer all the necessary adaptation 
and communication decisions. When there is need for output 
from the system to the user, the communication planner 
decides over the selection and the fusion among the different 
available modalities to generate the information to be 
conveyed to the user. 

D. The output styling layer 

The information to be conveyed to the user goes from the 
generation layer to the output styling layer. This layer is 
where all the styling over the information delivery takes 
place. For each one of the available modalities, the 
appropriate styling is selected according to the user model, 
his preferences and the context of the interaction. The styling 
can refer to the output for the speech synthesis modality, the 
output for the UI display modality or the output for the audio 
modality. For the speech synthesis modality, the appropriate 
voice is selected according to the preferences of the user. 
Additionally, the appropriate rate, volume and pitch of the 
voice is selected and the output speech is styled using the 
SSML markup language. For the UI display modality, the 
appropriate UI selection and adaptation takes place 
according to the decisions of the adaptation manager 
functional component. The appropriate UI elements and 
dialogues are selected, the appropriate component 
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hierarchies are instantiated and the output is delivered to the 
robot’s display for the user to interact with. Furthermore, for 
the audio output modality, the appropriate auditory feedback 
is selected and the parameters of the audio output are 
specified. Finally, the output from the output styling layer is 
wired to the output rendering layer. 

E. The output rendering layer 

The final stage of the output delivery is the output 
rendering layer. This is the layer responsible for delivering 
the actual output to the users. It comprises the different 
available output modalities as they have been selected and 
fused by the communication planner functional component. 
For the speech synthesis output modality, the actual speech is 
generated based on the SSML annotations from the styling 
layer and the final auditory feedback is delivered to the user. 
For the touch display output modality, the appropriately 
selected framework elements, components and dialogues are 
instantiated and the result is presented on the robot’s onboard 
display. Finally, for the audio output modality, the 
appropriate adaptation parameters are applied and the 
auditory feedback is delivered to the user. 

IV. IMPLEMENTATION 

FIRMA is a fully integrated development framework that 
can support the design and development of elderly friendly, 
multimodal interactive applications that are deployed on 
domestic robotic taking full advantage of the possibilities 
they can offer. The results of this research effort include all 
the necessary tools and building blocks for the creation of 
speech enabled, voice recognition enabled, gesture 
recognition enabled, and touch enabled adaptable and 
adaptive interactive applications. 

The hardware requirements for the FIRMA framework 
are relatively low. The framework runs under windows 7 or 
later either 32 or 64 bit and requires a Core 2 Duo or better 
processor. The touch enabled interactions require a touch 
screen tablet / laptop or a touch enabled monitor. All the 
framework components tools and modalities run under 
Windows on the touch enabled computer except for the 
gesture recognition modality that runs under Linux on the 
robotic platform and communicates with the rest of the 
framework through the ROS middleware. 

A. ACTA: A general purpose finite state machine (FSM) 
description language for ACTivity Analysis 

ACTA is a general purpose finite state machine (FSM) 
description language [5]. ACTA’s primary design goal was 
to facilitate the activity analysis process during smart game 
design by early intervention professionals who are not 
familiar with traditional programming languages. However, 
developers can use ACTA also for applications whose 
behavior is composed of a finite number of states, transitions 
between those states and actions, as well as for application 
based on rules driven workflows. The ACTA runtime 
mechanism provided the base on which the framework’s 
reasoning and adaptation mechanisms were built. ACTA’s 
Runtime has been adopted and adapted to fit the needs of the 
creation of Multimodal interactive Applications (ARMA). 

B. ARMA: Extending ACTA Runtime to support the 
development of Multimodal elderly friendly Applications 

ACTA’s runtime is based on the Windows Workflow 
Foundation framework (WWF). The ACTA IDE is used to 
code all the application interaction logic which can then be 
extracted to an XML rules file for further use. The rules file 
can be loaded into a WWF Rule Engine which is an event 
driven reasoning engine that can run the provided rules and 
conclude to the desired actions and transitions between the 
different states of the application’s logic. 

The main workflow for creating an interactive 
application includes the definition and design of its different 
screens and then the definition of its various states. Usually, 
one state is then mapped to one application dialogue screen. 
However, states with no visual output can exist, and UI 
dialogue screens can map to more than one different states of 
the application. 

C. Loading and unloading rules at runtime 

A very useful functionality that has been added to the 
ACTA backend in ARMA is the option to load and unload 
rules at runtime. This contributes to the reduction of the rules 
that are loaded at any given time. Furthermore, it offers the 
ability to change the behavior of the developed applications 
based on the subset of rules that are loaded at a given point 
in time. This enables the use of abstract task hierarchies that 
can be instantiated at runtime, while the respective rules that 
support their functionality are loaded at runtime. 
Furthermore, this addition opens new paths for adaptation 
based on the extra subset of loaded rules. For example, the 
experience of the user can be taken into account when he/she 
is expected to fulfill specific tasks and the UI that he/she is 
presented with can change accordingly. Moreover, tasks that 
are frequently required are automatically adapted and 
embedded into the framework. 

The dynamic loading and unloading of rules has been 
implemented in full compliance with the functionalities of 
the language for rule activation/deactivation, rule 
prioritization etc. The backend has been extended to support 
the dynamic rule loading by respecting the aforementioned 
properties and treating them appropriately. Since the WWF 
does not provide the necessary functionality for merging 
rulesets, the whole process of the dynamic rule loading was 
added. Loading and unloading extra rules as needed is more 
convenient than having all the rules loaded at all times and 
then activating or deactivating a subset of them as desired, 
since the latter approach can have a huge performance 
impact on the whole rule engine (which would have to 
linearly browse through the whole ruleset to find the 
respective active rules) and was thus avoided. During the 
loading of new rules, the rule engine is temporarily paused 
and the new rules are appended to the currently active 
ruleset. The old pre-existing rules are not removed or 
disabled because their functionality is still needed as the new 
rules do not substitute the old ones but merely temporarily 
extend the functionality of the application. After loading the 
new rules, the back-end ACTA data structures are 
augmented accordingly to support the rule addition without 
affecting the language’s mechanisms such as the mechanism 
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for dynamic rule activation and deactivation or the capability 
for rule prioritization. Upon a successful append, the rule 
engine is resumed to activate the functionality that is offered 
by the new rules. Finally, when the functionality that is 
offered by the new rules is no longer needed, they are 
unloaded and the back-end data structure changes are 
reverted. 

When a new set of rules is loaded, it is validated against 
the rule engine and then run against the instance of the 
application. The validation is always successful because all 
the function calling and property manipulation of the rules is 
implemented through a set of auxiliary helping functions. 
This functionality is inherently embedded into the ACTA 
language so that the produced ruleset is transcribed using 
these functions. This approach has the advantage that most of 
the fatal conditions can be silently ignored with the 
corresponding error messages being printed on an error log 
file while the state of the application remains stable. This 
means that if the ACTA script contains instructions for 
calling functions or setting properties that can’t be found 
neither in the framework base classes nor in the developer-
created derived instances, the invocation of those functions 
can fail silently without compromising the stability of the 
whole system. 

D. Modality integration 

Modality integration has been realized by leveraging the 
different modality generated events and consolidating them 
at a higher level where the corresponding application can 
treat them appropriately. This was achieved by implementing 
various mechanisms in the ACTA backend and in the 
frameworks base classes. 

The framework contains backing fields for modality 
events. The ACTA backend was extended accordingly to 
support these fields. When the user interacts with the UI 
using touch events and touch gestures, these interactions are 
interpreted into the corresponding events and transferred to a 
higher level inside the application. For example, when the 
user presses a button, it generates an event in the base class 
of the application which is part of the framework. The base 
class contains the rule engine that can run the loaded ruleset 
against such events. The user is then able to interact with the 
UI based on the functionality that has been coded into the 
application’s ACTA script. The result of the activation of the 
different rules includes state changes and UI dialogues 
activation in the derived application classes. This way the 
sequence of the application’s dialogues can be easily 
tweaked and rearranged by the developer as needed.  

A very useful feature of the FIRMA framework is the 
functionality it provides for modality integration at two 
different levels. The various available modalities can be 
integrated in the scope of an application’s dialogue screen 
where the developer has to cater for each of the available 
modalities’ events and act accordingly. Another approach 
would be the consolidation of the modalities into a single one 
and then develop a corresponding modality handling script 
that caters for this consolidated modality. Furthermore, 
modality consolidation can happen either in the scope of an 
application’s dialogues or in the higher scope of the ACTA 

logic. For example, if the user can issue a command by 
touch, voice or gesture, the different modalities could be 
consolidated into the button press in the scope of the 
application dialogue or in the scope of the ACTA scripting 
logic which is at a higher level. The developer then could 
only cater for the single touch press modality as the other 
two modalities would automatically get consolidated into the 
touch modality scope. 

Taking the modality events and raising to a higher level 
where they can be easily handled by the ACTA script 
contributes to the modular nature of the proposed 
framework’s architecture, as the framework’s components 
are loosely coupled and completely asynchronous. 
Additional modalities such as hardware switches and 
different kinds of sensors and actuators can be incorporated 
into the framework with minimal effort, extending the 
provided functionalities and conforming to the user’s needs. 

E. Interaction Modalities 

The modalities that have been developed and integrated 
into the proposed framework range from speech recognition 
and synthesis to gesture recognition and touch interaction. 
They all have been developed to be fully extensible and 
configurable both at startup and at runtime so that they can 
change to reflect the changing needs of the users or the 
dynamically changing factors of the surrounding 
environment e.g., ambient lighting, environment noise, 
active electric appliances etc. In addition, the configurable 
parts of the developed integrated modalities have been 
offered as ROS services to the system to support dynamic 
adaptation based on interaction logic that runs on the robotic 
platform. 

1) Speech Recognition Modality 
Speech is an effective and natural way for people to 

interact with applications, complementing or even replacing 
the use of mice, keyboards, controllers, and gestures. A 
hands-free, yet accurate way to communicate with 
applications, speech lets people be productive and stay 
informed in a variety of situations where other interfaces 
would be difficult to use.  

The implemented speech recognition modality engine 
supports adaptation based on the distance between the robot 
and the user, the vocabulary and the variety of the individual 
equivalent commands that can be used by the users and 
understood by the system, the semantic interpretation of 
recognized commands and the recognition confidence 
threshold. Furthermore, it supports the dynamic activation of 
both plain text and compiled speech recognition (SRGS) 
grammars and is accessible through a ROS node to the rest 
of the system. 

2) Speech Synthesis Modality 
 The speech synthesis modality of the FIRMA framework 

has been based on the speech engine functionality provided 
by the Microsoft Speech Synthesis namespace. This 
namespace contains classes that offer the initialization and 
configuration of a speech synthesis engine, the creation of 
prompts, the generation of speech, and the modification of 
the synthesized voice characteristics. Speech synthesis is 
often referred to as text-to-speech or TTS. 
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The implemented speech synthesis modality engine can 
be tailored to the needs and preferences of the users as well 
as the context of the interaction by offering adaptation 
parameters exposing the gender of the used voice, the speech 
volume, the rate as well as the pitch of the generated output. 

3) Gesture Recognition Modality 
Gesture recognition is the process by which gestures 

made by the user are made known to the intelligence system. 
Gesture recognition plays a significant role in Human Robot 
Interaction since it adds a natural dimension to the 
interaction process. People inherently use their hands when 
talking to convey their thoughts, intentions and feelings. 
Providing robotic platforms with a way to understand this 
kind of body language, opens new dimensions for intelligent 
household robotics that can understand their user more 
accurately. 

The gesture recognition modality has been integrated into 
the proposed framework. The recognition engine that has 
been developed to cover the gesture modality needs of the 
proposed framework is able to understand a predefined set of 
gestures that are relatively easy to perform and be 
remembered by the end users of the platform. FORTH’s 
gesture recognition module [6][7] has been used to this end. 
This gesture recognition module is subdivided into three 
submodules, a submodule capable of tracking the upper body 
joints, a submodule capable of tracking the person’s full 
body, and a submodule for tracking the hands and fingers of 
the person. 

4) Touch Modality 
The touch modality refers to the interaction that takes 

place between the human and the touchscreen tablet pc that 
is onboard household robotic platforms. Touch is an 
important aspect of human robot interaction because it 
consists a natural human approach. Selecting between 
desired items, reaching for different types of controls and 
adjusting various sensors are all part of humans’ daily lives. 
The simulation of such daily activities can be done by using 
a touchscreen tablet PC that can be used both for output and 
input form the users to the robotic platform. 

The proposed framework integrates all the 
aforementioned modalities into a seamless set of interaction 
modes between the robot and its users. This results into a 
more natural form of interaction, since the user is free to 
choose how to interact with the system based both on his/her 
preferences and the context of interaction. The robot can 
display its output on the onboard touchscreen device and use 
sound at the same time as redundant auditory feedback just 
like when people interact with each other. Furthermore, the 
robot is able to understand touches on the touchscreen 
device, gestures in front of the monitoring image acquisition 
sensors as well as speech commands given by the users. This 
provides redundant feedback which has been proved to be 
necessary especially when designing for the elderly user 
group [8].  

Regarding the Graphical User Interfaces that are being 
produced based on the proposed framework, they are tailored 
to the needs of the end users. 

The framework’s building blocks have been designed 
based on the user-centric design principles and based on 

simplicity and clarity of the individual modes that each 
module represents (e.g., time selection module, binary 
decision module, multiple selection option module, etc).  

Furthermore, the used vocabulary can be easily adapted 
to the cognitive abilities of the users. The generated UIs are 
inherently translated into the user’s native languages in the 
sense that the translation files are automatically generated by 
the framework and the developers are only required to 
provide the literal translation of the set of sentences that they 
are being given into the end-users’ native language. In other 
words, the produced user interfaces are globalization and 
localization ready since the necessary language translation 
files are automatically generated by the system at runtime 
and can be edited offline. 

Finally, the framework provides quick exit shortcuts to 
the main menu and access to emergency scenarios. 

F. Adaptation 

The different modalities that are supported by the 
framework can be activated or deactivated individually 
according to the preferences of the users and the context of 
interaction. The framework can decide on the optimal set of 
modalities to enable, fine-tune and fuse together in order to 
provide the end users with an interaction as seamless and as 
natural as possible. Furthermore, the selection of the 
different modalities and their fusing is transparent to the 
developer, as it is handled automatically by the framework.  

The developer has full control over which modalities are 
going to be supported at any given time as well as when and 
how they will be activated or deactivated. However, the 
developer is also given the opportunity to provide the basic 
functionality that he wants to make available to each of the 
aforementioned modalities and then let the framework decide 
on how and when each modality gets activated. For example, 
the developer can explicitly specify which parts of his 
application can benefit from a specific modality and which 
parts must be contained only to specific modes of interaction. 
He can specify when he wants only a specific modality to be 
used or when any input from any of the available modalities 
can be considered valid. For example, he can enforce that for 
critical application decisions, only the touch modality will be 
considered a valid way of confirmation, while for all other 
parts, any speech or gestural input will be allowed to be 
interpreted and treated accordingly. Finally, the framework is 
able to handle tricky cases where one modality might have to 
be deactivated due to dynamically changing conditions, 
although the developer has allowed its input. For example, 
the speech modality might have to be deactivated in noisy 
environments, or the gesture recognition modality might 
have to be deactivated in situations where the environment 
light is insufficient. 

FIRMA supports adaptation through both adaptive 
component hierarchies and adaptive style hierarchies. The 
former is based on the design and implementation principles 
of unified user interfaces [21], while the latter is based on the 
use of adaptive style hierarchies as they are supported by the 
Windows presentation framework, to either specify the 
desired application coloring scheme and sizing guide for the 
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different controls and UI elements, or change completely the 
different framework elements’ appearance. 

Adaptive component hierarchies are inherently supported 
by the proposed framework. Tasks are described in an 
abstract manner at a higher level using ACTA, while general 
guidelines are provided according to their instantiation 
strategies. For example, the time selection task can be 
declared to comprise the consequent selection of hours, 
minutes and time specifiers according to the time of the day. 
General guidelines can be stated according to the expertise of 
the user encoded in his profile. These guidelines specify how 
the whole task of time selection can be orchestrated in order 
to be presented to the user who is going to be guided through 
the process of time selection. Furthermore, user preferences 
are taken into account, so that specific user control are used 
or omitted during the process. Finally, the entire task is 
realized in a transparent to the developer manner who can 
simply declare that he needs the time selection process at the 
desired place inside the applications that he builds. The 
initiation of the task takes place automatically, and the 
developer can explicitly declare the starting and ending state 
and consequently the starting and ending application 
dialogue that will be displayed to the end user. 

In addition to the adaptive component hierarchies’ 
principles and design guidelines, the approach of adaptive 
style hierarchies has been adopted. According to this 
approach, the sizes and colors of the displayed framework 
elements can be controlled by styles that can be applied both 
at design time and at runtime. A number of cascading 
stylesheets have been developed to be used in the context of 
adaptation based on this approach. A subset of the developed 
styles have been used during design time so that the 
developer can have a clear understanding of the appearance 
of the different user controls and dialogues that he/she is 
incorporating into the developed applications. The design 
time styles collection has been consolidated into a single 
higher level style file which can be included in the designed 
user controls and dialogues. 

The adaptive style hierarchies that are used for adaptation 
purposes during runtime have been split into three major 
categories. The first contains all the styles that handle how 
the different framework elements will be displayed. These 
styles contain all the individual stylistic decisions that drive 
the appearance and define the visual tree of all the 
framework elements such as buttons, lists, dialogues, text 
entry controls, labels etc. The second category contains all 
the styles that define the coloring scheme of the application 
including foreground and background colors for all 
framework elements, border brushes of the different user 
controls, darker backgrounds for giving emphasis to specific 
UI elements, etc. Finally, the third major category contains 
all the styles that correspond to the sizing decisions of all the 
framework elements and UI dialogues, including button 
sizes, dialogue sizes, virtual keyboard sizes and margins, text 
input control sizes, etc. The appearance of the final user 
interface is decided at runtime by the adaptation manager 
through a process of “pick and match” among the different 
available cascading adaptive style hierarchies, by selecting 
one from each major category. As a result, one style for 

visual appearance is selected, one style that defines the 
coloring scheme is placed on top of that and finally one more 
style that defines the overall sizes of every element is 
superimposed on the selection for filling in the missing 
sizing information and restoring the dynamic bindings 
between all three style collections. As a result, every style 
can refer to any other category of styles through the use of 
dynamic resources declarations. This means that each style is 
only responsible for its own category while being allowed to 
contain bindings across different categories. Hence, the 
visual appearance styles can contain bindings to the sizing 
category styles which are going to be realized once the 
specific sizing resource dictionary that is going to be used, 
has been defined and linked to the runtime of the framework. 
This approach can create an arbitrary number of application 
appearances based on the selection of the activated styles and 
the possible combinations among them. For example, if there 
are three different styles defined in each of the three different 
major style categories, the developers can choose among any 
of the twenty seven combinations (i.e., 3x3x3) of the 
available UI instantiations. However, the selection of the 
developers are being superseded by the adaptation manager 
decisions as deemed necessary at runtime. 

G. Globalization and Localization 

The proposed framework provides inherent support for 
globalizing and localizing the developed applications to the 
native language of the users. The supported globalization 
functionality is provided by supporting the automatic 
generation of the necessary translation files. The developers 
are only required to edit these files to provide the literal 
translations of the provided phrases in the end-users’ native 
language. The automatic translation is supported for all the 
framework user controls, dialogues and elements that are 
being used. The localization of the developed applications is 
realized by means of a universal translator auxiliary helper 
class that has been developed as part of the framework. The 
localization is based on localized culture and locale specific 
resource files that can be translated by either the developer 
or by expert translators to the end user’s native language. 

One major point of the translation module is that all 
translations are based on keys which can be prefixed with 
any desired phrase. The translation mechanism was 
designed having in mind that each translated string should 
have a corresponding key which could be prefixed by the 
fully qualified name of the assembly that the translated 
element belongs to, followed by the name of the application 
that contains the element. However, when a translated 
control belongs to a specific application dialogue, the name 
of the respective dialogue is used instead of the application 
name. 

V. THE ALARM CLOCK APPLICATION TEST CASE 

To demonstrate the functionality and the effectiveness of 
the FIRMA framework, this section presents a sample 
multimodal application developed using FIRMA. It is an 
alarm clock application that can be used for managing a 
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user’s daily tasks scheduled for specific times of the day. 
The user can use the application to see the current time, see 
daily notifications, add new alarms, delete existing alarms 
and snooze elapsed alarms. The application supports speech 
recognition and synthesis, gesture recognition, touch 
enabled interactions and is adaptable and adaptive to fit the 
needs of the users. 

The adaptations that have been implemented for this test 
case application concern the coloring scheme of the 
application, which changes depending on the level of the 
ambient lighting in the surrounding environment, and the 
size of the used controls, dialogues and messages with 
respect to the relative position of the user and the distance 
between the robot and the user. When the lighting level of 
the room increases, the coloring scheme of the application 
changes to darker colors that have higher contrast for the 
user to be able to see more clearly. Furthermore, when the 
level of ambient lighting is reduced, the application 
automatically changes into a more vibrant color scheme to 
compensate for the lighting changes. When the user is 
seating, the size of the used controls, dialogues and 
messages adapt according to the distance between the user 
and the robotic platform. The application supports three 
different sizes, a large sized scheme for bigger distances, a 
medium sized scheme for average distances and a small 
sized scheme for a more comfortable interaction when the 
robotic platform is very close to the user. Furthermore, the 
application supports a dark colored scheme for the night and 
a light colored scheme for the day. Moreover, when the 
robot detects that the user is not wearing his/her glasses, the 
application’s scheme changes to a high contrast coloring 
scheme for convenience. Figure 2 shows the different 
coloring and sizing schemes that the alarm clock application 
supports. 

According to Figure 2, on the lower bottom right corner 
of the dialogues, a green visual cue representing the status 
of the speech recognition modality can be seen.  

The speech recognition modality is active, hence the 
green “ear” icon is visible. The Home button of the main UI 
Navigator window gets enabled whenever the user navigates 
away from the home screen of the main menu. Whenever 
the robot speaks, the speech recognition modality gets 
deactivated to prevent the robot from understanding its own 
speech as commands to itself. The deactivation of the 
speech recognition modality is represented by a red “ear” 
image with an accompanying strike-through diagonal line. 

Furthermore, the speech synthesis modality is 
represented by a similar visual cue which depicts an orange 
robotic face figure which animates when the robot talks. 

The bottom right dialogue that is shown in Figure 2 
shows the alarms screen of the alarm clock application. In 
the middle, the user can see a list containing all the daily 
alarms that are active for the respective day. For each alarm, 
the time of the alarm and an assigned message that describes 
it is being displayed. Existing alarms can be deleted and 
new alarm can be added. 

 
Figure 2.  The different coloring and sizing schemes supported by the 

alarm clock application 

Similarly to the alarms screen, the alarm adding screen 
of the application displays the current time of the system to 
facilitate the user when he wants to add an alarm at a 
relatively short time span. The time selection process is 
automatically tailored to the end user while the respective 
adaptive task hierarchy is instantiated step by step. The time 
selection process is adapted to the experience of the user. 
Different controls and additional steps can be automatically 
selected by the framework for average or inexperienced 
users. The user can select the desired time and then accept 
the changes or reject them to return to the previous dialogue. 
The user is able to cancel at any time, or press the home 
button to return to the main menu screen. 

The user is given functionality to add a message to be 
assigned to the alarm. A virtual on-screen keyboard is 
provided to input the messages text. Finally, the application 
includes UI dialogues for confirming and providing 
feedback on the deletion of an alarm and for acknowledging 
or snoozing elapsed alarms. 

VI. FRAMEWORK EVALUATION 

The FIRMA framework was evaluated both in terms of 
being easily and effectively usable by the developers and in 
terms of being capable of building elderly-friendly 
applications by means of a heuristic evaluation. This section 
describes these two different kinds of evaluation. Further 
evaluation regarding the elderly-friendly aspect of the 
framework is yet to be conducted in the context of the 
European RAMCIP project trials as discussed below. 

A. Developer based Evaluation 

The FIRMA framework was evaluated by developers 
regarding its efficiency and its ease of use while building 
elderly-friendly multimodal interactive applications.  
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Given the target user group of the tool, i.e., developers, 
who are by definition expert users, it was decided to 
combine user satisfaction measurement with expert user 
interface evaluation in order to obtain detailed  comments 
and suggestions on the FIRMA development framework as 
well as its interface design regarding the ready-made 
components and framework elements.  

The IBM Usability Satisfaction Questionnaires [24] was 
adopted for subjective usability measurement. The FIRMA 
framework was evaluated by six expert users with 
substantial experience in application development. All users 
had at least a University degree in Computer Science or 
related subject. All of them had at least a few years’ 
experience in the field of creating WPF applications using 
the C# programming language and some basic knowledge, 
but no extensive experience or practice concerning 
adaptation or localization practices or multimodality 
approaches. The user group consisted of four males and two 
females, whose age ranged from twenty-five to thirty-five 
years. 

The group of users was briefly introduced to the main 
objectives of the FIRMA framework and of the evaluation 
experiments, and was provided with a brief introduction to 
the setup of the development environment, a brief 
description of the FIRMA framework's functionality and 
tools, and a brief scenario (including an accompanying 
tutorial) involving the creation of a new toy application that 
consisted of two dialogue screens, as well as the integration 
of different modalities, adaptive tasks, adaptation and 
localization, in order for the developers to be able to 
perform a more extensive testing of the system’s features. 

The developers were then requested to perform the tasks 
in the scenario and fill-in the user satisfaction 
questionnaires, as well as an expert evaluation report as 
detailed as possible. The scenario A included the creation of 
a new basic application while the Scenario B included the 
integration of the multiple modalities, the localization of the 
application and the introduction of a few navigation 
restrictions through the Communication Planner submodule. 

The results of the user satisfaction measurement are 
reported in Table 1 (ASQ) and Table 2 (CSQU). Scenario A 
showed a variance of 0,019 which resulted into a standard 
deviation of σ=0.1384, while scenario B showed a variance 
of 0,056 and a standard deviation of σ=0.2380. 

The conduct of the “Create a basic new application” 
scenario appears from the results to have been easier than 
the conduct of the “Integrate multimodality, localize it and 
add restrictions” scenario. This is probably due to the need 
of developers to acquire some experience in how the 
framework works, what functionality it offers and how this 

TABLE I.  AFTER-SCENARIO QUESTIONNAIRE (ASQ) RESULTS 
(RANGE FROM 1 - HIGHEST - TO 7 – LOWEST) 

 User 1 User 2 User 3 User 4 User 5 User 6 Average 

Scenario A 2,3 2,5 2,1 2,2 2,3 2,1 2,25 

Scenario B 3,7 3,2 3,6 4,0 3,6 3,5 3,60 

functionality can be achieved. 
The most appreciated aspects of the system were found 

to be its ease of use and overall effectiveness in the context 
of multimodality integration, automatic adaptation and 
localization and the reflection of the appearance of the end 
result during the design and development time in the context 
of creating elderly-friendly interactive multimodal 
applications. The users found the required workflow for the 
creation of new apps to be pleasant and intuitive and they 
were pleasantly surprised by the different supported 
automations that were supported by the system “out of the 
box” such as the multimodality integration, adaptation and 
localization processes. Concerning the included user 
interfaces and dialogues of the FIRMA framework, the users 
found that they are self-explaining, and that the dialogue 
screens do not contain information that is irrelevant. The 
users also appreciated the fact that the framework is 
carefully designed to prevent common problems from 
occurring in the first place (such as the automatic inclusion 
of the design time style sheets which reflect the appearance 
of the end product), and makes dialogues, actions, and 
dependencies visible. The developers particularly liked the 
decoupling between the application dialogues and the 
application logic and were enthusiastic about the fact that 
fine tuning of the application logic can be done at a higher 
level without requiring the recompilation of the entire 
application code. Error messages were also considered to be 
clear and precisely indicating the problem at hand. 
Furthermore the users offered helpful comments towards 
enhancements which are discussed later in this section. 

The identified weak points of the framework mainly 
concerned the limited documentation provided. This was a 
known shortcoming of the prototype system, attributed to 
existing constraints at development time, leading to rather 
limited and focused documentation. The provided tutorial 
and documentation was focused on the parts of the 
workflow at which the developers were expected to have the 
least experience. 
As already mentioned, the developers were also requested to 
provide an expert evaluation report accompanying the filled-
in questionnaires. In these reports, the users offered their 
overall comments as well as more detailed suggestions for 
improvement of the FIRMA framework. The overall attitude 
of the users towards the system was positive. It was also 
pointed out that the tool presents a low cognitive load, and 
employs workflows and concepts familiar to application 
developers. However, it was also observed that that 
developers had to maintain and meddle with different 

TABLE II.  COMPUTER SYSTEM USABILITY QUESTIONNAIRE (CSUQ) 
RESULTS 

 User 1 User 2 User 3 User 4 User 5 User 6 Average 

SYSUSE 2,2 2,3 2,3 3,0 2,1 2,1 2,33 

INFOQUAL 3,3 3,2 3,3 3,1 3,6 3,6 3,35 

INTERQUAL 3,0 3,1 2,0 2,8 2,0 1,2 2,35 

OVERALL 3,1 2,2 2,5 3,0 2,5 3,0 2,72 
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technologies to make an application work, something that 
was an expected forthcoming stemming from the nature of 
multimodal applications.  

The developers pointed out that there are some parts of 
the workflow that could be made further error-proof by 
providing some additional tools and editors. For example, 
the developers found the ACTA scripting language rather 
enjoyable but almost all of them commented that they would 
like some kind of auto-completion and some code snippets 
that could expand to provide some skeleton code for 
creating an additional application state or a transition 
between the current state and the rest of the states of the 
current application. Furthermore, they pointed out that the 
translation of the ACTA scripts into WWF rulesets should 
be something that should be addressed by the framework 
itself automatically to avoid synchronization error between 
the rulesets and the source script files. This was a 
unanimous request. Moreover, the developers suggested that 
other parts of the workflow such as the creation of SRGS 
grammars or the creation of restriction rules in the 
Communication Planner required adding code in XML 
which was not very convenient for all of them in respect to 
their experience with the language. In particular, the 
majority of them suggested that an SRGS editor should be 
provided to minimize user errors during the creation or the 
localization of SRGS grammars. Furthermore the 
development of an additional editor was advised towards 
supporting the creation of restriction rules for the 
Communication Planner while taking advantage of the 
semantics of the ACTA language which could provide 
automatic listing of all the available states, dialogue names 
and transition triggers. In addition, the developers suggested 
the creation of automation projects for the required project 
types, class types and dialogue types in the Visual Studio 
IDE which was a foreseen request since the developers of 
the actual prototype system had already contemplated on the 
provision of such functionality in a subsequent version. 
Other comments concerned limitations and bugs of the 
current implementation (e.g., window resizing problems, 
lack of some confirmation dialogues, etc.). 

In general, the developers stressed that the availability of 
such a framework would in their opinion be very helpful in 
creating elderly-friendly multimodal interactive applications 
easily and effectively. However, it was also noted that a 
certain degree of familiarity with the framework needs to be 
acquired before effective use in real development cases, 
particularly in relation to the order of the tasks that the user 
has to perform, which may not be clear at a first glance. 
Furthermore, some of the users had specific requests for 
additional functionality and system capabilities they would 
like to see supported in future versions of the framework. 
These mainly concerned the inclusion of additional 
modalities, the formalization of the communication protocol 
between the framework and the ROS operating system, the 
provision of automation class types in the Visual Studio 
IDE for creating ROS nodes and subscribers and expandable 

code snippets for adding application dialogues in code 
behind. 

In general, the user evaluation of the FIRMA framework 
offered valuable insights into the functional and the 
interaction characteristics of the system and reinforced the 
belief that there is an actual need and demand for a 
framework providing the building-blocks and tools to 
support the design and development of elderly-friendly 
interactive multimodal applications for assistive robots. 

B. Heuristic Evaluation 

In order to get an initial insight into the elderly-
friendliness of the applications created using FIRMA, a 
heuristic evaluation was performed in order to evaluate the 
various developed user controls and supported appearance 
styles. The results of this heuristic evaluation will be 
enriched with the planned user evaluation that will take 
place in the context of the EU funded RAMCIP project 
during spring 2017. 

1) Methodology followed 
In order to evaluate the UI controls of the FIRMA 

framework the following procedure was followed: 
• A UI window was developed in order to host a 

demonstrator application for the evaluators 
• From the UI window a list of buttons became 

available to the evaluators so as to select the UI 
control to evaluate  

• By pressing one of the buttons a new window was 
opened displaying on the center the control to be 
evaluated  

• A drop down menu was available to the evaluators 
that contained a number of pre-defined profiles. 
The selection of an option from the drop down 
menu resulted to the adaptation of the user control 
to the selected profile 

This process was preferred mainly because it made 
easier for the evaluators to mark the identified usability 
errors by just filling in a table the name of the control, the 
selected profile and the error.  

For performing the evaluation three usability experts 
used the presented application and through the application 
inspected all the available controls and recorded the 
identified usability problems. These problems were gathered 
per control and graded based on their severity. 

2) Discussion 
The results of the evaluation were rather positive in 

terms of the overall acceptance of the framework by the 
evaluators and all the identified usability errors were clearly 
defined and documented. Based on the feedback received, 
the controls were redesigned and fine-tuned. This 
preliminary evaluation should be considered as an 
intermediate step in the overall process of evaluating the 
outcomes of this research work.  

The final evaluation will take place in the context of the 
European RAMCIP project trials that will take place during 
a six month period in Spain (Barcelona, Fundacio ACE, 
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Barcelona Alzheimer treatment and research center) and in 
Poland (Lublin Medical University). The end users will be 
healthy elderly volunteers and patients with mild cognitive 
impairments or early Alzheimer Disease. They will interact 
with the RAMCIP robotic platform in controlled 
environments during the time period April 2017 – October 
2017. The UI of the RAMCIP platform will be based on the 
FIRMA framework and will be evaluated and validated in 
terms of ease of learning and ease of use, comfortable 
perception, acceptability and satisfaction. 

All the applications that will be deployed on the 
RAMCIP robot will be based on the FIRMA framework. 
For example, a phone dialing application will be developed 
to enable the elderly user to place phone calls to their 
friends and relatives. This application will employ image 
buttons which will be mapped to pre-installed contact 
details so that the user will be able to place the desired 
phone call simply be pressing the respective image of the 
relative that he/she wants to call. FIRMA already provides 
multiple modality activated picture buttons that can be used 
by the developers for this purpose, leveraging the burden to 
integrate the activation of the buttons using all the different 
available modalities. 

VII.  CONCLUSION AND FUTURE WORK 

This paper has presented the FIRMA framework for the 
development of multimodal adaptable user interfaces for 
assistive robots. The framework supports modality selection, 
adaptation and integration, intercommunication with the 
ROS operating system and the AAL environment, and offers 
globalization and localization facilities. 

The conducted evaluation has shown that the framework 
can significantly help developers in easily and efficiently 
creating elderly-friendly multimodal interactive applications 
for assistive robots. The preliminary heuristic evaluation of 
the framework has also suggested that the developed 
applications are inherently elderly-friendly because of the 
design of the FIRMA’s ready-made controls and UI 
elements. 

FIRMA constitutes the primary platform for the 
development of the user interfaces for the assistive robot 
under development in the context of the RAMCIP project 
funded by the European Commission under the HORIZON 
2020 Programme.  The robot is targeted to support elderly 
people with mild cognitive impairments. The validity and the 
effectiveness of the framework will be tested both in the lab 
and in real life scenarios in the pilot trials of the project 
which will take place simultaneously in two different 
European cities over a time span of about 6 months. 

Two main directions of further work are anticipated in a 
path towards supporting the fruition of domestic assistive 
platforms for the elderly in AAL Environments. The first is 
the further enrichment and development of the system into a 
mature product and the second is the adaptation of the 
framework to cover the needs of different user categories and 
impairments as well as their families’ and caregivers’. 

Towards this end, a number of improvements are planned 
focusing on the currently available modalities as well as the 
overall system functioning in terms of performance, offered 
functionality and ease of use for software developers. 
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Abstract— This study discusses several designs of 
anthropomorphic computing to obtain a greater 
understanding of the use of anthropomorphism in the design 
of digital interfaces. It includes the use of avatars, interface 
agents, hybrid characters, and robots. This extends the links 
between anthropomorphism and animism in computing 
applications. As a result, a degree of anthropomorphism is 
proposed to ease the process of classifying the 
anthropomorphism when designing human and computer 
interactions. The use of anthropomorphic characters enables 
designers to develop more significant interactions between 
individuals in helping to promote a long-term relationship. In 
order to strengthen the interactions, a set of anthropomorphic 
characteristics is proposed to be emphasized in the design 
development. In addition, the directions for anthropomorphic 
designs are also discussed.  

Keywords-Human Computer Interaction; Interface Design; 
Anthropomorphism.  

I.  INTRODUCTION 
As the growth of more social mobile applications increases, 

hence, simulating a more interactive communication in a virtual 
environment becomes possible. In this approach, a human-like 
representation is used in the interface [4]-[6].  The human-like 
interface which is also known as anthropomorphism, helps users 
to get familiar with the functions, services or facilities embedded 
in an application. The design of human-like representation is also 
useful when applied to various games in areas such as health and 
education. Many potential applications can benefit from this type 
of interface design. Most studies in anthropomorphic interfaces, 
such as [2]-[14], focused more on usability, acceptance and users’ 
preferences in several software or application contexts. 
Noticeably, anthropomorphic interfaces are preferable as 
compared to interfaces without anthropomorphic character 
[6][12]. However, the preferences are not conclusive. The 
experimental setting, application environment and the design 
itself, play an important role in shaping the users’ preferences. 
Therefore, the diversity in anthropomorphic design and 
application has led to further explorations of this study. The 
designs range from a simple smiley face to a combination of 
human form with other objects or in abstract form. Different 
forms of anthropomorphic designs have led to a certain extent of 
confusion, particularly in determining the users’ preferred type of 
anthropomorphic interfaces rather than mainly examining the 

differences between anthropomorphic and non-anthropomorphic 
interfaces. Therefore, the type of anthropomorphic interfaces 
indicates that human qualities and characteristics will be applied 
to a certain degree in anthropomorphic designs. The exertion of 
this study will explore the anthropomorphic form of designs and 
applications. At the end, an anthropomorphism spectrum is 
developed to indicate how different aspects of anthropomorphism 
can be utilised in the human-computer interaction. This study 
outlines the following; In Section 1, the anthropomorphic 
interface is briefly explained, particularly in the context of human-
computer interaction. In Section 2, the type of anthropomorphism 
in designs is discussed. In Section 3, the characteristics of 
anthropomorphism are described in detail, and in Section 4, the 
possible applications of anthropomorphism are explained with 
several examples.  With the characteristics of anthropomorphism 
in mind, the anthropomorphism spectrum will represent the 
fundamental guidelines for designing anthropomorphic 
applications for human and computer interfaces. 

II. ANTHROPOMORPHIC COMPUTING INTERFACES 
Over the last decade, the application of anthropomorphism has 

been developed in various areas such as in education [1], 
healthcare [2], and e-commerce [3]. The evolvement has 
diversified the designs in accordance to the purpose of 
application. Anthropomorphism is defined by the use of an object 
that imitates human qualities and features within an inanimate 
object [4]. Złotowski [5] further extended anthropomorphism as 
the designation of human life to a non-living object through 
designs. Anthropomorphism in designs allows designers to create 
tools that help users to comprehend the representation perspective 
without any difficulty [6]. For example, a human agent 
representation helps in online shopping, assists users in paying 
bills, becomes an online help desk, and acts as a personal tutor as 
well as other different characters and roles. The human agent is 
sometimes represented in different design forms such as a 
paperclip, any animal oriented design or even a simple car. The 
designs evolve according to the anthropomorphism 
characteristics.  

In consolidating the anthropomorphic designs, 
anthropomorphism is also associated with the definition of 
animism to a certain degree of design [1][4]. Animism also gives 
human qualities and essences to non-human objects [7][8]. Haber 
[7] described animism as “the attribution of life to a non-living 
object”. Animism refers to a design of things that make them 
seem alive and pleasurable to interact with. However, the previous 
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discussions of animism normally involved a psychological 
perspective, for example in [7][8], where people relate the object 
used in their religious practices such as a cult-statue or cult tools. 
The design of animism can exist in the form of human, animal, 
insect, plant or a combination of all mentioned. The term 
‘animism’ is minimally utilised in computing applications. A 
study by Schmitz [4] associated animism with as a life-likeness 
design concepts in designing a usable and tangible interface. 
Schmitz referred it to a robot or humanoid design in relation to the 
animism concept. Another study by Kallery and Psillos [1] 
referred to animism and anthropomorphism as other types of 
personification. They discussed the use of animism and 
anthropomorphic objects from a learning perspective among 
young students with different ages. They found that animism and 
anthropomorphism help in attracting the young students’ attention 
towards cognitive development. According to Kallery and Psillos, 
animism and anthropomorphism have to be installed with emotion 
and expression. Notably, anthropomorphism and animism are 
rooted from the same fundamental description, however, their 
usage in computing interface designs is inconsistent, depending 
on the domain in which the user interfaces are designed. 
Anthropomorphic computing refers to a representation of human 
with a large number of human-like features, and the design varied 
through the use of face, part or whole body. For example, in the 
Simpsons, a stylised human character is used, while in Monster 
Inc., a different utilisation of animal character was manipulated in 
the story. In animism, the degree of human form is decreased but 
the attribution of life remains the same. The design could be a mix 
of human form with others. Therefore, it becomes more abstract 
and hybrid such as those games characters in Angry Birds, 
Mickey Mouse, Pac-Man and others.  

TABLE 1. DESCRIPTION OF ANTHROPOMORPHISM & ANIMISM 

Anthropomorphism 
J. Złotowski [5] Designation of human life to the 

non-living object through designs. 

M. Schmitz  [4] The use of an object that imitates 
human qualities and features 
within an inanimate object. 

E. Perry and J. Donath 
[33] 

A description of an abstract of the 
humanoid depiction of a person. 

Animism 

F. Haber [7] 
The attribution of life to a non-
living object. 

M. Kallery and D. Psillos 
[1] 

A type of personification. 

L. A. Brown and W. H. 
Walker [8] 

It provides a non-human object 
with human qualities and 
essences. 

The association of human-like representation within human-
computer interactions evolves in many ways. One of the human or 
animal character personalisations is applied commonly in a virtual 
world or in games environment known as an avatar. It enables the 
mix of human or animal features. Avatar is described as a form of 
human representation to signify the users’ character in the virtual 
environment [9][32]. The application of avatar can be customised 
based on users’ preferences and specific role [9][29]. Besides, the 

avatar is designed to encourage a better social interaction 
[11][29][32]. In most studies, such as [3][10][11], the avatar was 
designed with real human depiction.  

The human representation is also known as Embodied Agent 
or Embodied Conversational Agent (ECA). ECA is an interface 
agent that provides users with help and direction within the 
application [19][20][24]. It can be a smart assistant and also a 
companion agent. It can also be designed in various forms such as 
real human, animal, non-figurative character, simulation of faces, 
and others. Usually, ECA is coded with a scripted answer to 
provide a standard level of confidence within the interaction. 
Either avatar or ECA, both are commonly applied with specific 
roles and purposes. It is noticed that the Avatar and ECA design 
could exist in between anthropomorphism and animism at some 
degree of human qualities and likeliness. Table 1 summarises the 
description of anthropomorphism and animism.  

Nonetheless, anthropomorphism and animism are also used in 
designing tangible interfaces [1][4] such as mechanical devices 
that imitate a human or a robot, as well as intangible products 
such as vases, and dolls. Therefore, there is a range of possible 
characters that can be used in computing which makes enough 
sense to formulate a scale ranging from almost human to 
inanimate in interface designs. 

III. DESIGN OF ANTHROPOMORPHISM 

A. The Degree of Anthropomorphism 
At this point, to systemise the spectrum of anthropomorphism 

and animism, one may classify the types involved as illustrated in 
Table 1 and visualise the degree of anthropomorphism as shown 
in Figure 1. The degree of anthropomorphism is indirectly 
affected by animism. A recent study by Złotowski, [5] explained 
the dimension of anthropomorphism in human-robot interaction 
(HRI), particularly in categorising the level of humanness in 
anthropomorphism into uniquely human (UH) or human nature 
(HN). Złotowski looked into the elements of humanness such as 
curiosity, friendliness, and sociability (HN). Subsequently, if it 
comes with politeness, humility, and organisational elements, then 
it is uniquely human (UH). The degree of anthropomorphism 
shows a collection of human-lifelikeness at a different stage of 
design. This design is shaped from computer interfaces to tangible 
interfaces and from anthropomorphism (highly human-
lifelikeness) to animism (lesser human-lifelikeness). With this 
scale, users’ preferences can be cultivated on various application 
domains with different setting.  

Developing a scale for anthropomorphism helps in designing 
a more preferable and acceptable application. At different points 
of the scale, the interpretation will not be the same and will 
influence the users’ preferences. Catrambone et al. [10] and 
Power et al. [14] used various degrees of anthropomorphism in 
comparing different characters in the same application. They [10] 
developed three different anthropomorphic characters ranging 
from human, cartoons, and iconic to observe how users perceived 
those designs in terms of intelligence, friendliness, pleasantness, 
and attractiveness. Meanwhile, the study by Power et al. [14] used 
two different anthropomorphic characters, lifelike and iconic, to 
validate their framework on how these two characters could affect 
users’ performance during the interaction. This study further 
expanded the defined characters in [10][14] into a scale of human-
likeness and its relation towards animism and anthropomorphism. 
Other studies did not mention specifically or measure in particular 
which degree of anthropomorphism is preferred by the users.  
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Nevertheless, the position of human voice and text in the 
degree of anthropomorphism and animism is debatable. It is like 
listening to a radio or reading a book, the communication or 
message and the sense of being together may create the same 
context by having an anthropomorphic interface. With several 
tones of human voice, it offers a different perception towards 
anthropomorphic interface. This indicates that voice and text can 
be part of anthropomorphism or animism. However, the 
arguments are not strong because voice and text are only used to 
strengthen the effect of human-like presentation. Gong [21] and 
Lee [23] in their study showed that human voice is important in 
designing a preferable and trustworthy anthropomorphism. In a 
recent study by Schmitz [31], wave sound was used to identify 
which emotion, expression or effect resulted from it. The 
expression is projected using human faces.  

Another study conducted by Murano and Holt [12], 
differentiated the effect of anthropomorphic interface towards 
users’ preferences using only anthropomorphic interface on its 
own, anthropomorphic interface with text and anthropomorphic 
interface with voice. Murano & Holt found that the addition of 
voice significantly affected the users’ preferences. Again, it shows 
that the voice plays an important role in deploying a credible 
anthropomorphic character. For text features, apart from being an 
experimental controlled condition [6][12], the text plays an 
important role in supporting a clear voice as well as conveying a 
clear information. It shows that the voice and text elements are not 
independently designed to evaluate the human characteristics at a 
certain degree of anthropomorphism, but it is rather important as 
part of the interface for better effects. Therefore, the human-
likeness form is translated into a design scale ranging from 
anthropomorphism to animism, as shown in Figure 1.  

TABLE 2. TYPES OF ANTHROPOMORPHISM 

Types of 
Anthropomorphism Description 

1) AVATAR Highly human life-likeness form. 

2) INTERFACE 
AGENT / 
SOFTWARE 
AGENT 

An agent with various forms of 
design and could be at a higher, 
middle or lower attribution of life. 

3) HYBRID 
CHARACTER 

A combination of human form and 
abstract character at a lower 
attribution of life. 

4) ROBOTIC 
A mechanical device designed in a 
physical form. 

5) PRODUCT 
ANIMATE 

Any physical product that uses a 
human in its design.  

Table 2 explains each design scale of anthropomorphism. 
Hence, mapping the anthropomorphism and animism to the 
degree of human-likeness may strengthen the interaction designs. 
Looking into a better interaction and relationship with 
anthropomorphic characters, it is important to determine the 
characteristics and elements of the anthropomorphic designs. It 
makes the designs look more persuasive and engaging. 

 

 
Figure 1. Degree of Anthropomorphism  
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B. Anthropomorphic Characteristics 
The characteristics of anthropomorphism define the strength 

of the design. Questions have been raised about the realism of 
anthropomorphism and how anthropomorphism can have a better 
persuasive effect on human-computer interaction. The application 
of anthropomorphism as interface element has considerably 
shown a convincing social response and social presence to the 
users [5][16][20]. Social response elicits psychological and 
cognitive processes, in which the users apply and accept the social 
rules when interacting with the computer [16][21]. One aspect of 
social responses is perceived through non-verbal behaviours such 
as eye contact, facial expression, gesture and posture [22]. 
Anthropomorphism with a close-up facial shows the most affected 
interfaces. Facial expression [21] and flattery effect [23] could 
also exhibit persuasiveness through the interface. However, a 
better match between facial expression, voice over and flattery 
effect may bring a more persuasive interface. Besides, the 
anthropomorphic facial expression is also displayed in respond to 
its emotional state [5].  

Power et al. [14], Prada and Paiva [20] and Forlizzi [24] 
indicated that an intelligence aspect also yielded a persuasive 
element on the anthropomorphic interface. They found that 
human-like interfaces were perceived to be more intelligent than 
other anthropomorphic interfaces. The intelligence aspect can be 
seen through the way anthropomorphic interface gave its feedback 
or responses. Meanwhile, social presence is about the users’ 
perception and feeling in perceiving the sense of being connected 
with others in the virtual world [20][25]. A social presence can be 
interpreted by demographic (gender, ethnicity, age) and physical 
appearance (attractiveness). The demographic factors play an 
important role based on the application’s purpose and 
functionality. Gender consideration was found to be more 
significantly affected by female users than male users in choosing 
which anthropomorphic interface types they prefer to interact 
more [24][26]. Female users prefer to talk to an agent that is more 
human-like and within the same gender. However, a different 
result was obtained by Qiu and Benbasat [3] and Cowell and 
Stanney [22], in which no significant differences were found in 
terms of gender preferences. Thus, gender preferences either of 
the same gender or the opposite are not conclusive and suggesting 
towards a specific domain of study that may improve its impact. 

Other than gender preferences, ethnicity of anthropomorphism 
also showed that users prefer to interact with anthropomorphic 
interfaces that matches their ethnicity [3], [22][26]. Among the 
experimental ethnicity are Caucasian, African American, Asian 
and Oriental group. In Qiu and Benbasat [3], female users were 
significantly affected by the same ethnicity interfaces than male 
users. However, Angeli and Khan [26] argued that designing an 
interface agent with an ethnocentric approach will limit the 
application or interface acceptance in general. Ethnic similarity 
helps the users to build up their confidence because interacting 
with the same ethnic background provides more comfort and 
support during the interaction. Age and facial attractiveness of 
anthropomorphic interface are other preferred characteristics. 
Previous research showed that users prefer a young interface 
agent [22] with attractive interfaces [3][26] because the interface 
was perceived as more convincing and content. Measuring young 
or old is easy however, facial attractiveness is subjective and it is 
very challenging to be measured.  

The characteristics of anthropomorphism are not conclusive. 
There is a need for further verification on each of the discussed 

characteristics. However, suggesting a set of characteristics 
consisting of social response and social presence may strengthen 
the design effects of anthropomorphism. Therefore, it will bring a 
more persuasive application that one may interact. 

IV. ANTHROPOMORPHIC APPLICATION 
The degree of anthropomorphic and its characteristics can be 

applied in several applications. One that can be further explored is 
gamification – the implementation of game designs, elements, and 
mechanics into a non-gaming application, facility, and product 
[27]. There is a plausible employment of anthropomorphism in 
gamification and it can be seen through the utilisation of avatar 
[27]-[30]. Through the use of avatar, the anthropomorphism 
becomes the users’ identification that can be personalised based 
on points and levels [28][29] as well as part of the application or 
game storyline [30]. It is foreseen that gamification can be a 
motivation factor towards users’ engagement [27][29], and 
anthropomorphism is part of it. However, in gamification, other 
than the avatar, little consideration has been paid to other degree 
of anthropomorphism.  

Besides, the disaggregation of anthropomorphism into a 
certain human-likeness scale is beneficial, if it is implemented for 
a specific purpose. For example, it can be applied to e-learning 
environment, in which different students may have different 
preferences on the degree of anthropomorphism that can be 
presented as their personal identifiers. Another example would be 
the health care context, in which patients may have distinctive 
propensities on the degree of anthropomorphism that is 
convincing enough for them to interact, or in the e-commerce 
application, on the degree of anthropomorphism that should be 
applied for the customer service characters and other related 
applications. However, the application of anthropomorphism is 
not limited to these areas only. It could also be extended into 
social media applications or in text-based communication such as 
Twitter, Messenger, and WhatsApp.  

Therefore, the application of anthropomorphism at various 
scales of human-likeness may extensively enable its role in the 
human-computer interaction 

V. CONCLUSIONS 
Anthropomorphism in the human-computer interaction is not 

just a tool to facilitate users in completing their tasks. 
Anthropomorphism is beyond just an interaction, which involves 
designing an anthropomorphic interface varying from simple 
abstract character to full human body imitation. This variation 
leads to further classification on which anthropomorphism should 
be used, thus, nurturing anthropomorphism in a specific context of 
design. This helps the designer to understand the reasons why 
anthropomorphism is used. One of the reasons is for better 
engagement, interaction, and relationship within the application. 
The persuasive elements such as how anthropomorphic computing 
gives response physically and emotionally, and/or how the 
anthropomorphic interface delivers the sense of being there during 
the interaction were discussed to suggest a set of elements that 
should be implemented when designing an anthropomorphic 
interface. This paper indicates a way forward in the use of 
anthropomorphic elements in the interface design, taking into 
account a range of possibilities based on the scale that has been 
proposed. In reality, this scale would be useful, depending on the 
demographic of the users. For instance, younger children may 
prefer more animistic or object/human type interfaces, while older 
people may prefer avatars of some sort. Further study should 

401Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         417 / 457



focus on the design development or framework development by 
considering the degree and the characteristics of 
anthropomorphism into a specific application.  
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Abstract—This paper investigates an approach of how to naturally
interact and explore information (based on open data) within
an immersive virtual reality environment (VRE) using a head-
mounted display and vision-based motion controls. We present the
results of a user interaction study that investigated the acceptance
of the developed prototype, estimated the workload as well as
examined the participants’ behavior. Additional discussions with
experts provided further feedback towards the prototype’s overall
design and concept. The results indicate that the participants were
enthusiastic regarding the novelty and intuitiveness of exploring
information in a VRE, as well as were challenged (in a positive
manner) with the applied interface and interaction design. The
presented concept and design were well received by the experts,
who valued the idea and implementation and encouraged to be
even bolder, making more use of the available 3D environment.

Keywords–human-computer interaction; virtual reality; immer-
sive interaction; information visualization.

I. INTRODUCTION

Virtual reality (VR) is not a particularly new research area
[1], however having a fully immersive VR experience required
expensive equipment and elaborate maintenance in the past [2].
Touch input has introduced a natural way of interacting with
digital content, because it is the most intuitive way for humans
to interact with their environment [3]. Through head tracking
technologies and systems like head-mounted displays (HMD),
VR has the potential to achieve a similar effect regarding
naturally handling digital content for human vision [2]. Putting
yourself into a virtual reality environment (VRE) and thus
directly inside things, dramatically changes how you feel,
completely shifting your perspective in a break of tradition
[3][4]. Therefore, there is a lot of potential regarding the
visualization of digital content within a 3D environment suited
for immersive VR [5].

Information visualizations are used by humans to gain
insights and acquire an understanding of data in a more
comfortable and easier way compared to, e.g., reading infor-
mation in text format [6][7]. This is attributable to the human
cognitive capabilities to perceive information visually, interpret
the graphical representation of data, and infer meaning [7].
However, humans usually perceive digital information in a very
limited way, through the small and fixed window of a computer
screen while using counter-intuitive 2D tools, such as keyboard
and mouse, to interact [3][8]. A combination of VR as natural
user interface (NUI) for human vision, and motion controls
(particularly hand tracking [2]), as NUI for the interaction with

digital information, could deliver an immersive and natural
user experience. This is a not a trivial task and deserves deeper
investigation in terms of the interplay of these technologies,
as well as the challenges of crafting interaction and interface
design for presenting digital data in a VRE.

In order to address these challenges and to examine the
suitability of the use of immersive VR technologies in the
context of interactive information visualization (InfoVis), we
have identified a number of relevant research questions:

RQ1 Is immersive virtual reality suited for exploration of
open data and content retrieved from the web?

RQ2 Is the usage of head-mounted display technologies and
(vision-based) motion controls suited to work together,
and can they benefit from each other in order to create
a natural user experience?

In this paper, we present our approach to explore open
data in an immersive VRE. We designed and implemented a
VR prototype using a HMD and vision-based motion controls,
to visualize and enable the user to explore a network of
European capital cities, based on open data obtained from
DBpedia. The remaining of this paper is organized as follows:
Section II describes the foundations (including the concept
and design approach) and a brief overview of the technical
implementation. Related work is described in Section III.
Details about our applied research methodology are provided
in Section IV. In Section V, we provide the results of our
conducted studies. Section VII presents our conclusions and
proposes possible lines of future work.

II. FOUNDATIONS

Immersive VR enables its users to visually perceive
computer-generated content as if it was real [2]. For VR
systems, HMDs have usually a closed view in a non-see-
through mode; consequently, the user is visually isolated from
the real world, completely surrounded by computer-generated
content. Using head- and even body-tracking, the user is able to
naturally look around and explore the three-dimensional virtual
scene according to the real world paradigms [9][10].

Vision-based motion controls, sometimes also referred to
as vision-based gesture recognition, have the potential to be
a powerful tool in order to support the user with interaction
and manipulation in the 3D space without the need to hold
physical sensor devices [11]. As the prefix “vision-based” indi-
cates, technologies following this approach usually use one or
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multiple cameras or infrared sensors to visually recognize the
user’s hand or body movements, and translate these movements
accordingly into the digital space [11][12][13]. As the most
expressive form of human communication, gestures have the
potential to be useful in HCI as their application goes directly
in line with the concept of NUI [14].

The interaction between humans and computers represents
the heart of modern InfoVis [7]. Especially through the grow-
ing amount of collected data, tools of different nature (from
artistic to analytical to mixtures of both) have been developed
in order to provide a novel perspective to our surroundings, and
InfoVis is considered essential in making data more accessible
to a broader audience [15]. Within the area of HCI, particularly
visual analytics deal with questions regarding how to combine
and integrate strengths of both humans and computers into
creative and interactive mechanisms to interpret and extract
knowledge [16]. In the community, the use of 3D in InfoVis
is regarded with skepticism, but in certain cases, such as for
spatial layouts, 3D visualizations can provide advantages over
traditional 2D. However, since moving from 2D to 3D can
be expensive in various ways, it needs careful justification
and the benefits must outweigh the costs. If a meaningful
3D representation implicitly exists within the dataset (e.g.
airflow, skeleton, location), a 3D visualization approach is
easily justifiable. If the spatial model and layout is rather
chosen than given, it is the visualization designer’s task to
carefully map values and relations of the dataset’s items to
appropriate variables within the 3D space [17].

A. Concept and interaction design
While VR using HMDs has possibilities to provide a

visual NUI, approaches to create a NUI for user input in
combination with VR had to be considered to create a natural
user experience. Vision-based motion controls enable manip-
ulations of virtual objects to a realistic degree [11]. This is
particularly important since the user will be visually isolated
of the real world surroundings when wearing a HMD [14]. The
applied prototype scenario was conceptualized around these
technologies.

The identification of a concrete user scenario and conse-
quently designing towards exactly that scenario is one of the
most important considerations in the process of crafting an
interactive InfoVis [15]. Keeping the conducted foundational
research about VR in mind, the idea to build a network of
different nodes within the 3D space came up, and a user
scenario with the purpose of exploring available open data
about European capital cities within an immersive VRE was
identified. Since VR has the potential to drastically change the
user’s perspective [3], the thought of putting the user “inside”
the InfoVis came to mind early in the design process. In
more traditional InfoVis approaches, the user is put “outside”
the visualization quite often, providing an overview about the
data in a role of an observer. With the HMD VR technology
and the available 3D virtual space at hand, the change of the
user’s perspective to the inside rather than to the outside of
the InfoVis seemed attractive and novel to pursue. Features to
enable the user to explore the network of nodes itself as well
as each individual node in more detail had to be implemented.
Two options to implement the exploration of the network
were considered: enabling the user to move completely free
without any restrictions within the VRE, or restricting the user

movement to traversing between the nodes. Since there are
known cases of intensified motion-sickness when letting the
user move freely around in the VR space (without physically
moving in the real world) [18], the decision was made to
restrict the user movement to only traverse between nodes.
Wikipedia was identified to serve as the data source. A
practical look at Wikipedia articles about European capital
cities provided the idea to request data items within an article’s
“infobox” (e.g. country, geolocation, area, population, images)
using DBpedia’s available API and its semantic layer [19].
The concept of filtering is a common interaction technique in
InfoVis [6]. Therefore options to filter all European capital
cities towards their area and population were introduced to
support users in their exploration of the network.

Ultimately, the conceptual interaction and interface design
of our VR prototype can be summarized to contain the
following key features:

• Present open data about European capital cities re-
ceived from Wikipedia (through DBpedia).

• Each capital is represented by an individual node in
the 3D space.

• Put the user perspective inside the network visualiza-
tion rather than looking at it from the outside.

• Automatic traversal for node-to-node movement, no
“free” movement in the 3D space outside the node
network.

• Two view modes: exploration and content view.
◦ Exploration view: present minimal information

about each node, explore the entire network.
◦ Content view: present detailed information

about one node, explore the current node.
• Filter options to display connections to cities with

higher/lower area or population.
• Scale the sizes of the nodes’ 3D models to proportion-

ally represent the cities’ individual area and population
in respect to all others in the network (making them
visually comparable).

• Swipe gesture interaction to initiate movement to other
nodes and to trigger/dismiss exploration or content
view mode.

• Interactive 3D GUI to operate filter and scaling op-
tions.

• Visualization of the user’s hands, and providing visual
feedback for gesture interactions.

B. Implementation of the prototype
The developed prototype can be divided into two parts:

a) a server and database and b) the VR application. Figure 1
illustrates the overall system architecture.

Server and database (see Figure 2) are based on Node.js
and MongoDB, completing the following tasks:

1) Queries data items of a given European capital city
from an open data source (DBpedia).

2) Persistently stores the queried data items in a struc-
tured and uniformed way.

3) Provides access to the stored data items, prepared for
visualization.
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Figure 1. System architecture

Figure 2. Server and database overview

The visualization engine and thus the complete software
development of the VR application is based on the cross-
platform development system Unity. The Oculus Rift DK2
was used as HMD, while a Leap Motion controller (attached
in front of the HMD) served as the vision-based motion
controller.

The implemented VR application can be
divided into seven main GameObjects. The
NetworkVisPlayerController GameObject handles
all tasks related to the application’s user, such as providing
instances of the VR camera and the Leap Motion controller
as well as handling the user interaction and visual feedback
upon successfully recognized gesture interaction. The
NetworkCreator GameObject is responsible for
keeping track of the network’s current status and is
able to dynamically manipulate the nodes of the network
according to the user’s input. Furthermore it is able to
receive information about the European capital cities from
the complementary server and database and to instantiate
a VR-NetworkNode GameObject for each city. The
NetworkVisualization GameObject is a wrapper
for holding all VR-NetworkNode GameObjects together,
ultimately taking care of rendering and representing all nodes
within the network. The EuropeMapLayer GameObject
presents an underlying outline of all European countries to
the user. Responsible for rendering detailed information about
a network node is the VR-NetworkNode-ContentView
GameObject, displaying description, numerical data as
well as images about the city on three 2D content planes
located in front of the user as well as to the left and
right. The interactive 3D GUI presenting the different filter
options is handled by the VR-FilterExplorationView

node network hands notification

content left content center content right

flipping image filter menu button push

Figure 3. Multiple screenshots of the VR application

GameObject. Furthermore, the VR application features a
LoggingSystem GameObject, keeping track of every user
interaction by writing detailed information in a .csv file,
which can later be analyzed.

Figure 3 illustrates multiple screenshots, giving a visual
impression of the created VR application. The video at [20]
demonstrates the features of the developed prototype.

III. RELATED WORK

Donalek et al. [21] recently described their initial explo-
rations of finding optimal use practices for the application of
immersive VR as a platform for interactive and collaborative
data visualization and exploration. They focused on the visu-
alization of highly dimensional data based on large digital sky
surveys that can be represented as abstract feature vectors and
experimented with different approaches of multidimensional
data representation in VR [21]. Design challenges for a 2D
gesture interface in a 3D VR environment have been explored
by Lee et al. [22], who developed and evaluated an immersive
VR game, concluding that cross-dimensional interfaces may
significantly reduce simulator sickness. Ren and O’Neill [13]
investigated 3D selection with freehand gestures and propose
overall design guidelines. According to their results, designers
should consider mapping 3D hand movements to 2D inter-
action for simpler user interfaces with few elements [13].
Abrash [4] argues that immersion can make VR interesting,
but great VR requires custom software. Bayyari and Tudoreanu
[5] investigated perceptual and interaction characteristics of
immersive displays and conclude that they support better
understanding of data and are thus superior to traditional
desktop visualization.
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IV. METHODOLOGY

The purpose of our investigation is to answer the questions
of whether and how appropriate the application of immersive
VR is in order to visualize and naturally explore content
from the web. Our research approach has rather deductive
characteristics [23].

We carried out a user interaction study to gain insights
and real experiences about the design and operation of the
developed prototype in practice. It was of particular interest
to gather the user’s thoughts about their ability to naturally
interact with the visualized content and explore the data
network. We conducted eleven one hour sessions between the
researcher and each participant. The six female and five male
participants, aged between 16 and 32 years, were introduced
to the prototype by watching a pre-recorded video [20] that
demonstrated the features of the developed prototype.

The eleven participants were given two tasks: to find a city
with a population (or area) of a certain number of inhabitants
(or square kilometers), using all the features of the prototype
such as the filter options, the movement functionalities as well
as receiving more detailed information about a visited city in
network node. They were encouraged to explore the visualized
network and let the researcher know once they found a city that
they considered to satisfy the request of each task. Before their
sessions, each participant had the chance to become familiar
operating the developed prototype in order to understand the
basic functionalities as well as getting used to wearing a HMD
and using the vision-based motion controls. Based on the
participant’s prior experience with the immersive technologies,
this warm-up phase took no longer than five to ten minutes.
There were no time constraints regarding the completion of the
tasks and the participants were asked to operate the prototype
at their own speed. However, the completion of a single task
should not exceed ten minutes.

A mixture of both quantitative and qualitative data collec-
tion methods were used. Self-constructed pre- and post-session
questionnaires, featuring a mixture of Likert-scale and open
questions, were used to examine the participants prior experi-
ences with the presented technologies as well as examining the
developed prototype in more detail. To gain focused feedback,
the post-session questionnaire was structured into the following
evaluation categories: Perception of the content generated with
data from the web, Spatial perception of my location within
the 3D network, Interaction using the vision-based motion
control interface and Human factors and ergonomics. The
implementation of a log-file system enabled us to evaluate all
interactions of the user with the prototype, e.g., metrics such as
the time needed to complete a task, the time spent on individual
nodes (cities) and the amount of user interactions applied to
complete a task. Each study was closely observed by the
researcher, who kept written notes. After completing the tasks,
each participant was asked to estimate the felt workload, based
on the Task Load Index (TLX) workload estimation developed
by NASA [24][25]. Receiving insights about a participant’s
workload helps to analyze and estimate the interaction and
interface design, providing indications if the participants felt,
e.g., bored, neutral or overburdened within the VRE.

Additionally, experts within the field of HCI and (interac-
tive) InfoVis were selected from within the staff at the Faculty
of Technology at Linnaeus University and invited to partic-
ipate in approximately one hour long discussions between

Figure 4. Participants interacting within the developed VRE

the researcher and the experts. Within these discussions, the
researcher presented the concept, idea and motivation of the
conducted work to the experts as well as information about the
identified problem domain, scenario and research questions.
The researcher conducted also a live walkthrough presenting
the developed prototype to the experts, during which they
were encouraged to communicate their feedback, comments
and thoughts towards the project. They were furthermore
encouraged to not only think about the presented scenario,
but to think further, more abstract towards similar interactions
or activities in similar cases.

V. RESULTS AND ANALYSIS

This section presents the results of the conducted user inter-
action study and expert discussions as described in Section IV.
Figure 4 presents some impressions of the participants during
the user interaction study.

A. User interaction study

The participants were asked to find a European capital city
close to 1.5 million inhabitants during the first task, and one
featuring an area of close to 750 km2 during the second task.
Valid result sets for both tasks were identified beforehand and
are illustrated in Table I. All participants had to start from the
node representing Växjö (where Linnaeus University is based).

As shown in Table II, two participants did not name a
solution within the set of valid results for task 1 (they chose
Copenhagen and Sofia instead), but all eleven participants
correctly identified a city close to the asked parameter in
task 2. Additionally, it can be observed that the majority of
participants were able to name a solution rather close to the
asked parameter within both tasks.

Utilizing the implemented log file system, a detailed anal-
ysis of the participants’ interactions was undertaken. Figure 5
gives a summary for all participants, including both average
values and standard deviation for tasks 1 and 2. Comparing
the two tasks, it is interesting to note that the averages of
the time spent in a traveled city, as well as the amount of
visited and uniquely visited cities, do not show significant
differences, while it is noticeable that the overall amount of
interactions increased and the overall amount of time needed
for the task completion decreased within task 2. It also appears
that the participants interacted more heavily with the filter
related features during task 2. The task order was the same for
all participants, therefore this expected outcome would indicate
increasing confidence and familiarity with the interface.
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TABLE I. SET OF CITIES IDENTIFYING SUCCESSFUL TASK SOLUTION

Task 1 Task 2
City name Inhabitants (in million)
Vienna 1.724
Budapest 1.722
Warsaw 1.717
Belgrade 1.339
Prague 1.249

City name Area (in km2)
Berlin 892
Kiev 839
Zagreb 641
Madrid 605.8

TABLE II. PARTICIPANT TASK SOLUTIONS (CITIES ESPECIALLY CLOSE TO
THE ASKED PARAMETER ARE MARKED IN BOLD)

Task 1 Task 2
City name Count
Vienna 1
Budapest 1
Warsaw 1
Belgrade 5
Prague 1

correct answer 9 / 11
other / incorrect 2

City name Count
Berlin 2
Kiev 3
Zagreb 6
Madrid 0

correct answer 11 / 11
other / incorrect 0

Figure 5. Results - Summary of log files for both tasks

B. NASA Task Load Index
The estimated workload of all participants averages at 47.5

percent with a standard deviation of 17.6. Excluding the two
outliers (that estimated their workload significantly lower and
higher than everyone else, respectively) the workload average
does not differ significantly at 48.54 percent but with a lower
standard deviation of 11.2.

Looking at the participant’s determined weights and ratings
of the individual TLX factors mental and physical demand
as well as performance and effort were rather important to
the participants’ experience of workload, while the factors
temporal demand and frustration were of less importance
during the task completion. The participants experienced com-
paratively higher mental and physical demands as well as the
need to make efforts in order to complete the given tasks
within the VRE. The average ratings also showed that the
participants felt a comparatively low level of both temporal
demand and frustration. Furthermore, the low performance
value corresponds to a good level of performance, indicating

that the participants felt rather successful and satisfied with
their accomplishment by completing the tasks. It is particularly
noteworthy that the participants were not given any indication
about the success or failure of the task completion and their
given answer.

C. Post-session questionnaire (PTQ)

Perception of the content generated with data from the
web: The participants felt throughout rather positively about
the perception of the presented content, which was ultimately
generated with data received from the web. The participants
valued the amount of presented information about the cities
within the VRE. The textual description of a city was rated
not too long nor too short. Together with providing important
facts (area, population, country) in bullet point format, the
designed interface enabled the participants to get a quick
and pleasant rated city overview. Additionally, the participants
liked that not only textual data were presented to them, but
also photos about the cities, asking even to provide more
images in the future. Overall, with displaying content on
2D planes in front as well as to the user’s left and right
(see Figure 3 middle row), the layout and the animation
of the city data (VR-NetworkNode-ContentView) was
perceived positive. Some participants commented that they felt
“closer to the information (and its value)”.

Spatial perception of my location within the 3D network:
The participants considered to have had a solid understanding
about their own location within the network at all times.
Observations and answers of the open questions further indi-
cate that the participants are in line with the prior mentioned
design decision to offer node-to-node movement and no free
movement within the 3D space from an interaction point
of view. Furthermore, they expressed the supportive value
of the underlying map, indicating the importance of such
an essential cornerstone towards the visual guidance in the
presented VR prototype. The visual node to node connections
helped identifying potential targets to travel to, as a result
of applying a filter. Most negatively mentioned within this
category was the ability to change the nodes’ size according to
their area or population value and in relation to all other nodes
within the network. Through the change of perspective and
thus putting the user’s perspective inside the visualization, the
participants expressed their inability to properly compare the
nodes’ sizes, e.g., actually larger nodes in the further distance
would effectively appear smaller compared to nodes closer to
the users location due to the perspective.

Interaction using the vision-based motion control interface:
The participants enjoyed operating the VR prototype by using
gestures made through hand movements, although they had
rather neutral feelings towards a precise interaction due to
the inaccuracy of the gesture recognition. Some participants
had to try multiple times to perform a successful gesture.
The overall interaction using gestures, and thus the user’s
body, was received as fun, even fast and fluent, experience.
The applied gesture set was easy to learn and remember.
The interaction with the 3D GUI was particularly enjoyable.
The implemented visual feedback, indicating the successful
performance and recognition of a gesture interaction, was
considered valuable, ultimately representing a crucial response
from the VR prototype to the user.
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Human factors and ergonomics: Providing users with a
swivel chair proved to be a good idea, since the participants
strongly agreed that it supported them in the 360 degree
exploration of the network. Some participants expressed
concern that operating the VR prototype might get physically
too tiring or stressful after longer usage. This would need to be
further investigated in future studies. The actual visualization
of the user’s hands within the 3D space and thus the visual
translation of their physical hands to the virtual space was
mentioned positively. Since the users are not able to see their
physical hands anymore while wearing the HMD, translating
these accordingly into the virtual space seemed to be an
essential bridge between physical and virtual world.

D. Expert discussion
As mention in Section II, the use of 3D within the

InfoVis community is met with skepticism. But in case of the
implemented VR prototype and considering its intention and
purpose, the experts agreed that the presented scenario is one
of the few where 3D interactive InfoVis works fine. Due to its
focus on the exploration of data, the interactive visualization
in the 3D space provides a unique perspective and thus fresh
approach towards data exploration and browsing. The experts
also stated that the developed VR prototype and its scenario is
probably quite valuable as a learning tool, arguing that children
learn from their 3D environment. Therefore being surrounded
by the content instead of looking at it from above is potentially
beneficial in this context. Although the implemented filter
options work fine within the presented scenario, encouraging
the user to play around, explore and move around as much
as possible, the experts state that for “real” data exploration
these are not enough and need to be assisted by the ability of
putting numbers into the filters, e.g. using range sliders.

To avoid getting lost in larger networks, the experts sug-
gested to implement features to support additional guidance or
navigation, such as an isometric or aerial perspective. For fu-
ture work the experts also suggested to support and implement
features to select, highlight (e.g. glowing effects) and compare
multiple nodes within the network. The implementation of
concepts such as a radar, a minimap, or a “quest marker”
(as known from computer games), could provide additional
guidance and navigation depending on the given task.

Although the prototype made usage of the 3D space, the
network node arrangement used 2D geometry. The experts
suggested to think about the potential of the 3D environment
to come up with effects and solutions to overcome some real
world problems. An example they provided in the particular
case of overcoming occlusion within a 2D arrangement was
to investigate the implementation of a “world bending” effect,
similar to the ones shown in the movie Inception or the Halo
computer game series. The experts positively acknowledged
the visual feedback as result of recognized gestures, reasoning
it being crucial to the user. The 3D interactive GUI was
received positively as well, noting that it feels very easy to
operate the interface elements.

VI. DISCUSSION

Although the participants had only minor experience with
VR technologies, if any, in the past, it was particularly
interesting to see their adaption to the presented setup and

Figure 6. Explorative behavior: revisiting (left) vs. straight (right)

thus the interaction with the developed VR prototype. The
participants’ answers show that they were successfully able
to solve the given tasks by exploring the 3D virtual network
and consuming the displayed data. This furthermore confirms
the proper functioning of the VR prototype, both in terms
of design and implementation. Examining the log file data it
appears that the participants learned and adapted quickly to the
overall interaction, which is interesting given the comparatively
short amount of time they spent with the prototype (approx.
20 minutes, including warm-up phase and the completion of
task 1 and 2).

The implementation of a log file system for this kind of
application turned out to be an essential asset for analyses as
every recognized interaction between user and the prototype
could be tracked (see Figure 5). Particularly interesting was
the tracking of the participant’s routes, visualizing their explo-
ration while solving the given tasks. This provided some in-
sights in their behavior and even search strategy. Two types of
explorative behavior were identified, as seen in Figure 6: either
featuring an increased degree of revisiting already explored
network nodes, or going straight from one city to another
until a suitable solution was found. At this point, it is not
possible to derive concrete conclusions why sometimes each
strategy was chosen. To further investigate this matter, more
studies need to be conducted in the future, e.g., including the
presentation of the visualized pathways to the participants after
task completion and interviewing them about it.

The NASA TLX analysis revealed that the participants’
estimated workload averaged at 47.5 percent. Given the par-
ticipants’ prior experiences with VR technologies and the
novel approach of the presented VR prototype, a workload
of around 50 percent can be considered ideal, indicating
that the participants were neither bored nor overburdened
with operating the prototype, especially considering that the
majority of participants were confronted with such a setup and
scenario for the first time.

The results of the post-session questionnaire, asking the
participants concretely about their experience with the VR pro-
totype, are encouraging as well. The presentation of the content
was accepted positively, pointing out the overall intuitiveness,
novelty and pleasantness of the designed interface. Textual
content within a 3D environment can arguably be tricky,
but within a VRE with no high resolution display devices,
users could become faster exhausted by exclusively visually
perceiving content, due to potential blurriness. Therefore, the
amount and way of how to display textual content using today’s
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broadly available HMD devices can be considered crucial to
the overall user satisfaction (which was ranked satisfactory
in our prototype). In general, the three element layout of
putting visual content to the user’s left, right and front, in
combination with a HMD setup found practical acceptance.
The chosen movement transition, enabling users to move
exclusively from one node to another, was perceived positively
as well, especially in regard to the overall physical stationary
setup. While the users move in the virtual space, they do not
actively translate their location in the physical space. Therefore
transitional movement effects can be considered well chosen
(see also “Swivel chair” experience [26]). The users were able
to quickly learn and remember the functionalities of the VR
prototype and make use of the complete feature set. Both the
gesture and the 3D GUI interaction were perceived enjoyable
and intuitive. Both interaction mechanisms have their value
regarding the application within an immersive VRE. Whether
to use one or the other seems highly related to the functionality
or feature the interaction will embody.

Receiving the comments that the developed VR prototype
and its presented scenario can be assigned to the few cases
successfully demonstrating 3D interactive InfoVis was very
encouraging for our proof of concept. However, at the same
time the experts also argued for the importance of including
more traditional features, e.g., maps or isometric perspectives,
aerial respectively. Although the presented change of perspec-
tive for in this scenario feels fresh and novel, one should not
forget or ignore potential limitations that it might come with
it. Therefore, features to support the guidance and navigation
of the user are more important than in other scenarios and
should be considered when designing an application of that
kind. After all, humans use even in the real world maps or
other applications to assist them in their path-finding and
exploration.

VII. CONCLUSIONS AND FUTURE WORK

The aim of this paper was to investigate how an immersive
VRE using a HMD and vision-based motion controls could be
used to let the user naturally explore and interact with content
and data received from open online accessible resources. We
presented the design and implementation of an immersive VR
prototype, ultimately enabling the user to explore a network of
European capital cities based on data from Wikipedia. In order
to gather insights, thoughts and recommendations of the user
experience while operating the implemented VR prototype,
a user interaction study and discussions with experts were
conducted to explore the relevant research questions:
RQ1: Is immersive virtual reality suited for exploration of
open data and content received from the web? The designed
and developed VR prototype, and the gathered results, indicate
that immersive VR is indeed suited for the exploration of
traditional data and content from the web. Using a HMD device
the users were able to perceive visually the content within the
3D space, while interacting using their hands. The results show
that the participants valued the enjoyment, intuitiveness and
novelty provided through the presented approach, while they
learned quickly to make full use of the prototype’s feature set,
even solving the given tasks satisfyingly. Some participants
tried to solve the given tasks very systematically, while others
seemed a bit more open in their course of action. Both
approaches of exploration ended in successful task completion.

The fact that almost all participants were encouraged out of
own will to find a particularly good solution towards the given
tasks speaks for the acceptance and enjoyment of operating
in the presented immersive VRE and its scenario. This is in
line to the results of the NASA TLX estimation, indicating
that the participants were positively challenged with the newly
experienced environment and its technological components to
a reasonable extent. Consequently, the developed VR prototype
presents a practical approach for the overall successful design
and implementation of a) translating traditional content from
the web to a 3D environment and b) crafting an interaction
interface enabling users to explore a 3D environment and its
visualized content.

RQ2: Is the usage of head-mounted display technologies
and vision-based motion controls suited to work together
and can they benefit from each other in order to cre-
ate a natural user experience? Although both technologies
presented some minor issues (experienced blurriness, low
comfortability of the HMD, inaccuracy of gesture detection),
the presented VR prototype showed that HMD and vision-
based motion controls can successfully work and, even more
importantly, complement each other. While users are wearing
a HMD, they are visually isolated from their physical environ-
ment. Designing more immersive input mechanisms is a crucial
part towards supporting the user with more natural interaction
possibilities. The study participants used the combination of
both technologies to explore the 3D virtual environment (VE)
and successfully complete their given tasks. Design approaches
of the interaction through gestures and a visible 3D GUI
were explored. Both found acceptance, indicating that inter-
action possibilities following these approaches can work in a
meaningful way within a VRE. Interactive 3D GUI elements
have the benefit of being visible to the user at all times, thus
indicating and reminding the user on their functionalities. At
the same time, interaction through gesture recognition seem to
enable the user to operate fast and fluent interactions. However,
these gestures need to be easy to learn and simple to remember.
Overburdening the user with too complex gestures on the one
hand and a set featuring too many gestures on the other, should
be avoided. Furthermore, through our observations it is rec-
ognizable that the combination of both technologies requires
the user to apply a higher degree of physical movements than
compared to traditional HCI setups. Consequently, the intended
duration of how long an application should be experienced
needs to be considered within the application’s design. While
the combination of HMD and vision-based motion controls
worked well in case of the presented prototype, the user
interaction study and the dialog with the experts also revealed
their curiosity towards additional (input) technologies, such as
voice recognition, 3D audio and haptic interfaces, which seem
promising to investigate in the future.

The presented prototype can be considered a first step
and proof of concept into the direction of creating immersive
VREs that feature traditional web content. Although the basic
functionalities and visualization approaches throughout worked
satisfactory, the experts made some valid arguments for future
considerations, such as more features supporting the guidance
of the user or making more use of the unique possibilities
only a 3D VE can offer in order to overcome real world
limitations. In conclusion, it is noticeable that which design
approaches and decisions will work and which will not is
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highly dependent on the applied scenario and use-case and
should thus be considered individually. Through its focus on
exploration, the presented prototype demonstrates one of the
few use cases, where immersive 3D VR InfoVis can be useful.

Still, some changes on the existing feature set of the
implemented prototype can be applied. The overall color
scheme could be reworked, also investigating the application
of heat map filter options in order to support the ability to
better compare network nodes using the newly presented per-
spective. Additional features to support the user’s navigation
and path-finding can include a minimap, the implementation
of a temporary isometric or aerial perspective, or even the
implementation of world-bending effects. Also, the addition
of other emerging technologies such as voice-input, 3D audio
or haptic interfaces needs to be in investigated in the context
of immersive VREs.

Furthermore, the VR prototype should be presented to a
larger audience in additional user studies in order to gain
further insights. The presented results showed that participants
rated the developed prototype as “enjoyable” and “intuitive”.
Long term studies should be performed to prove the effec-
tiveness of VR or reveal if the participants’ opinions are
just an instant reaction to a new experience. Within this
study, the duration of the participant interacting with the VR
prototype lasted approximately 20 minutes. Longer interaction
sessions and their implications could thus be investigated in
the future as some participants expressed their worries partic-
ularly towards the physical exhaustion in prolonged interaction
sessions.
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Abstract—Most of online website builders work by combining 

and customizing reusable HTML modules. This approach 

could rise the risk of conflicts among modules. The World 

Wide Web Consortium (W3C) is writing the specification of 

Web Components. This standard provides a browser-native 

solution in order to realize encapsulated Document Object 

Model (DOM) elements, in which the Cascading Style Sheets 

(CSS) and JavaScript scope is locally bound and the 

interaction with the document is strictly designed by the 

component author. Upon this standard, libraries have been 

built, Google’s Polymer being an example, which provide a 

declarative and easy way to realize Components. In this paper, 

we provide a solution to the module approach limit in website 

builders by using Web Components as modules that are 

customizable by the end user. Our approach uses standard 

web technologies that modern browsers are natively 

supporting. We describe how a customizable Web Component 

is designed and how to bind their options with the generator 

UI. Furthermore, we will show an application of this approach 

in a Landing Page generator. We demonstrate that the 

generator could import again the generated HyperText 

Markup Language (HTML) and edit it, without any 

intermediary data structure (i.e., eXtensible Markup 

Language, XML or JavaScript Object Notation, Json). Finally, 

we outline further future development of this approach. 

Keywords-Website generation, Web Components, HTML5, 

modularity, end-user generation, SME. 

I.  INTRODUCTION 

The spread of smartphones in the last 5 years has deeply 

changed the market, forcing businesses of any kind and size 

to conform their online presence, in order to avoid the lack 

of an important market share.  
Overwhelmed by contents, the constantly connected 

consumers use now to spend the slightest of their time on a 

Web site, mostly by mobile devices, becoming bothered 

about navigation trees and expecting to find on the first page 

– with no more “click and wait” – the information they 

need. For these and further reasons, one-page sites are 

nowadays very popular, often together with responsive 

design patterns. 
This worldwide transformation is very quick and radical 

and produces two consequences: on one hand, businesses - 

which are mostly devoid of the required skills for managing 

and distributing contents on their own - had to delegate 

these tasks to service companies; on the other hand, the 

media agencies - in order to reduce costs and fulfill the 

market demand of high customized products - have left the 

previous artisanal production methods in favor of a 

modules-based approach. 

Following the mission of digitalizing its wide customer 

portfolio of enterprises, the Italian media agency Seat 

PagineGialle has identified the semi-automatization of the 

process for creating pages as a key point in various context: 

we are talking about low budgets, e.g., small and medium 

sized enterprises (SMEs) websites [1], and time limited 

contents, e.g., a promotional online campaign. 
The new World Wide Web Consortium (W3C) standard 

of Web Components represents a standard solution for 

modularization and reusing of HyperText Markup Language 

(HTML) in a web page. Isolation of scope, reusability, and 

freedom from server-side logic are some of the advantages 

of this standard. This solution is – either natively or thanks 

to the so called "polyfills" – built directly in the browser. 
This paper will present a Web page generator that uses 

Web Components as modules. In our Web application, these 

Web Components should not be assembled on the code by 

the developer, but a friendly interface makes their 

combination, manipulation and customization available to 

the end-user. As corporate requirement, integration with 

other existing and different Seat PagineGialle products must 

be possible. The rest of the paper is structured as follows: 

Section II overviews briefly current trends in website 

generator, with strengths and limits and describes the 

standard of Web Components, that we use as modules in 

Section III. Section IV shows an application in a real 

production environment. Finally, conclusions are drawn in 

Section V. 

II. STATE OF THE ART 

A. Trends and limits in website building 

A notable number of online website builders is available 

on the market, designed for the end user with no knowledge 

about HTML, Cascading Style Sheets (CSS and JavaScript. 

These tools have the most common and powerful feature in 

the modular design [2]: standalone parts of the page, called 

modules, could be combined – often thanks to a drag and 

drop interface - and customized in style, color, text content 

and position, so that their reuse produces each time a 

different look and content. In the resulting HTML 
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document, modules are actually slices of its Document 

Object Model (DOM) that represent headers, footers, 

images gallery, text boxes and various kinds of widgets. 

Each module should follow the generator internal set of 

rules and conventions (framework) in order to avoid 

conflicts with its siblings: duplicated IDs, influence of CSS 

rules from other modules (or vice versa, overflow of their 

CSS outwards), not scoped scripts [3]. Each framework has 

his own syntax that produces a lack of interoperability 

between different technologies [4]. 
Usually, the final output of this builder is a thick tree of 

nested tag (mostly DIVs, the most common Document 

Division in HTML) that is hardly to reconvert into an 

editable format. These template-based solutions [1] [5] need 

an eXtensible Markup Language (XML) or JavaScript 

Object Notation (Json) structure with a list of modules and 

options, stored on the builder server for future editing 

purpose; this is an expedient, because the proper language 

for describing a Web page is HTML. Other applications 

could use modules generated on the server, like portlets: 

however, they need specific server environments able to 

deploy and serve them, hardly to integrate in custom 

applications as it happens in the Seat PagineGialle case. 

B. The Web Components standard 

In the context of the HTML5 revolution, the W3C is 

defining a standard for Web Components. This standard 

allows you to create new type of DOM elements and use 

them in a document as if they were DIVs, INPUTs and other 

standard HTML tags. Creating a component means writing 

its HTML template, defining its CSS rules and managing its 

properties, method and lifecycle with JavaScript. For a Web 

developer, using a Web Component is as simple as inserting 

a tag <my-component-name> in the HTML and dealing 

with it like any HTML native tag. 
The family of the Web Components W3C standards 

includes four new specifications about: 
 Custom Elements [6], that enable to define and use 

custom DOM elements in a document; 

 HTML Imports [7], for including and reusing 

HTML documents as dependencies; 

 Templates [8], inert DOM elements for describing 

HTML structures; 

 Shadow DOM [9], a method for encapsulating 

DOM trees and bounding their interaction with the 

whole document. 
Thanks to these technologies, we can define the structure 

of a component in a not-rendered <template> tag and 

register it as Custom Element, so that the browser becomes 

aware of the match between the component tag name, e.g., 

<descriptive-content>, and its definition. When an instance 

of a registered component is created in the page, the browser 

creates a parallel tree of DOM – called Shadow DOM – 

associated to the component element. This Shadow DOM 

contains the structure we defined in the <template>. 

Although not visible as a child node of the element, this 

structure is rendered and the user can interact with it. All 

that lives in the Shadow DOM has its own isolated scope 

and can react to events and attributes modification on its 

parent component. This isolation solves all problems about 

duplicated IDs and ingestion of external CSS; besides, it 

provides a bounded scope to scripts: the Shadow DOM is 

solidly separated from the main document [10] [11], and the 

only possible interactions are those explicitly allowed by the 

component designer. Finally, the specification introduce a 

standard way for importing components, with <link 

rel=”import”> tag. 

At a glance, this specification covers all the needed 

requirements: reusability, isolation of JS and CSS and it is a 

browser standard, so it is fully compatible with any other 

technology that runs on the server or on the client. These 

and other advantages of Web Components ecosystem have 

been investigated thoroughly in [4]. 

C. Polymer 

In the last years, many libraries have been developed 

with the dual aim to extend the support to older browsers by 

using polyfills [12], and to further simplify the 

implementation of the Web Components. Recently Google 

released the version 1.0 of the Polymer library [13], which 

offers a declarative way for creating components. In 

Polymer, a component definition is an HTML page that 

contains imported resources (dependencies, style, template) 

and a call to the Polymer function for the configuration of 

properties, methods and lifecycle callbacks. We choose 

Polymer for the clearness of component’s code and for its 

ease-of use. 

III. WEB COMPONENTS AS MODULES 

We can split the core of our approach in two 

complementary branches: the design of a component and its 

manipulation.  
 

A. Design of a component 

Polymer provides a declarative syntax for creating Web 

Components. We describe the general structure of a 

Polymer component and we provide details only in those 

parts that we added or that are functional to the next tasks. 

We refer to the example in Figure 1. 
The whole component is wrapped in an inert tag <dom-

module>. Its id attribute is the tag name of our component. 

All the nodes contained in <dom-module> will be 

encapsulated in the Shadow DOM of the tag. We can group 

these nodes in three distinct sections. 
The first one is the style section, which defines the look 

of the component. Thanks to DOM isolation, there are no 

constraints about specificity of rules, because they will be 

applied only in the context of the component. Polymer also 

allows including other style-specific components for styling, 

like a CSS-reset or a common base style for all components. 

Moreover, the library includes support to the CSS Variables 

specification [14], currently at working draft state. For our 
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purposes, we need to know that you can apply the same CSS 

variable and so the same value to different selectors and that 

this value could be set through Polymer Application 

programming interface (API). 
The second part is the <template> tag, the content of 

which will form the internal DOM structure of our 

component. Double curly brackets denote the insertion point 

for properties value, so that “{{text}}” will be replaced with 

the value of the “text” property. 

 
Figure 1. The definition of <descriptive-content> component. 

 
Figure 2. The usage of <descriptive-content> component. 

 

Figure 3. The <descriptive-content> component as it appears in a browser, 

with the button for customizing settings. 

Finally, we deal the registration of the component 

through the Polymer function. The properties object 

contains the value that will be bound in the 

template.  According to the library, a property has the 

following sub properties: 
 type, the JavaScript type of the property, 

 value, its default value, 

 reflectToAttribute, if true, causes attribute to be set 

on the host node when the property value changes, 

 observer, a method to call on property changes. 

In addition, we added the following properties: 
 customizable, when set to true, this property should 

be used as customizable option, 

 logicType, refers to a human concept rather than a 

coding one; each logic type has a specific User 

Interface (UI) input element; we support as logic 

types “text”, “color”, “background”, “textarea”, 

“image”; 

 cssVariable, means that this property is connected 

to a CSS variable in the <style> tag, 

 a human-readable label for displaying purpose. 

A modification of the attributes on the component host 

tag (Figure 2) will reflect in a modification on the properties 

and consequently on the component’s content or style as it 

is rendered by the browser (Figure 3). 

We specify also a behavior, which is Polymer’s way of 

making certain properties and methods inheritable. The 

ComponentBehavior is a custom behavior that manages 

some customization-related tasks. It shows an options 

button on the element that triggers, when clicked, a 

“settingRequested” event. Additionally, it defines the 

“computeStyle” method, set as observer of properties with 

cssVariable in order to propagate changes to the CSS 

variables. 

B. Component manipulation 

The generator should read the components properties 

and provide the user with a proper User Interface (UI) for 

modifying it. 
Manipulation starts when our page generator interceps 

the “settingRequested” event from one of the components. 

Component customizable properties are retrieved from the 

source DOM element via JavaScript. For each of them, we 

read the logicType property and according to it, we choose a 

proper input element. For some types, the choice is an 

HTML input element:  an <input type="text"> for a "text", a 

<textarea> for a "textarea". For types like "background" or 

"image", we have not a suitable input tag. Once again, we 

use Web Components specification for creating custom 

<background-input> and <image-input> element. For 

example, we implement a complex input for background, 

letting the user to choose between a color, an uploaded 

image, an image from our gallery and a transparent 

<dom-module id="descriptive-content"> 

 <style include="component-base"></style> 

 <style> 

   p { color: var(--descriptive-text-color);  } 

 </style> 

 <template><p>{{text}}</p></template>  

 <script> 

   Polymer({ 

     is: 'descriptive-content', 

     behaviors: [ComponentBehavior], 

     properties: { 

        text: { 

         type: String, 

         logicType: 'textarea', 

         value: 'Lorem ipsum....', 

         label: 'Text', 

         reflectToAttribute: true, 

         customizable: true 

        }, 

        textColor: { 

          type: String, 

          logicType: 'color', 

          value: '#ffffff', 

          cssVariable: '--descriptive-text-color', 

          label: 'Text color', 

          reflectToAttribute: true, 

          customizable: true, 

          observer: 'computeStyle' 

        }, // other properties 

     } 

     //methods and lifecycle callback 

}); 

</dom-module> 

<descriptive-content text="Lorem ipsum..." text-
color="#ffffff”> 
    #shadow-root //not shown 
 <style> ... </style> 
 <p> Lorem ipsum...</p> 
</descriptive-content> 
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background. This complex component – and all option 

components we defined – exposes a value property that 

contains the current selection, exactly like native input 

elements. We valorize the component with the current value 

of the property, and display its label. 
The value of the value property of the input element 

changes upon user interaction. Consequently, we overwrite 

the corresponding property on the source element: this 

change propagates to the component Shadow DOM and to 

its attributes in the HTML, thanks to the reflectToAttribute 

feature. In this way, the HTML node always contains in its 

attributes the current state of the component. 
Form components have a special behavior. They have 

been designed as containers of an array of <input-field> 

components, each of them exposing as customizable 

properties the label, the placeholder, the type (i.e., text, date, 

mail) and the requirement. The user can modify these 

options and add, move or remove the input field. 

IV. THE PAGE GENERATOR 

We currently use the described approach in xPlanner, a 

beta Web app for promotional campaign management for 

Seat PagineGialle. A succint demo of the landing generator 

is available at goo.gl/LW3WGE. 

A. Application overview 

We propose a classic drag and drop Graphic User 

Interface (GUI), visible in Figure 4. On the right column, we 

show a gallery of modules, which are Web Components. 

When the user accedes to the tool for the first time, the left 

side appears blank: the user can drop his\her favorite 

component on it in the place they prefer. Once on the drop 

area, the component shows the settings button on top left 

corner. 

Pressing the button, the “settingRequested” event is 

dispatched and the right bar shows the available options for 

the active component, in the appearance of the input 

elements described in Section 2.B (Figure 5). Every edit on 

those options will reflect on source components. 

User can than continue to add components and modify 

them until it is satisfied of the result. By clicking on the 

“Save” button, the components are inserted in a full HTML 

skeleton and the final HTML is exported and stored on the 

server. 

 

 

 
Figure 5. The right column visualize the customizable options. 

 

 

Figure 4. The GUI of the page generator. 
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Figure 6. Example of an exported page. 

We reported a common result in Figure 6. As shown, the 

appearance of components in this HTML has not changed: 

the tag continues to appear without its inner template (once 

again hidden in the Shadow DOM) and the attributes reveal 

the values of properties as the user set them.  

 

B. Application flow 

Figure 7 shows the complete flow of the application. 

The generator is in charge of importing the components that 

the user can add to the page. Reading the exposed options 

from component description itself, the generator makes 

possible their manipulation, together with an eventual 

custom sorting. At the end of the process, it generates the 

HTML file. When it comes to the browser, the needed 

components are imported and the page is rendered. 

 

 

 
Figure 7. Scheme of the generator application. 

 

The HTML itself is ready for further editing: when the 

user wants to edit again his/her page, the generator simply 

retrieves it from server, extracts the content from the body 

and insert it in the drop area of the GUI. The process 

continues in the same way. 

The application has completely been developed using 

Web Components and the Polymer technology. In this case, 

the intrinsic isolation of each Web Component implied 

some implementation issue. It happens specifically when 

two components need to communicate each other and are 

not direct siblings in the DOM, i.e., the option input and the 

component that input refers: the isolation forced the 

development to propagate each information up to the nearest 

common parent of both, and that means to declare a data 

binding in the definition of multiple components. It seems 

useful to make an exploration about improving this 

approach and on the possibility of make use of alternative 

frameworks for Web application development on top of the 

components. 

C. Evaluation of the usability 

We introduced the complete xPlanner beta application – 

site generator included – to a small panel of webmasters and 

sales agents of SeatPG. The former have a quite good 

background on Web design and development, while the 

latter have commercial skills. The feedback has been 

different between the two profiles. 

People with computer experience, and in particular in 

this type of tools, gave a good evaluation, because it 

fulfilled their expectation based on their own passed 

experience. On the other hand, the generator was considered 

complicated by people with low technical skills. In 

particular, they were lost in the large number of available 

options of each component. We are considering a different 

UI approach and the creation of a light version of the 

application. 

V. CONCLUSION AND FUTURE WORKS 

We built a Web page generator that works by combining 

and customizing Web Components. The feature of the 

standard grants native isolation to each component for CSS 

and Javascript, avoiding conflicts in namespace. The 

generated HTML is the standalone structure that can be used 

for viewing the page and that can be imported in the 

generator for further editing. Therefore, the final HTML 

describes the page perfectly, in a suitable way for both the 

browser and the generator application. No other structure 

needs to be stored. 

For the first time, the standard of Web Components have 

been used in a novel way: the combination and manipulation 

of each component is no longer  in charge to the developer 

through the code, but it is the final user itself to have the 

ability of doing this through a specific User Interface, in a 

context of end-user programming. 

The page edit and assembly is managed client-side. 

Components are modular: they can be defined and edited by 

simply relying on the existing standard and are independent 

of any other client or server-side technology. The HTML 

generates and describe itself, following its own rules instead 

of backend logics. This allows components to correctly 

behave in complex scenarios. 

In order to further improve the approach, we intend to 

give users with a minimum of Web development skills the 

<html> 
<head><!-- dependencies loading --></head> 
<body> 
  <!-- other components --> 
  <descriptive-content text-color="#40AAE6"  
      text="Lorem ipsum dolor..."> 
  </descriptive-content> 
  <!-- other components --> 
</body> 
<html> 
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possibility to add their own components. The idea is to 

design a collaborative platform for SeatPG webmasters, 

which are constantly in touch with the sales force, in order 

to make them autonomous in creating suitable modules that 

are specific to a business category. Each webmaster should 

be able to design a component, defining the HTML, the CSS 

and the customizable properties, and share it to the internal 

community in such a collaborative way.  

Other improvements could involve the support to 

components with external dependencies (by using a 

dependency manager, e.g., npm or bower). For limiting 

server requests, we will add a process of concatenation of 

used components inside the exported HTML. This process, 

in the Polymer naming convention, is called Vulcanization 

[15]. We are also working on the definition of a color theme 

for the whole page, using the CSS variables. 
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Abstract—Programming today requires years of training. With
natural language, programming would become available to
everyone and enable end users to program their devices or
extend their functionality without any knowledge of programming
languages. We present an assistant usable in technical domains
that uses natural language understanding, programming step-
by-step and an active dialog management system. It allows users
to manipulate spreadsheet data by using natural language. We
extend our previous system with active ontologies. By adding
additional information to an ontology, such as a rule evaluation
system and a fact store, it becomes an execution environment
instead of just being a representation of knowledge. Sensor nodes
register certain events and store them in the fact store. An
evaluation mechanism tests the new facts against the existing
rules and performs the associated action if one or more rules
apply to the stored facts. The system also handles references
to previous results and expressions, allowing the construction of
complex expressions step-by-step. It also creates new formulas by
using End-User Programming concepts and supports the use of
repetitive tasks that involve use of conditions and negations. An
evaluation shows that the active ontology-based approach resolves
90% of the input tasks which is an increase of 10% over the
pattern matching approach.

Keywords–Natural Language Processing; Natural Language
Interfaces; Dialog Systems; Human Computer Interaction; End-
User Programming; Spreadsheet.

I. INTRODUCTION

Since their invention, digital computers have been pro-
grammed using specialized, artificial notations, called pro-
gramming languages. However, only a tiny fraction of hu-
man computer users can actually work with those notations.
An alternative would be ordinary, natural language. Ordinary
language would enable almost anyone to program and would
thus cause a fundamental shift in the way computers are used.
Rather than being a mere consumer of programs written by
others, each user could write his or her own programs [3]. The
idea of programming in natural language was first proposed by
Sammet in 1966 [4], but enormous difficulties have resulted
in disappointingly slow progress. One of the difficulties is
that natural language programming requires a domain-aware
counterpart that asks for clarification, thereby overcoming the
chief disadvantages of natural language, namely ambiguity and
imprecision. In recent years, significant advances in natural
language techniques have been made, leading, for instance, to
IBM’s Watson [5] computer winning against the two Jeopardy!
world champions, Apple’s Siri routinely answering wide-
ranging, spoken queries, and automated translation services
such as Google’s becoming usable. However, programming in
natural language remains an open challenge [6][7].

Spreadsheets have been used for at least 7000 years [8].
Spreadsheet programs such as Microsoft Excel have become
ubiquitous. It is estimated that each year hundreds of millions
of spreadsheets are created [9]. In article [1], we presented first
prototype of an assistant that uses natural language understand-
ing and a dialog management system to allow inexperienced
users to manipulate spreadsheets with natural language. Mo-
tivated by a pilot study based on the selected problems from
Frey’s book Microsoft Excel 2013 [10] the system requests
missing information and is able to resolve ambiguities by
providing alternatives to choose from. Furthermore, the dialog
system must resolve references to previous results, allowing
the construction of complex expressions step-by-step.

In this paper, we extended the prototype with an active
ontology. The idea of active ontology was first presented by
Guzzoni in 2006 [2]. In general, an ontology is a formal rep-
resentation of knowledge. By adding a rule evaluation system,
a fact store and sensor nodes to an ontology it becomes an
execution environment rather than just a formal representation
of knowledge. Sensor nodes register certain events and save
them in the fact store. An evaluation mechanism tests the new
facts against the existing rules and performs the associated
actions if one or more rules apply. Our paper is structured as
following: section II describes the active ontology framework
and the dialog system. Section III evaluates prototype in
an user study, followed by performance tests. Section IV
discusses both different approaches of pattern matching and
active ontologies. Section V presents related work in the
research areas of programming in natural language, End User
Programming and natural language dialog systems. Finally,
section VI presents a conclusion of our topic and future work.

II. ACTIVE ONTOLOGY-BASED DIALOG SYSTEM

The prototype is implemented as an add-in for Microsoft
Excel and looks like an instant messaging system. The dialog
system allows users to express spreadsheet calculations in
ordinary typed English and converts the natural language
input into arithmetic spreadsheet formulas. All calculations are
stored as valid Excel-formulas that allows future manipulation
of the spreadsheet data.

A. Active Ontology Framework
We used Guzzoni’s approach [2] to develop an active

ontology-based framework, further implemented a dialog sys-
tem relying on this work to understand and interpret ordinary
English inputs. The framework generally provides a system
that enables the developer to arrange nodes and thus design
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an active ontology. Thus nodes can communicate directly with
each other. Sensor nodes register based on regular expression
evaluations whether they are affected by the given input or
not. If activated each node notifies its connected nodes. This
sequence recursively repeats itself. On activation, nodes that
are defined as ”end-nodes” advise the post-processor. This
way the post-processor collects all detected events of the
active ontology and the user can react accordingly. Guzzoni
distinguishes between the following node types:

• Selection node: this node passes the event with the
highest reliability score on to its parents, e.g., see
Instruction node in Figure 1.

• Gather node: this node just sends an event if all
children were activated, e.g., Binary operation node
or Unary operation.

Figure 1. Example of an Active Ontology for mathematical tasks

In addition to Guzzoni, we introduced a new type of node:
the generalization node. This node simply collects all incoming
events and passes them on to their parent-nodes. It enables the
user to combine several events and concentrate them into one
single type of event. This is often useful as it enables the user
to use different types of events as arguments for one and the
same action. In Figure 2, the node operand is a Generalization
node. Without this node the sum as well as the difference
would have to have three different sum-/difference-nodes for
each argument-type one.

Figure 2. An example of the use of an generalization node

To further clarify how active ontology framework works
we discuss the input ”save 3 times 2 in A2” as an example.
For save and times the respective sensor node will fire an
event signaling that the keyword was found. Additionally two
number-values, 3 and 2, and cell A2 will be found. Activated
by the incoming event the multiplication-node will determine
the two most fitting values and thus fire an event signaling
a recognized product (3 * 2). A2 is not considered as fitting
operand since it is the only valid target for the save operation
and thus is reserved for this argument. The product will be
recognized as a new operand and thus be send to the save-
action-node. Here the node triggered by the keyword save will
find that an operand (3 * 2) as well as a target cell A2 was
found resulting in a new save-action-event. It represents the
desired action and can now be performed by the instruction-
execution-module leading to the intended outcome.

To ease the act of creating such active ontologies and
ensure that there are as few design errors as possible, our
framework comes with an editor. The existing active ontology
can be displayed either as a graph or a tree structure. This
editor not only allows the user to manipulate and create active
ontologies but also validates them as far as possible to avoid
typical mistakes. Any changes are checked by a validation
process for errors. Duplicate names, orphaned nodes, empty
regular expressions, missing end node or cycles in the ontology
can be detected. Cycles can be especially problematic for
recursive algorithms.

B. Dialog System
The dialog system [1] extends the active ontology frame-

work. We use two different active ontologies: Natural Lan-
guage Understanding (NLU) ontology, to interpret the user
input, and Natural Language Generation (NLG) ontology, to
generate answers (See Figure 3).

Figure 3. Overview of the active ontology-based dialog system

The active ontologies recognize several mathematical op-
erations by searching the input, and then recursively building
an entire instruction. This instruction is the input to the second
active ontology that, based on the type and content of the built
instructions, generates a response. When a node gets triggered
it builds an answer based on patterns stored in its children.
Thus the answer can be built recursively from reusable prede-
fined patterns. The response generator carries out the process
of speech generation in six basic tasks according to Reiter [11]:

• Content determination: the basic planning of what
should be communicated in the output
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• Discourse planing: process of imposing the order and
structure over the set of messages

• Sentence aggregation: grouping of information that
should be processed in the response sentence

• Lexicalization: choice of words for the sentence
• Referring expression generation: insertion of

anaphoras to shorten the output
• Linguistic realization: bringing the selected words and

phrases in a grammatically correct form

Our system roughly follows these steps to generate the
answers. Sentence aggregation is almost irrelevant for our use
case since the answers of the system are most likely just one
or two sentences. The content determination is covered by the
use of the input of the NLU ontology. This way the system
always knows that information should be communicated in
the coming answer. Discourse planning and lexicalization are
implicitly stored in the structure and the content of the NLG
ontology. The structure of the ontology defines the structure of
the generated output and the saved words in the nodes provide
this output with the necessary vocabulary. Since the content
of the answer is already very specific and very short, referring
expressions can be inserted in the sentence structure and do not
need to be added in a separate processing step. The structure
of the NLG ontology also guarantees a grammatically valid
output.

The system is successful in resolving references to pre-
viously provided information, understands negations and asks
questions depending on the dialog context:

User: Generate a random number between 1000 and 1500
System: Your input results in the following formula:

randbetween(1000, 1500). Where exactly do you
want me to save that in the worksheet?

User: C2
System: Ok, I did that for you

Can I do something else for you?
User: No
System: Alright

User: Calculate C5 minus D5 multiplied with C5
System: Your input may be interpreted in various ways:

a) (C5 - product(D5, C5))
b) product((C5 - D5), C5)
Which one should I use?

User: a
System: Where do you want me to save that in the

worksheet?
User: B5
System: Ok, I did that for you.

III. EVALUATION

To validate our approach we conducted a user study.
Furthermore, several performance tests on the active ontology
framework have been done.

A. User Study
Natural language is highly dynamic and expression vary

among humans. We asked 16 participants to perform several
tasks in Microsoft Excel using solely our dialog system and
give feedback on how well the dialog system performed. The
tasks covered several complex problems such as resolving
references, ambiguities, and conditionals. The study shows
that the subjects were able to solve nearly 90% of the tasks
and rated the system as helpful in 76% of the tasks. The
participants rated the system overall as good and very good in
15 out of 16 cases. More than 80% of the participants stated
they would use the system at least occasionally. Last but not
least the answers of the system were appropriate in 88% of
the cases according to our participants and 75% of the test
persons found the answers to be natural or very natural. User
experience with the system is very positive (See Figure 4).
75% of participants said they perceive the dialog system as
natural or very natural. The overall quality of our prototype
was ranked by 15 of the 16 participants as good or very good.

0 20 40 60 80 100

The system shows good natural language quality

I will use this dialog system frequently

The response speed of the system is good

Overall rating of the system is good

Strongly agree Agree Neither agree nor disagree Disagree Strongly disagree

Figure 4. Overall results in %

B. Performance-Tests
One of the most important features of an interactive dialog

system is the response time that is required by the dialog
system to generate an appropriate answer to a given user input.
The user perceives the response time of the dialog system as
natural or human-like if it is less than 1s [12]. Larger response
times appear as too long and unnatural. In order to evaluate the
response time of the dialog system, the response time for every
user input during the user study was logged. The average time
was 6 ms - the standard deviation was 7.86 ms. Furthermore,
our ontology with about 80 nodes and 120 edges needs 140
kB of disk space.

We also designed several automatic tests to explore re-
sponse times and scaling for large ontologies. In order to avoid
the manipulation of the results by choosing specific ontologies
we decided to develop a tool that generates random ontologies
with certain number of nodes and edges independently. We
conducted three different tests measuring the response time.
Each test was executed several times on different randomly
generated ontologies. The average response time of the active
ontology used for our dialog system was less than 6 ms while it
took the previous system 150 ms to answer the same questions.
It is important to note, that both systems were developed in
C# and the tests were run at the same computer with the same
operating system (Windows 8.1). Thus we are able to exclude
the possibility that the differences are caused by programming
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language, operating system and/or computation power. In all
tests ontologies contained over 10000 nodes and 15000 edges
whereby the active ontology framework never exceeded the
response time of 600 ms.

1) Length of the input: 10 ontologies all with 100 nodes
and 150 edges have been created to test the scaling with length
of input. Then, the response time of the system was observed
for each ontology for a randomly generated entry. At the same
time the length of the input was increased from 100 to 1000
characters. The experiment was repeated 100 times to obtain
statistically meaningful values. Figure 5 shows the average
values for each input length. While the input size increased
tenfold, the response time rose far faster. The values suggest
a quadratic growth. These values are negligible for our dialog
system, since the input length does not reach the critical time
of 1s in almost all cases.

y = 2,0464x2 - 1,542x + 5,2949
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Figure 5. Performance-Test on the length of the input

2) Number of nodes: For this test, 100 ontologies with 100
nodes and 150 edges were created. During the test the number
of edges was increased by 10 from 100 to 200. These values
were chosen because we determined a ratio of edges to nodes
of approximately 1.5 in the ontology. It turns out that in the
investigated area, the response time increases linearly with a
number of edges and nodes. The slope of the trend line lies
below 0.3. This means that the response time increases very
slow with increasing interconnectedness (See Figure 6).
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Figure 6. Performance-Test on number of nodes

This demonstrates that our approach is not only capable,
but also suited to handle rather large ontologies of nearly every
format.

IV. DISCUSSION

Inspired by the Turing Test [13], we asked 17 independent
spreadsheet users to formulate requests for particular calcula-
tion tasks. Each task was answered by both the prototype and a
human independently. Afterwards the participants were asked
to identify the computer generated response. This however
turned out to be surprisingly hard to decide. With 34 decisions
made in total, 47.1% falsely identified the dialog system
answer as human. This result indicates that the prototype
is capable of generating suitable responses for sufficiently
specific requests within the language domain.

The system [1] is based on matching the user input to
patterns that are stored in a database. The iterative dialog
system was based on small knowledge base with 92 patterns
covering all basic arithmetic operations and assists in the
accomplishment of computational tasks. The approach uses
a limited vocabulary and a small set of syntactic patterns
organized as a grammar. As part of an example, the pattern
sum matches the first clause, with keywords add and to, and
placeholders any (See Figure 7). The placeholders are filled
with the respective elements (4 and A1). By successively
matching additional patterns within the placeholder elements,
more complex sentences can be transformed into a semantic
representation. It builds a tree structure consisting of operators
and operands which makes it easier to determine whether a
valid arithmetic expression has been provided.

Figure 7. Examplary pattern matching

After the evaluation of an active ontology-based dialog
system, we are confident that it has several advantages: it
solved 10% more tasks, produces 35% more natural outputs
and improves the system by 10% according to the subjects of
the user study (See Figure 8).
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Figure 8. Comparison of pattern matching and active ontology approaches
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Furthermore, the active ontology-based system is far more
flexible in two ways. First, the design of the application itself is
easier and more intuitive when using active ontologies as you
can visually arrange the nodes. Second, using patterns the end
user is far more restricted in the way talking to the rule-based
system in order to be understood. If the user expresses the same
action in a slightly different way the provided pattern may not
match the input and the system thus fails to understand the
user. Active ontologies are much more forgiving in this area
as they do not expect the specific order in the input to fit
a narrow pattern. This way instructions can be expressed in
various ways and still result in the expected behavior.

V. RELATED WORK

Our work combines different research on Programming in
Natural Language, End User Programing and Dialog Systems.

A. Programming in natural language
In 1979 Ballard et al. [14][15][16] introduced their Natural

Language Computer (NLC) that enables users to program
simple arithmetic calculations using natural language. Our
prototype extends the idea with a dialog system component for
step-by-step construction of complex expression and enables
users to perform tasks they otherwise would not be able to
accomplish. Although NLC resolves the references as well,
there is no dialog system. User feedback has been only
provided by the result output. NLyze [17], an Add-In for
Microsoft Excel that has been developed at the same time
as our prototype, behaves in a similar manner. This approach
uses a separate domain-specific language for logical interpre-
tation of the user input. Another approach of programming
in natural language is the Pegasus system [18] that creates
limited executable programs from natural language using an
intermediate knowledge and reference representation. Metafor
introduced by Liu et al. [19] has a different orientation. Based
on user stories the system tries to derive program structures
to support software design. A different approach regarding
software design via natural language is taken by RECAA [20].
RECAA can automatically derive UML models from the text
and also keep model and specification consistent through an
automatic feedback component. A limited domain end-to-end
programming is introduced by Le. SmartSynth [21] allows syn-
thesizing smartphone automation scripts from natural language
description. However, there is no dialog interaction besides the
results output and the output of the error messages.

B. End User Programming
The main question in this area of research is, how to allow

users to interact with the computer more easily and allow
general users, who are not software developers and have no
access to the source code, to program a computer system [22].
In 2009 Myers [23] provides an overview of the research in
the area of End-User Programming. Nearly 90 million people
in US use computers at work, 50 million use spreadsheets
at work, 12 million considered themselves programmers in
a self-assessment and only 3 million people are professional
programmers. As Myers summarized, many different systems
for End-User Programming have already been developed -
Whyline, Visual Programming or programming by example
and programming by demonstration for spreadsheets. However,
there are no End-User Programming systems such as our

prototype that can be controlled with natural language. During
a study in 2006 Ko [24] identifies six learning barriers in
End-User Programming systems: Design, Selection, Coordina-
tion, Use, Understanding and Information barriers. Jones [25]
encapsulates computation in spreadsheets as a function and
proposes a mechanism to define functions using spreadsheet
cells, formulas and references. Sestoft [26] extends it by
increasing expressiveness and emphasizing execution speed of
the functions thus defined by supporting recursive and higher-
order functions, and fast execution by a careful choice of data
representation and compiler technology. Burnett [27] shows
with research language Forms/3 that graphics output, proce-
dural and data abstraction can be supported in the spreadsheet
paradigm. Cunha [28] realizes techniques for model-driven
spreadsheet engineering that employs bidirectional transfor-
mations to maintain spreadsheet models and synchronized in-
stances. Begel [29] introduces voice recognition to the software
development process. His approach uses program analysis to
dictate code in natural language, thereby enabling the creation
of a program editor that supports voice-based programming.

C. Natural Language Dialog Systems
Many dialog systems have already been developed. Com-

mercially successful systems, such as Apple’s Siri, actually
based on Active Ontology approach [2], and Google’s Voice
Search [30][31] are characterized by the cover of many do-
mains. The reference resolution makes the systems also acts
very natural. However, there is no dialog interaction besides
the results output and the output of the error messages. The
Mercury system [32] designed by the MIT research group is
a telephone hotline for automated booking of airline tickets.
Mercury guides the user through a mixed initiative dialog
towards the selection of a suitable flight based on date, time
and preferred airline. Furthermore, Allen [33] describes a
system called PLOW developed at Stanford University. As a
collaborative task agent PLOW can learn to perform certain
tasks, such as extracting specific information from the internet,
by demonstration, explanation, and dialog.

VI. CONCLUSION AND FUTURE WORK

We present the implementation of an active ontology-based
prototype for an assistant that uses natural language under-
standing and an active dialog management system. It allows
inexperienced users to manipulate spreadsheet data by using
the natural language. Programming languages provide loops
and conditionals. Our prototype already supports conditional
expressions. The implemented active ontology framework is
robust with large and dense ontologies. The response time of
the framework containing 1000 nodes is less than 1 ms. The
entire dialog system runs faster than the previous version based
on pattern matching - execution time was reduced from 150 ms
to 6 ms. Furthermore, the system resolves more tasks correctly
and shows better user experience. An evaluation shows that
the active ontology-based approach resolves 90% of the input
tasks which is an increase of 10% over the pattern matching
approach.

However, plenty of work still needs to be done. The goal
is to implement Excel scripts called macros from natural
language input. We are exploring ways to extend the system
functionality with the help of the dialog. Furthermore, the
system needs to be extended for handling graphs and charts,
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filtering and sorting the spreadsheet data, and supporting loops.
Overall, we will implement a module that uses machine learn-
ing techniques for context interpretation within spreadsheets
and connects natural language to the data in the spreadsheets.
That module would enable end users to search for values in
the schema of the table and to address the data in spreadsheets
implicitly, e.g., what is the average age of people in group A?
Perhaps the most important insight is the following: in the
past, computers were expected to follow instructions blindly,
without a notion of right or wrong or what users expected.
With natural language, programming would become available
to everyone. We believe that systems like our prototype take
first steps in the right direction and are a reasonable approach
for end user software engineering, and will help to overcome
the present bottleneck of professional developers.
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[28] Jácome Cunha, João P. Fernandes, Jorge Mendes, Hugo Pacheco and
João Saraiva, ”Bidirectional Transformation of Model-Driven Spread-
sheets. Springer Lecture Notes in Computer Science”, Proceedings of
the 5th International Conference on Theory and Practice of Model
Transformations (ICMT), Springer, 2012, pp. 105–120.

[29] Andrew B. Begel, ”Spoken Language Support for Software Devel-
opment”, IEEE Symposium on Visual Languages and Human Centric
Computing, 2004, pp. 271 - 272.

[30] Jerome R. Bellegarda, ”Spoken Language Understanding for Natural In-
teraction: The Siri Experience”, Springer New York, Natural Interaction
with Robots, Knowbots and Smartphones, 2014, pp. 3–14.

[31] Jason D. Williams, ”Spoken dialogue systems: challenges and opportu-
nities for research”, IEEE Workshop on Automatic Speech Recognition &
Understanding (ASRU), December 2009.

[32] Stephanie Seneff, ”Response planning and generation in the MERCURY
flight reservation system”, Computer Speech & Language, Volume 16,
Issues 34, 2002, pp. 283-312.

[33] James Allen et al., ”PLOW: A Collaborative Task Learning Agent”,
Proceedings of the 22nd national conference on Advances in Artificial
intelligence (AAAI), Volume 2, 2007, pp. 1514–1519.

422Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-468-8

ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

                         438 / 457



Comparative Assessment of Mobile Navigation Applications using 2D Maps and

Augmented Reality Interfaces

Mustafa Esengün, Gökhan İnce
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Abstract—So far, 2D map-based navigation applications on mobile
platforms have been dominating the market. However, with the
rise of augmented reality technology, a new type of interface is
introduced to the navigation applications. To this end, two mobile
navigation applications having different interaction styles were
developed for a task of navigation in Istanbul Technical University
campus. The first application offers navigation within a 2D digital
map view and the second application is an augmented reality
browser, which provides navigation by displaying waypoints onto
the phone’s camera view. The aim of this study is to investigate
how efficient these two different interfaces are in the tasks of
navigation and exploring the campus area. In line with this
purpose, a user experience test was conducted in the field and the
results show that both interfaces have their own pros and cons,
but they both accomplish their navigation duties with success.

Keywords–user experience; augmented reality browser; mobile
navigation.

I. INTRODUCTION

Mobile navigation applications are essential for people
to figure out how to get from one point to another in any
environment without getting lost. Teevan et al. [1] stated that
the most common reason for performing a local search was
to get directions to their target location (52%), followed by
the desire to go somewhere (43%), to get a phone number
of a place (28%) and to choose a specific place to visit
(21%). Therefore, the main focus should not only be given to
show the right path with as much clear directions as possible
but also to take the elements of exploration and discovery
into account. Another important factor in the development
process is the type of user interaction with the application.
Different interaction types may create different effects on the
degree of exploration of the environment and user’s satisfaction
while using the application, both of which are needs to be
investigated constituting the main aim of this study.

We chose to implement two different interfaces, each of
which has different interaction style. The proof-of-concept
system is proposed as a campus guide application to be used
within the vicinity of Istanbul Technical University (ITU) [2].
The first application offers navigation functionality and fea-
tures to explore the area, whose interface design was inspired
from the existing Google Maps [3] application. The second
application is an Augmented Reality (AR) browser application,
which displays the buildings in the campus onto the live
camera view of the smartphone as Points Of Interests (POI)
and provides navigation by displaying arrows as waypoints
directing the user to any destination. By conducting user
experience tests, as well as the travel duration, the usability
of these two interfaces and efficiency of these two guidance
approaches were investigated.

The structure of the paper is as follows: In Section II,
related researches and their differences with this study are pre-
sented. In Section III, the design and implementation details of
the algorithms and applications are introduced. In Section IV,
setup of the user experiments is presented, and the results
are discussed. Lastly, in Section V the paper is concluded by
presenting the main outcome of this study and the future work
ideas.

II. LITERATURE REVIEW

The navigation applications allow people to find their
route and explore their surroundings easily and quickly in
the places they have not visited before without losing too
much time [4]. Especially universities with huge campuses
welcomes thousands of new students and visitors every year,
and to help people find their route without getting lost, most of
the universities have guidance signs located at different points
around the campus. However, this kind of guidance causes
extra burden for the people because they first have to spend
time and energy to find those signs. To overcome this issue,
different mobile solutions were developed, which are easier
for the people to get access [5][6][7].

In order to get more help and benefit from the navigation
applications, the interaction styles of applications plays an
important role. By using advantages of recent technologies,
navigation applications can provide rich contents to the users.
Most of the existing mobile navigation applications use 2D
map interface, which presents interactive items overlayed onto
the map to provide information. This kind of interface allows
user to see their surroundings from a bird’s-eye view [7].

On the other hand, AR browsers offer a different kind of
interactivity. The technology of AR carries the experience with
the real world to a higher level by allowing to see more than
what actually exists by combining the real world with the
virtual data provided. AR combines the real physical world
view with various media contents such as images, 3D models,
animations and sounds in order to enhance the perception of
the user among the environment or the objects. The media
content related with real world locations and displayed onto
the camera view of the phones make the users feel as if
the objects really exist on those locations, which provides
opportunity for the people to enhance their perception and get
to know better about surroundings [8][9][10]. Another reason
of usage of augmented reality in navigation applications is that
AR provides a location-aware interface [9]. Since the study of
Feiner et. al. [11], mobile AR applications have been one of
the attractive research topics in academia and they showed that
AR technology can guide the people to explore an area or a
city which are not familiar to them.
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In AR browser applications, as location-based AR appli-
cations, POIs are displayed onto the camera view by using
information balloons or any other media content [4]. These
applications use phone’s camera, GPS, compass and other
sensors to relate the digital content with the real world
objects in order to provide much detailed information about
that location[12][13]. There are couple of commercial AR
applications available, such as, Wikitude [14], Layar [15] and
Junaio [16], each of which enables displaying POIs on the
camera view.

Comparison of user experience in using AR browser and
2D digital map applications has been discussed in some
studies. Lee [13] proposed to use a 2D digital map, an AR
browser and panoramic photographs interfaces to inform the
tourists about the original view of the buildings which were
damaged by an earthquake in Chirstchurch city. The user
experience tests conducted in this study showed that 2D digital
map interface was commonly used for browsing and finding the
point of interests. Another application developed by Mulloni
et. al. [18] provided a 2D digital map interface together
with an AR browser interface within an application having
a switching mode between them to offer navigation service.
The results of user experience test of this study showed that
AR browser interface was mostly used at crossings of the
route where users tried to decide, which direction they need to
turn, whereas they used 2D digital map interface mostly when
they walked straight. In a similar study [17], three different
applications, one with a 2D map interface developed using
Google Maps Application Program Interface (API), another
one with an AR browser interface and the last one with the
combination of these two interfaces, were compared in terms
of user experience for a navigation task. Results of this study
showed that when AR browser interface was used, arriving
at the destination took longer because of the obstacles on the
route. The drawback of this system was that the route planning
options in this interface was limited. Another outcome of this
study was that using the AR browser interface user found
shorter routes between two locations compared to that when
using the 2D map because in the map those routes were either
covered by trees or not included in the satellite images.

What distinguishes our study from the ones in the literature
is the way of providing navigation service. To be more specific,
AR interfaces in the literature borrowed either the 2D digital
map interfaces for navigation purpose or only showed points
of interests and expected the users to walk towards them.
However, in our study, AR browser interface not only shows
the point of interests but also it displays arrows as waypoints
to guide the users their destination.

III. PROPOSED NAVIGATION APPLICATIONS

The shortest path between a selected source and target lo-
cation is displayed to the users in both applications. Moreover,
to help users to explore the campus, a search functionality is
also implemented together with displaying buildings as groups,
such as academic buildings, sport facilities, etc.

A. Finding the Shortest Path for Navigation
In both applications, the shortest path offered to the user

is calculated by using Dijkstra’s shortest path algorithm. For
the implementation of this algorithm Liang’s [19] method is
used as a reference. The algorithm uses a weighted graph

which includes nodes, edges and weights of each edges. The
graph was created using Google Earth [20] software. To define
nodes of the graph, pins are put onto the campus image for
every building in the campus, and walkable areas between
the buildings. Afterwards, the edges are specified and distance
between each nodes are defined as the weights of the edges.
A small part of the graph is shown in Figure 1, where the red
lines show edges and the walkable paths for the users.

Figure 1. Representation of nodes and edges in the graph created in Google
Earth program

The nodes are stored in an array with their descriptions
and the edges are stored using an integer array, which has
the index of the source node, followed by the index of the
target node and the distance between the nodes as weights
of the edges. The nodes created in Google Earth were ex-
ported and then parsed to extract and store the name, lati-
tude and longitude information of each node to be used to
construct these arrays. By using the coordinates of nodes,
distance between two nodes are calculated using Haversine
Formula [21] and then stored as weight of the edges. Haversine
formula as defined in (1a)-(1f) gives us the distance between
two coordinates pos1(lat1, long1) and pos2(lat2, long2). It
presumes a spherical Earth with radius 6376.5 (1a). In order
to convert lat1, long1 and lat2, long2 from degrees, minutes,
and seconds to radians, each value is multiplied by π/180. It
calculates the changes in latitude and longitude as in (1b) and
(1c) respectively. Next, it uses (1d), (1e), (1f) to calculate the
great-circle distance between two points, that is, the shortest
distance over the earth’s surface.

R = earth′sradius = 6376.5, (1a)
∆lat = lat2.π/180− lat1.π/180, (1b)
∆long = long2.π/180− long1.π/180, (1c)
a = sin2(∆lat/2) + cos(lat1). (1d)
. cos(lat2). sin2(∆long/2),

c = 2. arcsin(
√
a), (1e)

d = R.c (1f)

where,
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• lat : Latitude
• long : Longitude
• ∆lat : change in latitude
• ∆long: change in longitude
• a : the square of the half of the straight line distance

between two points
• c : the great circle distance in radians
• d : distance

All the edges in this graph are bidirectional. Therefore,
when an edge is defined as from A to B, another edge is also
needed to be defined as from B to A. When the user wants to
get to a target from his/her current position, finding the source
node requires an extra calculation because user’s position is
defined with the corresponding GPS data and it may not be
the same with any of the nodes in the graph. Therefore, when
the user wants to walk or drive from his/her current position
to a target destination, the source node in the algorithm is
chosen by finding the closest node to the user’s position. In
order to find the closest node to the user’s position, distance
between user’s position and all the nodes are again calculated
using Haversine Formula.

After constructing the graph and specifying the node that is
closest to the user, Dijkstra’s algorithm [19] was implemented
to find the shortest path from a source node to a target node.
The shortest path between two nodes is defined as the path
with the minimum total weights. The algorithm is known as
a single-source shortest path algorithm because it finds the
shortest path from the source node to all the other nodes. The
pseudo code of the Dijkstra’s Shortest Path Algorithm is shown
in Figure 2.

function SHORTESTPATH(source)
Let V denote the set of vertices in the graph and v

denotes any of the vertices in V;
Let T be a set that contains the vertices whose paths

to source are known;
Initially T contains source vertex with cost[source] =

0;
while sizeof T ≤ n do

find v in V - T with the smallest cost[u] + w(u,v)
value among all u in T;

add v to T and set cost[v] = cost[u] + w(u,v);
end while

end function

Figure 2. The pseudo code of the Dijkstra’s Shortest Path Algorithm.

The algorithm returns the nodes of the path from source to
destination node that were used to display route information
in the applications [19]. The intermediate nodes are used to
show waypoints in AR browser application and used to draw
the path in the 2D digital map application.

B. Navigation Application with a 2D Digital Map Interface
This application was developed as an effort to provide

navigation service and also other informative features to help
the new visitors easily adapt themselves to the ITU campus.
Users can search a building and get detailed information
about it (Figure 3a). The 2D map interface shows the user
location with a blue dot, which is updated on the map as the

user moves. Moreover, on this blue dot a small arrow shows
which direction the user is currently looking at. Users can
also view the buildings in groups, such as academic buildings,
sports facilities, dormitories etc. (Figure 3b). User can choose
source and destination locations (Figure 4a) and follow the
highlighted path to the destination (Figure 4b). Zoom and map
orientation controls are also available in the interface.

(a) Search places function (b) Displaying buildings in groups

Figure 3. 2D map interface

(a) Navigation menu (b) Route information

Figure 4. Shortest route to a destination

C. Navigation Application with an AR Browser Interface
POIs are presented to the user by blue boxes overlayed

onto the phone’s camera. POIs were defined as the buildings
in the campus. The distance information between the user
and the buildings are also presented. Users can also perceive
their orientation to the buildings by using the radar component
(Figure 5a). The features of displaying buildings in groups and
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searching a building from a dropdown list is also available in
this application (Figure 5b). Moreover, users are free to define
a range parameters to see the POIs that are located only within
that range. This feature is useful if the user prefers to see
only the buildings that are close to current location. A user
can select any POI to see the detailed information about the
building as in Figure 6a.

(a) POIs representation (b) Searh menu

Figure 5. AR browser application interface

(a) Detailed builging information (b) Target and waypoint
representation

Figure 6. AR browser navigation interface

Since this interface uses the camera of the phone, the route
information is provided using a first-person view. The route is
displayed to the user as a series of waypoints represented by
red arrows (Figure 6b). Once the user gets close enough to
the first waypoint, the next one appears and user is directed to
the second, and so on. If the new visible waypoint is not in
the field of vision of the user, s/he gets directed with a small
green arrow to the new waypoint (Figure 7).

Figure 7. Arrow directing to the new waypoint

IV. EXPERIMENTS AND RESULTS

A. Hardware and Software Settings
Both applications were developed for Android smartphones

and tested with a Nexus 5 mobile device. The application
with 2D digital map interface was developed using Google
Maps API [22]. By using this API, Google’s map is integrated
into the application and GPS sensor data was fetched. For
the application with AR browser interface Wikitude Software
Development Kit (SDK) [23]was used. By using this SDK,
any type of information can be easily augmented onto the
camera view of the smarthphones. Coordinates, names and
descriptions of POIs were arranged and uploaded to a web
service. The application only requests this data when it is first
started and parses the data to overlay the POI’s information
onto the camera view as shown in (Figure 5a).

B. Experimental Conditions
The user experience tests were conducted with two groups

of participants consisting of 5 people each (3 female, 7 male)
from ages 23 to 37. They were asked to follow predefined
routes unfamiliar to them. Two successive routes were defined.
First group of the participants were asked to follow the first
route (699 meters) with the 2D map interface and the second
route (307 meters) with the AR browser interface. Conversely,
second group of the participants were asked to follow the first
route with the AR browser interface and the second route with
the 2D map interface. By doing this, the potential effect of
task familiarity on the results was intended to be eliminated.
The participants were instructed to think aloud during the tests.
After each route was completed, the participants were asked
to fill out two questionnaires about the interface they used.
The first questionnaire was called NASA TLX [24] form,
which consisted of six questions with a Likert scale of 1
to 21 (1: the lowest, 21: the highest). It is applied to the
participants to obtain information about how much mental,
physical, temporal and psychological work load they felt for
the given task. The second questionnaire was the Post Study
System Usability Questionnaire (PSSUQ) [25], which had 19
questions and measured the overall user satisfaction with the
applications, usefulness of the applications, information quality
and interface quality of the applications.
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C. Results
According to the demographic information about the users,

none of them used an AR application before, whereas all of
them used a 2D digital map application. Overall time spent
by the two groups with the two interfaces are summarized in
Table I. It is apparent that no matter which route was used, 2D
digital map interface took less time to arrive to the destination
than the AR browser interface.

TABLE I. MEAN ROUTE COMPLETION TIMES.

Group # Route 1 (699 m.) Route 2 (307 m.)
Group 1 with AR 13 min. with 2D map 7.4 min.
Group 2 with 2D map 7.4 min. with AR 8.2 min.

The results of NASA TLX questionnaire in Figure 8
showed that the application with the 2D map interface de-
manded less mental workload than the AR application. The
probable reason for a difference of 2.3 points was that the
participants used their intuition more with the AR interface
to find the target. The application with the 2D map interface
demanded less physical workload (4.8/21) than the application
with the AR browser interface (12.6/21) since they needed
to hold the phone always at the eye level to see the arrow
and other information. Moreover, it was found out that AR
browser interface caused negative feelings such as 12.9% more
stress, irritation etc. because of the low stabilization of the
arrow caused by hand movements and frequent GPS signal
fluctuations. In terms of temporal worload, which was about
how much time pressure the users felt due to the given tasks
and whether the interfaces put the users in rush or not, the 2D
map interface was evaluated higher by 2.2 points since some
of the participants missed the route updates and then rushed
to get on the previous route in order to not extend the distance
towards the target. The results also show that the participants
spent less effort to achieve the tasks with the 2D digital map
interface (7/21) compared to the AR browser interface (9.5/21)
since with the 2D application some of the participants looked
the route only couple of times especially when they got close
to the turning points, but with the AR application participants
were always in the interaction with the application. Lastly,
participants evaluated themselves more successful with the 2D
digital map interface, since they arrived to the target location
easier using the 2D digital map interface compared to their
performance with the AR browser interface.

The results of PSSUQ is presented in Figure 9. In terms
of user satisfaction, PSSUQ results showed that the 2D digital
map interface (71.1% of user satisfaction) is better than AR
browser interface (56.2% of user satisfaction). The reason that
the users were less satisfied with the AR browser interface
was due to the longer task completion times and the amount
of the frustration they felt with the interface. In terms of
interface quality, 2D digital map interface was considered
simpler than the AR browser interface, which resulted in the
8.6% difference in the interface quality scores of the two
interfaces. Moreover, 2D digital map interface was scored as
71% in terms of usefulness while AR browser interface was
scored as 56% because the 2D digital map interface was easier
to learn because it looked more familiar and usual than the AR
browser interface, and also it was considered as more effective
in the navigation tasks the participants fulfilled. Considering
the information quality scores, because of the color choices
(for some participants) and the low stabilization of the arrows

the participants experienced with the AR browser interface,
the 2D digital map interface was preferred. However, the radar
feature of the AR browser interface was found useful by the
participants since it helped them to stay on the right path
during the navigation and also to get back on the right path
when they got lost.
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Figure 8. NASA TLX questionnaire results.
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Figure 9. PSSUQ results.

Seven participants stated that they would prefer 2D digital
map interface, whereas, three participants stated that the AR
browser interface would be their choice. Moreover, four of
the participants suggested that the combination of these two
interfaces would be more useful. A seven degree scale (1: the
highest, 7: the lowest) was provided to the participants to eval-
uate the degree of exploration they felt with the two interfaces.
The answers showed that the 2D digital map interface helped
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them more to explore the area while walking and the average
degree of exploration score given to 2D digital map interface
was 4.3, whereas, average degree of exploration score of AR
browser interface was 5.4 since using the AR application, users
were regularly focusing on the arrow and keeping their eyes
on the screen almost all the time. Moreover, the search places
feature was mentioned as more useful in the AR browser
interface especially when the POIs was overlapping.

Besides these questionnaires the thoughts of the partici-
pants stated during the experiments were also examined. At
the beginning of the navigation task, each participant tried to
orient him/herself to the map according to the direction that
they are facing to. Some of the participants mentioned that
radar component in the AR browser interface was helpful for
finding the initial orientation. They also stated that the arrow,
which shows the orientation of the user in the 2D digital
map interface appeared and disappeared too much, which
caused confusion about the direction to be followed. Moreover,
participants stated that they had to look at the arrow all the
time, which was tiring and might pose danger while walking.
The blue boxes showing the target POI were mentioned as
useful especially when they had difficulty to decide towards
which direction they needed to walk. Most of the participants
found the 2D digital map interface more helpful to get to know
the environment and the route. However, when the GPS signal
shows the user’s location wrongly even for a moment, some of
the participants got confused and felt anxious. In conclusion,
all of the participants stated that the combination of these two
interfaces would be more effective for a navigation task.

V. CONCLUSION AND FUTURE WORK

In this study, two different mobile navigation interfaces
were compared in terms of user experience by conducting
an experiment using a navigation scenario. The results of
the experiment revealed the advantages and disadvantages
of both interfaces. Specifically, using 2D digital map inter-
face participants spent less time to arrive to target locations.
Moreover, in terms of physical and mental workload, the 2D
digital map interface was less demanding. User satisfaction
was found to be higher with the 2D digital map interface since
the participants found it simple and functional for the given
tasks. The radar component in the AR browser interface was
considered useful for orientation and locating the target point.

As a future work, the combination of these two interfaces
will be implemented, which was actually suggested by some of
the participants. With this new interface, displaying the point of
interests according to users’ preference will be also provided.
It is also thought to be a useful research that an AR application
similar to the one in this study can be implemented in optical
head-mounted displays, such as, Google Glass or Samsung
Gear VR, and tested with the users in order to observe people’s
behaviour and usability of these type of devices in navigation
tasks.
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Abstract—Industrial maintenance is a complex and knowledge-
intensive field. Maintenance technicians need to have special
professional skills and easy access to versatile and situationally
relevant knowledge. The aim of this paper is to understand the
nature and needs of maintenance work and to propose new
technology concepts so as to support knowledge gathering and
sharing. As a result of studies in two maintenance cases, it was
found  that  communication  between  different  actors  is  a  key
element in maintenance. Therefore, three different technology
concepts were proposed in order to support and enhance
communication. These concepts include augmented reality and
wearable technologies that will provide new and efficient ways
to help maintenance technicians in gathering and sharing task-
specific information and long-term knowledge. In the next
phase of this on-going research project, these technology
concepts will be tested and evaluated with maintenance
technicians.

Keywords: maintenance; knowledge; technology concept;
augmented reality; wearables.

I. INTRODUCTION

The nature of maintenance work can be described as a
“combination of all technical, administrative and managerial
actions during the life cycle of an item intended to retain it
in,  or  restore  it  to,  a  state  in  which  it  can  perform  the
required function” [1]. Reason [2] defines maintenance
activities as (1) unscheduled operations, including corrective
maintenance, and disturbance- and failure-preventive
operations (opportunity-based maintenance); (2) scheduled
disturbance- and failure-preventive operations; (3)
inspections; and (4) calibration and testing.

To define knowledge in a maintenance task, it is
important to understand different types of knowledge:
explicit and tacit. Explicit or codified knowledge refers to
knowledge that is transmittable in formal, systematic
language [3]. Tacit knowledge has a personal quality, which
makes it hard to formalize and communicate. Tacit
knowledge is deeply rooted in action, commitment, and
involvement in a specific context [4]. In addition, it is
essential to distinguish knowledge from information and
data. For this purpose, Mertins et al. [5] use a continuum
ranging from data via information to knowledge in
knowledge management. Data can be facts and figures which
relay something specific, but are not organized in any way.
Information is a flow of messages, while knowledge is
created and organized by the very flow of information,

anchored in the commitment and beliefs of its holder [4]. We
consider communication here as a means to share
knowledge.

Several studies have compared augmented reality (AR)
technologies and the more traditional ways to provide
maintenance instructions [6][7][8][9][10][11][12]. By
definition, AR allows the user to see the real world, with
virtual objects superimposed upon or composited with the
real world [13]. Results suggest that AR technologies are
usable in providing instructions because they are often faster
to use, errors occur less frequently, and operators approve of
the use of the technology. Nee et al. [14] have summarised a
few AR-assisted maintenance systems. There are only few
studies about the use of AR for remote collaboration where
service personnel can discuss with each other [15][16].

Baber et al. [17] have shown that wearable computing
human-computer interaction can be divided into three main
activities: (1) using interaction devices; (2) using display
devices, and (3) domain activity. Their study also considers
what kind of dialogues these activities generate. New
wearable technology solutions, such as head-mounted
displays (HMD) and smart watches, enable new interaction
methods and online connectivity in an industrial
environment. In the military domain, various HMDs and
wearable solutions have been developed and tested in future
soldier projects for example [18][19][20]. For industrial
maintenance, however, demonstrators and concepts of
wearable maintenance systems have been developed
[21][22], but – to the best of our knowledge – field trial
studies with HMDs and smart watches have not been
conducted in the work context.

The purpose of this study was to propose new technology
concepts to support knowledge gathering and sharing during
maintenance. Two different industrial maintenance cases
were studied, and three technology concepts to support
communication were proposed. The paper is organized as
follows. Section 2 describes the conducted field studies and
Section 3 presents the findings. The three technology
concepts are defined in Section 4 and discussed in Section 5.
Conclusions are drawn in Section 6.

II. FIELD STUDIES

Maintenance work was studied in two cases. The first
observation and evaluation session was related to the marine
domain, and the second study was made in the crane
industry. In both of these, data collection followed the same
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Figure 1. Checking the condition and function of an engine’s overhaul
hatch.

procedure. The data were collected in two phases, by
applying a semi-structured interview method and by direct
observations of maintenance tasks. Two maintenance
workers were observed and interviewed at both sites.

The interviews followed the principles of core-task
analysis [23]. The interviews consisted of the following
themes: demographics, description of the maintenance
activities, safety risks, collaboration, tools and information
systems, reporting, procedures and manuals, and tacit
knowledge of the work community and maintenance work.

The interviews were audio-recorded and transcribed by a
subcontractor. The observations ranged from a general
overview of a maintenance site to a selected and detailed
maintenance task. In all observation sessions, photos, videos
and notes were taken during the process of maintenance
tasks. The observations each lasted from one to two hours.

In the first case – solutions for the marine industry
(Figure 1) – the focus was on a planned and preventive field
service related to engines in a mid-sized oil tanker. The
maintenance work included main and auxiliary engine
overhauls. The overhaul work was done by seven
maintenance workers over a period of two weeks.

The second case was related to a crane company and
service activities in their customer’s facilities (Figure 2). The
crane company’s five-membered service team was located in

Figure 2. Inspecting and lubricating a hoist system.

a large steel company’s factory where the team performed
planned and preventive services and on-demand corrective
maintenance. Most of the equipment serviced – hoists and
cranes – were from the crane company but the team also
services other manufacturer’s lifting equipment at the
customers’ facilities.

III. MAINTENANCE WORK IN INDUSTRIAL CASES

Based on the field study, three things arise as core
demands in the maintenance task: it is important for the
maintenance technician (1) to know the object/product/item
and how to repair it; (2) to keep downtime as short as
possible; and (3) to have good communication skills. The
first two issues are included in the maintenance terminology
standard EN 13306 [1] (e.g. time related terms are defined in
it), but the communication aspect is not mentioned. The
importance of the social and communication related
activities in maintenance work have been noted by [24], and
was also supported by our findings. Three out of four
maintenance technicians answered the question “What are
the qualities of a good maintenance technician?” that he/she
needs to have good communication skills. Maintenance
technicians need to communicate with many people, such as
co-workers, technical support and customers. In the marine
case, communication can take place with people from the
shipyard, the ship’s crew, co-workers and also people from
other maintenance companies. In addition, there can be
several different people who represent one of these groups.
In the crane case, the customer was a manufacturing
company and their representatives were, for example, the
factory foreman and a crane driver. From a model created for
knowledge gathering and sharing in maintenance [25], it is
possible to see that there are many people (and also other
agents) involved in maintenance.

In the studied cases, communication took place mainly
face-to-face or via mobile phones: the service technicians
asked for help or other information from other co-workers or
technical support. According to Orr [26], most of the
communication between service technicians is related to the
maintenance work they have done to the machines and other
work issues such as timetables. Furthermore, service
technicians often tell each other stories about past fixes and
difficulties in them by a broken machine or over a cup of
coffee. Franssila [27] reported that, according to the
maintenance technicians, the most reasonable way to share
tacit knowledge is face-to-face conversations with people
working on the field.

The management of knowledge in the service industry
can be challenging. Franssila [27] has listed several
challenges, such as (1) the inadequacy of formal
documentation; (2) unreliable networks preventing efficient
knowledge management; (3) information of new products
(e.g., new updates) is difficult to share in the field; and (4)
tacit knowledge from the field is difficult to channel to other
members in an organization. In our study, maintenance
technicians reported that there is a great deal of information
available, but sometimes it is difficult to find it from the
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information systems. It is also possible that the information
is in multiple places such as in emails, manuals, notebooks or
other systems. In addition, it is sometimes difficult to say
whether the information in paper manuals is current and up-
to-date. Most of the information gathered from the field is
reported in written form. However, maintenance technicians
use also their mobile phones to take pictures to add to
reports.

Knowledge management in maintenance activities can
contribute to the safety and reliability of industrial plants.
Dhillon [28] has listed causal factors for critical incidents
and reported events concerned with human maintenance
errors in power plants, and many of these are directly or
indirectly linked to knowledge: faulty procedures, poor unit
and equipment identification, poor training and work
practices. In addition, Dhillon and Liu [29] have given a
comprehensive review of human error in maintenance.

Maintenance technicians need to be skilled workers.
Tasks are often technically demanding and safety-critical,
and there is always a time pressure. These are reasons for
novice workers to work with more experienced co-workers
in the beginning. Based on our interviews, most of the
learning happens in a real environment from other co-
workers: apprentices learn to work with their mentors
through observation, imitation and practice. It can also be
called on-the-job learning. The use of these approaches
means that there is great deal of tacit knowledge that does
not transfer just through manuals, instructions or training. In
Nonaka’s [4] tacit knowledge theory called “Dynamic
Theory of Organizational Knowledge Creation”, this process
of creating tacit knowledge through a shared experience
between a novice and an expert is termed “socialization”.
The modes of knowledge creation introduced in the theory
describe the knowledge transfer in our study well.

The context of work creates challenges to the
maintenance work. In these two cases, it could be observed
that the working environment can be noisy, dark, greasy and
hot. Work could also include working in high places (e.g., on
the top of cranes) or confined spaces (e.g., inside engines).
For example, during the main engine overhaul in the marine
case, the maintenance worker had to get inside the engine
through a small hatch on its side. In addition, the
maintenance work can be performed in an environment
where there is other traffic such as automatic vehicles and
pedestrians. Technicians also carry different tools such as
hand tools, power tools and special measuring instruments
with them. In addition, the operating environment can
sometimes be too challenging to use smartphones or tablet
PCs or laptops, or a wireless network may not be available.

IV. PROPOSED TECHNOLOGY CONCEPTS

Based on the findings from the field studies, we selected
two communication-related themes for investigation: getting
help and reporting. Getting help and support from others is
one key element in maintenance work. At the moment, it is
mainly done by calling other people using a mobile phone.
Additionally, reporting is a key element in sharing the
knowledge to other people. Currently, the service companies
can have several different reporting systems, including the

customers’ reporting systems, to be completed after the
maintenance task. The documentation format is mainly in
written form, although some pictures are taken with mobile
phones. In addition, writing is done “back” in the office,
located some distance from the maintenance site.

Three technology concepts were suggested by the
research study group (researchers and company
representatives) so as to improve the communication
(knowledge sharing) when requesting help/information or
reporting. The concepts are: (1) remote assistance; (2)
instructions delivery; and (3) data collection/reporting. These
technologies were selected based on the company interests
and also based on an idea that maintenance technicians have
an online access to up-to-date knowledge, and that
knowledge can be shared in a more comprehensive and
interactive way. There was interest towards many different
use cases and, finally two technology concepts were selected
for the marine case and one concept for the crane case.

A. Concept 1: Augmented reality guidance
In this concept (Figure 3), the maintenance technician

receives help that is available in information systems via a
tablet PC and an AR application.  In planned and preventive
service, the technician goes through a set of tasks. The
purpose of this system is to give more comprehensive and
interactive instructions to the maintenance technician. The
maintenance technician will be given a list of maintenance
steps and visual guidance on what to do in the following
steps. The system allows the maintenance technicians to
proceed  at  their  own  pace  and  acknowledge  when  a
maintenance step is completed. The system therefore ensures
that all necessary maintenance procedures are performed,
and enables the information to be updated in the customer’s
system. Other technical support personnel are not needed.

B. Concept 2: Remote assistance
In this concept, technical help is provided to the

maintenance technician via a tablet PC (Figure 4). The idea
is to support communication and information sharing
between different professionals. In maintenance work,
technicians can face a situation in which they do not know

Figure 3.  Augmented reality guidance concept
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Figure 4.  Remote assistance concept

how to proceed or else need support in doing so. A similar
situation occurs when there is no guidance on a specific tool
nor written instructions on the values of how a certain system
is trimmed. In these situations, the technicians typically call
their colleagues for help. The purpose of the remote
assistance system is to support the maintenance technician on
site. The maintenance technician will receive help and advice
online from a technical support person located in a remote
office. The maintenance technician will use the tablet PC and
its  camera  as  a  medium  to  transfer  images  or  video  of  the
object being maintained. He/she can discuss with the
technical support and be given visual indicators to the
images on the tablet on how and with which components to
proceed next. They are able to share the same visual image
of  the  maintenance  object.  The  system  can  also  be
implemented using AR technology, which – presumably –
makes it easier for the technician to locate the targeted
objects. The technical support will use a computer to see
what the maintenance technician is doing and give
instructions to him/her. The support person can also ask the
technician to reposition the tablet’s camera to a better
viewing angle. This type of system gives the possibility for
the related information to be saved to an information system
for later access.

C. Concept 3: Data collection and reporting
In this concept (Figure 5), the communication between

information systems and a maintenance technician is
maintained using wearable devices. The concept utilizes a
combination of three different wearable devices: a smart
phone,  a  smart  watch  and  smart  glasses.  The  system
facilitates checking information on the work tasks and
maintenance object on-site. The maintenance procedures
performed need to be reported back to the customer’s
information system. This concept was proposed in order to
make reporting easier on site and to shorten the reporting
time. With the smart watch, the maintenance technician is
able to select the maintained object and component from a
structured interface, and choose either picture-taking or

Figure 5.  Data collection and reporting concept

error reporting, which are directly linked to the component
selected. The smart glasses are used for checking
information and taking pictures hands-free. The smart phone
is used for adding text to the reports and for locating a
maintenance target. This concept supports working in
conditions where both hands are needed, and enables fast
online reporting. It can also be used in situations when the
technician needs information on earlier procedures, or
numerical and statistical data on the functioning of the
object maintained.

D. Traditional and envisaged practices
The difference between traditional and envisaged

practices is illustrated in Figure 6.  In addition, we
hypothesize that benefits are gained from improvements in
the quality of knowledge sharing and time savings in
reporting.

V. DISCUSSION

The purpose of this study was to understand the key
features and requirements in maintenance work, and to
propose new technology concepts to support knowledge
gathering and sharing during maintenance. Based on the
studies, it was found that social and communicational aspects
are also important in maintenance work. Therefore, the
project group focused on developing new technology
concepts to support these aspects, especially the activities of
getting help and reporting. Finally, three technology
concepts were proposed and they are discussed here.

The augmented reality guidance concept is quite
thoroughly researched as an instruction delivery tool in many
studies [6][7][8][9][10][11][12][13][30][31]. Those results
suggest that AR technologies are usable in providing
instructions. In particular, this concept can be useful in
demanding maintenance tasks that are rarely carried out or in
situations where it is not possible to contact other people.
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Figure 6. Comparison of current and future maintenance practices . The arrows show the expected benefits.

One of the advantages of this concept is that these
instructions are easier to keep updated, and they can be more
illustrative than paper manuals. It is possible, however, that
this kind of technology concept is usable only in rare cases.
Usually the maintenance staff is skilled and do not need
instructions, or if help is needed, it is easier and faster to call
a colleague. The selection of a medium for this purpose is
also an issue, e.g., is the tablet-PC the best medium?.
Similarly, it is also important to thoroughly consider how the
information is presented in the AR solution [32].

The remote assistance concept is promising in the sense
that it makes it possible to share the same visual image of the
situation with others [15][16]. In addition, positive results
have been reported using shared visual 3D images during the
design [33][34][35]. In these studies, a virtual representation
of the design object has supported knowledge sharing and
provided a platform to communicate with each other in a
more intuitive way. The intuitiveness is supported by the
remote assistance concept by enabling a technical support
person to point out some essential objects or give other
interactive guidance. Compared to the currently used mobile
phone calls this brings knowledge sharing closer to Nonaka’s
[4] “socialization” mode of creating knowledge in which
tacit knowledge is created through shared experience. A
possible challenge in this concept is that an online
connection may not be available or it does not work reliably
and uninterrupted. Furthermore, advanced remote assistance

communication may take more time than using a mobile
phone and increase distraction from the maintenance work.

The concept of using wearables for data collection and
reporting has a chance to shorten the reporting time and
improve the quality of the knowledge sharing to the
customers and other people reading the reports. The expected
benefit is in the automation of time-consuming secondary
tasks in maintenance. Another benefit in this concept is the
aim to keep maintenance both of the technicians’ hands free
so that they can focus on performing repair tasks. The
working environment may require free hands, e.g., when
using tools, climbing stairs or supporting oneself with the
railings in high places. However, wearable devices have very
limited screen sizes and input methods: a touch screen or
gesture recognition may not be applicable in all demanding
maintenance environments. Challenges can also arise from
the simultaneous use of multiple devices and the selection of
the best technology combination for maintenance work.

The adoption of new technologies may generate new
benefits for various stakeholders such as maintenance
technicians, companies and/or customers. Most of the
benefits for maintenance technicians derive from the
availability of up-to-date knowledge, and automated
secondary tasks. Therefore, the maintenance technicians can
focus on their core tasks, and allow them to work more
safely, and work faster and with less mistakes and
frustration. At the service company level, this will provide
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benefits such as improved productivity and better quality in
maintenance. Customers will gain most benefits from short
downtime in production, better scheduled services and
enhanced communication with the maintenance company.

These concepts are the first showcases of the iterative
design process. In the future, the concepts will be tested in
the field so as to analyse their potential in supporting
knowledge gathering and sharing during maintenance. Next,
showcase generation and demonstration systems will be
developed based on the results gathered from the analyses.

The field studies will be performed in real usage
environments with real end users, i.e., service technicians.
Two technicians will test each concept. Because of the small
number of test participants, a qualitative approach for
evaluation is needed, and therefore the subjective opinion of
the technicians – with their knowledge and practical
experience of working in the field – will be the starting point.
The field study will include an experimental part with
demonstrators, followed by a customized questionnaire with
a subjective rating scale (a combination of Technology
Acceptance Model (TAM Satisfaction Questionnaire) [36]
and usability questions modified from System Usability
Scale [37], and interviews. The interviews will include
questions concerning the added-value to the technicians’
work, and training needs, work practices and future
expectations of the technicians. In the demonstrator testing
phase, the qualitative evaluations are expected to give a
broader  set  of  results  than  could  be  achieved  with
quantitative performance metrics (e.g., time elapsed in
maintenance, time spent with communicating with technical
support or using the technology), which are more useful in
later phases of the design process.

VI. CONCLUSIONS

Industrial maintenance is a complex and knowledge-
intensive field. Maintenance technicians need to have easy
access to versatile and situationally relevant knowledge. The
aim  of  this  paper  was  to  understand  key  features  in
maintenance work and to propose new technology concepts
to support knowledge gathering and sharing during
maintenance.

Maintenance work was studied in marine and crane
industry cases. The data were collected by interviews and
direct observations of maintenance tasks were recorded. As a
result of these studies, it was elicited that communication
between different actors is a key element in the maintenance,
in addition to more self-explanatory activities such as
repairing a maintenance object. Finally, three technology
concepts were suggested to support communication and
knowledge sharing: (1) augmented reality guidance, (2)
remote assistance, and (3) data collection and reporting with
wearables.

This is an on-going research project. In the next phase,
demonstrators will be developed based on the suggested
concepts and tested in the field with service technicians.
Findings from this study can be used to improve the
understanding of the social and communication aspects in
maintenance work. In addition, the technology concepts are

usable in other domains, such as design and assembly, to
improve knowledge gathering and sharing.
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Abstract—In recent years, several researches of haptic devices 

have been conducted. By using conventional haptic devices, 

users can perceive touching an object, such as Computer 

Graphics (CG) by a force feedback. Since conventional haptic 

devices provide a force feedback from a single point on an 

object surface where users touch it, users touch an object by 

point contact. However, conventional haptic devices cannot 

provide users with a sense such as humans touching an object 

with a finger pad because a finger pad does not touch an object 

by point contact but surface contact in reality. In this paper, 

we propose a novel haptic device. By using this haptic device, 

users can perceive the slope of a CG object surface when they 

put fingers on it without tracing. Moreover, users can perceive 

grabbing a CG object with finger pads. To grab CG object, we 

mount the plane interface of the haptic device on each two 

fingers. Then, users can perceive the slope of a CG object 

surface where users are touching. Each plane interface 

provides users with the slope approximated to a tangent plane 

of area where they touched. In the evaluation experiments, the 

subjects in this experiment evaluated this haptic device. From 

the results, the subjects could perceive the slope of a CG object 

surface. In addition, they could perceive grabbing a CG object. 

Keywords-haptic device; plane interface; force feedback . 

I.  INTRODUCTION 

In recent years, researches of human interface using 
Augmented Reality (AR) have been conducted. In order to 
touch CG objects that are drawn by AR, haptic devices have 
been developed. By using a haptic device, users can perceive 
touching CG objects by processing a force feedback. 
Therefore, haptic devices are expected to be used in 
applications such as remote control of robots and computer 
games. 

Examples of conventional haptic devices include Falcon 
[1], PHANToM [2] and Dexmo [3]. Falcon and PHANToM 
are classified into a grounded type. This type can provide 
users with accurate force feedback because its fulcrum is 
fixed on the table. Dexmo is classified into a finger mounted 
type. This type can provide users with perception of grabbing 
CG objects easily. In addition, users can operate the device 
without operating range limitation. These haptic devices 
have been developed as a point contact haptic device. By 
using this type of haptic device, users can perceive touching 
CG objects because they are provided with a force feedback 

from a single point on the CG object surface where they 
touched. In case of perception of an objects shape, from 
visual information, users perceive CG objects shape of 
visible part. As invisible part, users must perceive CG 
objects shape by touching the surface. However, in a point 
contact type, to perceive CG objects shape, users must trace 
the surface because they perceive only touching CG objects. 
Therefore, they cannot work smoothly in that part. In order 
to perceive CG objects shape without tracing the surface, the 
direction of a force feedback must change according to a 
surface shape where users touched. Our laboratory focused 
on this characteristic. In addition, our laboratory has 
developed a haptic device based on an approximated plane 
(HaAP) [4] that is shown in Figure 1. HaAP is a grounded 
type. Moreover, HaAP is a surface contact type haptic device 
which has a plane interface that is shown in Figure 1-(a). 
Since as shown in Figure 1-(b), the plane interface provides 
users with a force feedback by being approximated to the 
tangent plane on a CG object surface where they touched, 
users can perceive the shape from the surface slope without 
tracing the surface. In this device, users are limited to operate 
HaAP in range of the HaAP vertical mechanism within 10 
cm. 

 

(a). Appearance of HaAP                            (b). Operating state 

Figure 1.  HaAP. 

In this paper, we propose a novel haptic device. This 
haptic device realizes three things. First, users are provided 
with a force feedback by the plane interface providing the 

Plane 

interface

Vertical mechanism

Finger

CG object
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slope approximated to the tangent plane on a CG object 
surface. Second, users can operate this haptic device without 
operating range limitation. Third, by using this haptic device, 
users can perceive grabbing a CG object. To realize that, we 
develop a haptic device having characteristics of a finger 
mounted type and a surface contact type. 

This paper is structured as follows: First, the outline of 
the proposed haptic device is explained in section II. In 
section III, the hardware construction, the system overview 
and the system flowchart are proposed. Evaluation 
experiments are carried out for the proposed haptic device in 
section IV. Finally, conclusions and future works end this 
paper. 

II. OUR APPROACH 

Figure 2 shows the outline of the proposed haptic device. 
This device uses a plane interface having four movable 
points. These four movable points operate up and down 
separately.  

 

(a). Initial state                                               (b). Operating state 

Figure 2.  Outline of the proposedhaptic device. 

Figure 2-(a) shows the initial state. In this state, the user 
is not touching a CG object. Figure 2-(b) shows the operating 
state. In this state, the user is touching a CG object. The 
plane interface provides a finger pad with a force feedback 
by approximating the tangent plane on the CG object.  

III. THE PROPOSED SYSTEM 

A. Hardware condtruction 

Figure 3 shows the appearance of the proposed haptic 
device.  

 

Figure 3.  Appearance of the proposed haptic device. 

This device is a glove type and composed of Arduino 
Uno, four servo motors (GWS Servo PIC+F/BB/F), four 

springs and a plane interface for each finger. Eight motors 
are mounted in the back of the hand. In addition, each motor 
is connected to Arduino Uno for the index finger and 
Arduino Uno for the thumb, respectively. Arduino Uno 
controls four motors in each finger. These motors pull up 
the movable points of the plane interface with wires. When 
motors pull up, wires hang at the fulcrum part. Each spring 
adheres to each movable point.  

B. System overview 

Figure 4 shows the system overview. This system 
consists of PC, Display, Web-Camera and the proposed 
haptic device. The user attaches markers on fingers and 
wears the proposed haptic device.  

 

Figure 4.  System overview. 

C. The system flowchart 

Figure 5 shows the system flowchart. The following is 
the explanation about processing flow in this system. In the 
following section, we explain each process in the flowchart.  

 

Figure 5.  Flowchart. 
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1) Initialization of the haptic device: Arduino Uno 
controls motors to make springs natural length. 

2) Drawing a CG object: Based on the reference marker, 
ARToolkit [5] draws Sphere CG object or Sin-cos curve CG 
object that is shown in Figures 6 and  7, respectively. 

    

Figure 6.  Sphere CG object 

 

Figure 7.  Sin-cos CG object 

3) Detecting finger position and posture: Figure 8 
shows detecting the marker on each finger position and 
posture. The system recognizes the reference marker and the 
marker on each finger from the image that is captured by the 
web camera. By using ARToolKit, the system obtains 
position (X,Y,Z) of the marker on each finger from the 
reference marker. In addition, by using ARToolKit, the 
system also calculates 𝐹𝑟 that denotes the roll angle and 𝐹𝑝 

that denotes the pitch angle of the marker on each finger. 

 

Figure 8.  Detecting the finger position and posture. 

4) Judgement of contact: In the case of a Sphere CG 
object, as shown in Figure 9, when the length between the 
marker on the finger position and the center of Sphere CG 
object is within radius of Sphere CG object, the system 
judges contact.  

 

Figure 9.  Touching Sphere CG object 

In case of Sin-cos curve CG object, the system calculates 
Z-coordinate on Sin-cos curve CG object. The following is 
the equation of Sin-cos curve. 

𝐴 𝑠𝑖𝑛 𝑋 𝑐𝑜𝑠 𝑌 = 𝑍, (1) 

where A is amplitude and X, Y and Z are X, Y and Z-
coordinate on Sin-cos curve CG object. By substituting X 
and Y-coordinate of the marker on the finger for this 
equation, the system obtains Z. As shown in Figure 10, 
when Z-coordinate of the marker on the finger is under Z, 
the system judges contact. 

 

Figure 10.  Touching Sin-cos curve CG object. 

5) Calculation of the motor rotation angle: The system 
calculates the normal vector on touching point. 

In case of a Sphere CG object, the vector from the center 

of Sphere CG object to the touching point is defined as the 

normal vector on the touching point. 
In case of Sin-cos curve CG object, Sin-cos curve CG 

object is composed of many planes. Figure 11 shows 
calculation of the normal vector on the touching point. The 
system uses the equation of vector product 

𝑵 = 𝑨 × 𝑩, (2) 
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where A and B are the vectors from the touching point to 
other points on the plane that includes the contact point. The 
system obtains the normal vector from right hand screw rule. 

 

Figure 11.  Calculation of the normal vector. 

From the normal vector, the system calculates the roll 
angle and the pitch angle of the tangent plane on touching 
point. Figure 12 shows the calculation of the tangent plane 
slope on touching point in X-Z plane and Y-Z plane. The 
system uses 

𝑇𝑝 = 90° − 𝜃𝑦, (3) 

𝑇𝑟 = 90° − 𝜃𝑥 (4) 

to obtain the roll and pitch angle of the tangent plane. 𝜃𝑥 
denotes the angle between x-axis and the normal vector and 
𝜃𝑦 denotes the angle between y-axis and the normal vector. 

Using (3) and (4), the system obtains 𝑇𝑟  that denotes the roll 
angle of tangent plane and 𝑇𝑝 that denotes the pitch angle of 

the tangent plane. 

 

Figure 12.  Calculation of the tangent plane angle. 

Using equations (5) and (6), the system calculates the 
difference between the angle of the marker on the finger and 
that of the tangent plane. 
 

𝐷𝑝 = |𝑇𝑝 − 𝐹𝑝|, (5) 

𝐷𝑟 = |𝑇𝑟 − 𝐹𝑟|. (6) 

This difference is the plane interface slope that is shown 
in Figure 13. 𝐹𝑝 and 𝐹𝑟 are shown in Figure 8. Figure 13-(a) 

shows 𝐷𝑝  that denotes the difference between 𝐹𝑝  and 𝑇𝑝 . 

Figure 13-(b) shows 𝐷𝑟  that denotes the difference between 
𝐹𝑟 and 𝑇𝑟 . 

 

(a). Difference of the pitch angle. 

 

(b). Difference of the roll angle. 

Figure 13.  Calculation of the plane interface slope. 

The system calculates the operation length of movable 
point from the plane interface slope. Figure 14 shows two 
lengths (L1 and L2). These two lengths are defined 

L1 =
𝐴

2
sin(|𝐷𝑝|) +

𝐴

2
sin(|𝐷𝑟|), (7) 

L1 = |
𝐴

2
sin(|𝐷𝑝|) −

𝐴

2
sin(|𝐷𝑟|)| (8) 

as the operation length of movable points. Where A is the 

length of one side on a plane interface. Using (7) and (8), 

the system calculates these lengths.  
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Figure 14.  The operation length of movable points. 

Figure 15 shows the angle of motor rotation. The system 
uses 

A1 =  2 sin−1 (
L1

2×R
), (9) 

A2 =  2 sin−1 (
L2

2×R
) (10) 

to calculate the angle of motor rotation, where R denotes the 
length of servo horn. A1 and A2 are the amount of 
controlling motors. The system sends this amount to each 
Arduino Uno by serial communication. 

 

Figure 15.  The angle of motor rotation.  

6) Controlling the motors: Arduino Uno receives the 
amount of controlling motors and controls motors. Motors 
pull up each movable point with wires. Figure 16-(a) and (b) 
shows providing a finger with a force feedback when users 
touched Sphere CG object in Y-Z plane and X-Z plane 
respectively. Figure 16-(c) and (d) shows providing a finger 
with a force feedback when users touched Sin-cos curve CG 
object in Y-Z plane and X-Z plane respectively.  

 

(a). Y-Z plane. 

 

(b). X-Z plane. 

 

(c).Y-Z plane. 

 

(d). X-Z plane. 

Figure 16.  The plane interface that provides a force feedback. 

IV. EVALUATION EXPERIMENTS 

A. Overview of the experiments 

We had an evaluation experiment for the proposed 
haptic device. Sin-cos curve CG object is used in order to 
evaluate whether users can perceive the slope of the CG 
object surface or not. In addition, a Sphere CG object is 
used in order to evaluate whether users can perceive 
grabbing a CG object or not. Eleven subjects used the 
proposed haptic device. After that, they evaluated following 
items with a 5-grade score: 
In case of Sin-cos CG object, 

 When you touched the CG object with one finger, you 
perceived the slope of the CG object surface at once 
(Item1). 

 When you touched and traced the surface of the CG 
object with one finger, you perceived the asperity of the 
CG object surface (Item2). 

In case of Sphere CG object, 
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 When you touched the CG object with one finger, you 
perceived the slope of sphericity (Item1). 

 When you touched and traced the surface of the CG 
object with one finger, you perceived the shape of 
sphericity (Item2). 

 When you touched the CG object with two fingers, you 
perceived touching the CG object (Item3). 

 When you touched the CG object with two fingers, you 
perceived grabbing the CG object (Item4). 

Evaluation values are from 1 to 5 (1 : ”Strongly 
disagree”, 2 : ”Disagree”, 3 : ”Neutral”, 4 : ”Agree”, 
5 : ”Strongly agree”). 

B. Discussion 

Table 1 shows the results of Sin-cos curve CG object. 
Table 2 shows the results of Sphere CG object. Each result 
shows the average score and the standard deviation. 

TABLE I.  RESULTS OF SIN-COS CURVE CG OBJECT 

Item 
Sin-cos curve CG object 

Average score A standard deviation 

1 4.64 0.64 

2 4.55 0.50 

TABLE II.  RESULTS OF SPHERE CG OBJECT 

Item 
Sphere CG object 

Average score A standard deviation 

1 4.09 0.90 

2 4.00 0.85 

3 4.18 0.94 

4 4.27 0.96 

From these results, in Item1 of Tables 1 and 2, we see 
that users perceived the slope of CG object without tracing 
the surface. In Item2 of Tables 1 and 2, the results show that 
users perceived the asperity by tracing the surface. In 
addition, in Item3 and Item4 of Table 2, we see that users 
perceived grabbing a CG object. Therefore, we consider that 
the proposed haptic device can provide users with 
perception of the CG object surface slope. Moreover, we 
consider that users can perceive grabbing a CG object by 

using the proposed haptic device. In addition, from Tables 1 
and 2, we see that the average score in Table 1 is higher 
than that in Table 2. Since the surface of Sin-cos curve CG 
object is more complex than that of Sphere CG object, the 
accuracy of the proposed haptic device is improved when 
CG object have complex surface. 

V. CONCLUSIONS AND FUTURE WORKS 

In this paper, we proposed a novel haptic device. The 
proposed haptic device has a plane interface to provide a 
slope approximated to the tangent plane of the CG object 
area where users touched. In addition, to perceive grabbing 
a CG object, the proposed haptic device is designed as a 
finger mounted type. After evaluation experiments, we see 
that the proposed haptic device can provide users with 
perception of the CG object surface slope without tracing 
the surface and perception of grabbing the CG object. 
However, we consider that users cannot grasp the sense of 
the distance between finger and a CG object easily. To solve 
the issue, we improve the proposed haptic device to grasp 
the sense of the distance more easily by using Head 
Mounted Display (HMD). In the future, we will improve the 
operability of the proposed haptic device by lightening the 
device. In addition, by using Leap Motion, we will improve 
the accuracy of detecting finger position and posture. 
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