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Abstract—Security and reliability are the crucial features of
distributed computing, of which one of the key enaling
technologies is Web Service. In a service executjothe main
task is carried out by endpoint logic, which is suported by
additive functionalities and/or capabilities, callel Web Service
handlers. The handlers can be detached from the epdint and
distributed to suitable locations to improve availdility,

scalability, and performance. In this paper, secuty and
reliability, which are among the most fundamental ad
essential requirements of the handler distribution, are
investigated. The proposed environment contains a ybrid

encryption scheme, digital signing, authenticationreplication,
and guaranteed message delivery. The benchmark rdsiare
presented to illustrate that the utilized reliability and security
mechanisms for the handler distribution are reasonble and
efficient.
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I.  INTRODUCTION

Web Service is a technology providing seamless
loosely coupled interactions that help to build tiolan-
independent distributed systems. Software standardb
communication protocols offering common languagesad
the foundation of Web Service. The strength of \8ebvice
originates from its ability to hide platform-specifietails of
the implementations, to expose service interfaaed,to let
these self-describing services be registered, i, and
discovered dynamically across the Internet. WebviSer
utilizes the most basic distributed computing applo of
client-server interaction. However, it also alloe the
creating of complex service composed of
communicating  services. Powerful Web
applications can be assembled by combining the tieiaad
local services.

handlers can deal with orchestration. They may dieo
utilized to provide high enough quality of servicks a

single client-server interaction as the handleferafecurity
or logging. A Web Service can employ several hasdie a

single interaction; a chain of handlers can couatebto a
service execution. A service can have a pair ofdleae

offering functions on both the server and cliedesi Some
handlers can be, in contrast, employed only in side of

the interaction.

Although handlers are required and inevitable imyna
cases, they may cause degradation in service yifatiteir
numbers overload the service. A service endpoitit miany
handlers may suffocate in a single memory spacacé]et
is wise to use additional computing power. Thiseaithe
idea of distribution. There are different reasomabl
approaches for distribution of Web Service handl8ame
suggest that they can be deployed as services;sotheate
a specific distributed environment for them. Distiting the
handlers by using a designated setting providesparr

ang@omputing environment, especially when the concdern

performance. On the other hand, the distributioquires
certain features to ensure a suitable environnignt [
Security and reliability are among the most impairta
criteria that need to be considered when a digeibaystem
is being evaluated. Hence, this paper investigagisbility
and message security for the distributed Web Servic
handlers and their effect on the system performarce
fundamental task of cryptography is to protectsberecy of
messages transmitted over public communicatiorslikrer
this purpose, in this research, an encryption sehesing a

manysecret key is utilized to encode a message in aweay that
Servicean eavesdropper cannot make sense of it. To hdmgle

exchange smoothly, the secret key is ciphered avipiblic
key encryption algorithm. Moreover, a digital sigma is

A single Web Service application integrates endpoinused to verify the sender. Reliability mechanisme also

logic and its handlers in a common framework. Thanm

employed to attain a robust environment for Webviser

task is accomplished by the service endpoint logichandlers.

Supportive functionalities and capabilities, call&tleb
Service handlers, are utilized to provide a fudiijed
service. These capabilities might be related tourssc
reliability, orchestration, and logging, as well asy other
necessary capabilities for a distributed systemes€&h
capabilities may help to compose a complex seragé¢he

The rest of this paper is organized as followstiSedl
provides information about related works on religband
security. Distributed Web Service handler executisn
briefly explained in Section Ill. Section IV invégites
reliability. Section V gives details about messageurity.
Finally, the paper is concluded in Section VI.
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. RELATED WORKS

Web Services, an ideal type of technology for thsted
applications, benefit from several specificatioas $ecurity
and reliability purposes: WS-Security [2], WS-Trysi,
WS-Federation [4], and WS-ReliableMessaging [5]eSéh
specifications provide the common language to dagvel
secure, reliable, and interoperable interactionswéen
clients and services.

WS-Security addresses security by leveraging exjsti

deterministic servers [10]. Zhang presents an mated
security framework based on the use of authenticati
authorization, confidentiality, and integrity mecisms for

Web Services, and proposes a model to integrate and

implement these security mechanisms in order toenviikb
Services robust [11]. Yamany et al. propose a nagtad

framework providing different levels to describeeth

available variations of the authentication, autbation, and
privacy features. With the metadata, the secueigdres are

standards and provides a framework to embed the&fnstructed fo assist the service consumer anddgnoin

mechanisms into a SOAP message. This happens in
transport-neutral fashion. WS-Security defines aABO
header element, which contains the informationndefiby
the XML signature that conveys how the message w.
signed, the key that was used, and the resultiggasire
value. Likewise, the encryption information is irted into
the SOAP header. WS-Trust explains the mechanismset
security token and methods to establish trustiogiships. It
enables secure conversations between Web Serviges
defining how to issue, renew, and cancel the siciakens.
WS-Federation defines mechanisms to let differentsty
realms unite. Hence, authorized access to a restardled
in one realm can be provided to security principalose
identities are controlled in other realms.

In the Web Service reliability, the WS-
ReliableMessaging specification offers an outliaeehsure
reliable message delivery between the sender areives
for Web Services. The specification provides an
acknowledgement-based scheme to guarantee thatdata
transferred between the communicating entitiesh@lgh it
is mainly for point-to-point communication, the
specification also supports service composition an
transactional interaction.

Web Service specifications describe the syntax @émd
not define implementation mechanisms or APIs, whic
remain proprietary to individual vendors. Other rtha
specifications, there are also works and reseancteourity
and reliability for Web services. Jayalath and Bedo
describe a basic design and implementation appréach
building security and reliability layers for Apactis 2
[6]. Moser et al. explain dependability featurassliiding
SOAP connection failover, replication, and checkgaop,
in addition to reliable messaging and
management. Their paper also presents securi
technologies, including encryption and digital sigmes for
Web Services specifications, as well as other #gcur
technologies [7]. Pallemulle et al. present a n@ddire that
supports interaction between replicated Web Seswdgile
providing strict fault isolation assurances [8].ilet al.
propose greedy replica optimizers to improve rdiigifor
a data-intensive online grid system [9]. Aghdaid dmmir

present a transparent mechanism that provides higt®

reliability and availability for Web Services. Thepaper
explores fault tolerance even for the requests doein
processed at the time of server failure. The scheare

handle dynamic execution and does not enforc

al

rgaching an agreement on how to meet their neéfjs [1

Security and reliability are not the concerns ofydveb
and Grid Service technologies. Other distributechjgating
applications also offer necessary reliability aretisity
mechanisms. Fault tolerance approaches such ésatep,
recovery techniques, self-reconfiguration of systemnd
dynamic binding are applied in various studiesnpriove
reliability. Many research projects and applicasiantilize
gecure Sockets Layer (SSL)/Transport Layer Security
(TSL) protocols. Others prefer to utilize symmetiic
asymmetric crypto systems. Some research projéies @
hybrid approach combining symmetric and asymmeei
encryption algorithms to offer superior solution.

Vaca et al. propose an automatic identificatiorfanfits
by means of model-based diagnosis, which helps to
establish particular fault tolerance mechanismshsas
replications and checkpoints [13]. Zhao et al. giesa
scheduling algorithm offering reliability satisfgn the
user’s requirement without exceeding the systenaciap
The authors explain how to achieve the minimum nemab
replicas for each task while satisfying the useekability

dequirement with the minimum resources. They atsget

acceptable performance for execution time [14].
Desmedt et al. demonstrate a scheme that useslia pub

pkey to encrypt a random key, which is used to eptctiye

actual message with a symmetric encryption algarith5].
Ramachandran et al. use a public/private key mdaiel
securely communicating messages [16]. Rizvi epadsent
an implementation of a secure application syndicgati
symmetric and asymmetric key algorithms to minintize
execution time and maximize the security [17]. Reapat
al. describe a hybrid encryption based on AES a84 Rr

transactiorPnline transactions [18]. Palanisamy et al. proghseuse of

symmetric key algorithm to encrypt and decrypgadand

SA for the symmetric key’'s encryption/decrypticio].
Damiani et al. discuss the applicability of outsma
Database Management System solutions to the cladd a
provide an outline for management of confidentiatadin
public clouds. It utilizes symmetric and asymmetric
encryption for privacy and signing [20].
Kemathy et al. investigate a component-based ggcuri
lution for XML messaging [21]. Ammari et al. pide
architecture securing XML messages by encryptiagged
XML parts, each with a different type of encryption
depending on data sensitivity and the defined inapwe

devel [22].
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[ll. DISTRIBUTION

In this paper, the distribution of Web Service Harglis
explored by utilizing a Message-Oriented Middleware
(MOM), which is more narrowly focused on messaging.
The MOM is designed to be as simple as possibléevstiil
offering robust support for messaging. Unlike SOAP
messaging, MOM message headers and basic routing
information are not contained in XML. This allowsora
efficient processing, since XML parsing is slow quared
to the speed at which routing decisions are madea in
specialized messaging system.

In general, the same proven security and religbilit
mechanisms from the related works are utilized. e\,
the present research differs in the use of a dasign
messaging system to improve efficiency and in hgqan
end-to-end solution to complete the distributed diens’
secure and reliable execution in this setting.

specialized management tool, which contains
orchestration engine explored in [23]. The conssrud the
orchestration engine answer the wide range of #mller’s
execution configuration, such as serial, parallahd
conditional processing. In addition to orchestmatidhe
distribution manager employs an efficient executgngine
to meet the performance requirements. The detéithe
manager are provided in [24]. The engine utilizé4@M to
distribute the tasks to the handlers. The executianager
is so efficient that the overhead justifies theribsition, as
investigated in [25]. This paper extends the resgligecurity
and reliability mechanisms for the handler disttido
explained in [1].

The execution of a message in the distributed
environment is shown in Figure 1. The incoming esis to
the Web Service are delivered to the distributeddhex
manager by a Web Service Container such as Apagle A
The manager stores the requests, called messagéise i
Message Execution Queue. The messages are sehne to t
distributed handlers and the responses are receitedthe
successful handler execution. The manager ensinas t
each message is executed without being interruiieery
message execution contains one or more stagesrabeve
distributed handlers may construct a single stageavhich
handlers concurrently process the message. The gaana
awaits the completion of the handler executionsoteef
starting the delivery of the message to the neagest This
procedure continues until all stages of a message a
completed. At the end, the successfully obtainetpudu
returns to the Web Service Container. All of thesgages in
the Message Execution Queue are executed condyrrent

Since the handlers are located in separate merpeces,
the message on the wire should be secured against
unauthorized access. An adversary can see the tampor
information and/or modify the message. Moreover th
handler distribution manager and the handlers shoul
authenticate themselves to prevent an adversargn fro

Figure 1.

intervening in the interaction. Hence, the follogiissues
need to be addressed for the purpose of security:

Eavesdropping: Potential hackers who have access to
the network are able to read the messages.

Message modification: The message travelling
between the handlers and distribution manager can
be modified by an unauthorized person.

False messages: It is fairly easy to produce false
messages and send them as if from an actual
computing node.

Message replay: Similar to message modification,
the message formed by a handler or the distribution
manager can be saved by others and sent again.
Repudiation: As messages can be forged, there is no
way of validating that a message has been sent by a
particular node.

The reliability of a handler itself is also essahtior

The distributed handler execution is organized by auccessful

thalistributed handlers and be executed without failtttence,
the
Additionally, the system must have mechanisms atelto
deal with the failure of the handlers.

execution. The message must reach the

reliability of the message delivery is critical
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IV. RELIABILITY

Software reliability is described as the probapilitat the
software functions without failure under given citioths
during a specified period of time [26Reliability is also
measured in terms of percentage of failure circanm#s in
a given number of attempts to compensate for vanigtin
usage over time [27]. For Web Services, althoudjabriity

International Journal on Advances in Security, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/security/

In addition to the performance, a replica can beraged
for fault tolerance. It is possible that a handlexshes. The
replication contributes to the continuity of theeention and
improves the availability and reliability. Withoutsing
handler replication in the case of an error, theoleh
computation cannot continue. The computation besome
more resilient with handler replication. The exémut

is viewed by some researchers as a non-function&entinues as long as at least one replica of evanyler has

characteristic [28], Zhang and Zhang describe dnéhe
more comprehensive definitions of Web Service bdlitg
as a combination of correctness, fault toleraneailability,
performance, and interoperability, where both fioral
and non-functional components are considered [29].

In this paper, reliability will be investigated itwo
categories: the reliability originating from the rigder
replication and the reliability coming from theligation of
a reliable messaging system.

A. Replicating handlers

Replication is critical for reliability, mobility,
availability, and performance of a computing systdimere
are basically three replications: data, procesd,massage.

not failed.

For n handlers with the replication factor &%, the
execution can be successful fd failures per handler. The
maximum allowable number of errors is:

n

Y1

=1

1)

wheren is the number of Web Service handlers Apds the
replication number of thieth handler. The execution cannot
continue even in a single handler fault, wheie N: R; =

In the distributed Web Service handler execution

These concepts are extensively explored in [30]taDa environment, a variation of the primary/standtpproach is

replication is the most heavily investigated onewever,
the other replications are also very important he t
distributed systems, especially for
Architecture.

The process replication is particularly of mairensst in
this paper because the intention is to investigdie
replication of the handlers. There exist two mgpraaches
in this area. The first one is modular redundargdj.[ The
second approach is called primary/stand8%]. Modular

utilized. Dynamic binding ideas are employed fore th
replicated handlers using the primary/standby aggro

Service-Oridnte Dynamic binding is a technique that allows serviteede

linked at run-time [34] [35]. The execution manadecides
at run-time which distributed handler is invokedet
primary handler or a replica. The handlers arerided.
The handler with the highest priority is assignedxecute
a message. The other replicas wait until their rjtigs
become highest. The system is able to change ibétyr

redundancy has replicated components that perféren t during the execution. When a fault occurs, the hand

same functionalities. All replicas are active. O tother
hand, the primary/standbgpproach utilizes a primary
process to perform the execution. The remainindioap
wait in their standby state. They become active witee
primary replica fails.

The processes can be classified into two categanies
consistency and consistency. The first categorythis
simplest one; the processes are stateless. Theptdkeep

priority is minimized.

If the replicated handlers were executed concugreat
checkpoint mechanism must have been utilized. The
checkpoint mechanism is based on the idea of satiag
state of the system. In fault detection, the exeouof the
system is recovered from the checkpoint where téte svas
saved. The recovery mechanism is only launched wéhen
fault occurs. Compensation handlers (Rollback)specific

any information for the processed data. Thereforecomputing nodes that limit and confine the effemtsated
consistency is not an issue between the processddy @ faulty handler. Compensation handlers allowe th

Replicated instances can be allowed to run conotiyreOn
the other hand, replicas may enter an inconsistai if the
process is not atomic and stateful. Inconsisteray leen
extensively investigated in [33].

Replication is a very important capability where
handler is inadequate. Sometimes, a handler malyenable
to answer the incoming requests. The tasks mayljinguch
that the overall performance degrades. This islaimo a
shopping center, where customers are waiting i@ tonbe
served. The solution is to add one or more persoserve
when necessary. Similarly, adding a replica to kéth the
execution contributes to the overall performance.

execution of the faulty replicated handlers to dléed back
to a specific point.

The checkpoint approach presents some drawbacks. It
necessitates the introduction of additional elemémtd the

adistributed handler execution design. It requireBaetime

to check each important point, and recovery praeseed

to be activated when the rollback occurs. In fact,
establishing the correct and minimal checkpoint and
recovery structure is a highly complex task. Theaipoint
solution is not, in short, suitable in view of tfaet that the
rollback mechanism could introduce a very high bead in
the case of a fault. Hence, the primary/standbycegah is
preferred for the distributed replica handlers.
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@ By using formulas 2 and 3, the reliability of thandllers’

execution in Figure 3 can be formulated as:
Replica A Distributed
Handlers

2 2
&
£ R=||R-. Pr.Rg. .R 4
&| Distributionand g\ N 4 Z R; ™R 3 ( )
S | Execution Manager' N Replica C i=1 Ri=1
o
8
.g Replica B : :
a» eplica _ ‘
3 Service RS Rl ' PRi RRi (5)
= endpoint i=1 Ri=1

whereR; is the reliability of the handlers’ executidi).is
Figure 2. The execution of replicas using the primary/standby  the reliability of theith replica andPg, = 1 for only one
approach. replicated handler, which is executed; the value fer the

. remaining handlers.
The replicas are never allowed to be executed 9

concurrently, except in the case of stateless leasidEven B. Reliable messaging

though they are allowed to run in a parallel mantieey The distributed handler mechanism benefits from two

cannot join the processing of the same message. Thiferent sources for reliable message delivermessaging
messages have to be different so that the paetetution  prgker and its own execution mechanism.

does not cause inconsistency. Figure 2 depictplecased The messaging system, NaradaBrokering, provides
handler processing the incoming message while thero message-level reliability. It also offers suppeetiv
replicas await their turns. _ functionalities to the messaging and a very redsiena
When only one pf the severa_l re_phcated handlers iperformance [36]. The messages can be queued up to
executed, as shown in the square in Figure 3,dh@fing  seyeral thousands and are gradually delivered ®r th
formula works to compute the reliability value: destinations to provide flow control for the mesmgg
n Additionally, the system has a Reliable Deliveryngm=
(RDS) component that delivers the payload evenribde
Ren = Z Pi R; @) fails [37].
i=1 RDS stores all the published events that match itp w
any one of its managed templates, which contairséteof
headers and content descriptors. This archival atiper is
the initiator for any error correction, which isusad by the
events being lost in transit to their targeted idetibns and
also by the entities recovering either from dis@mtror a
failure. For every managed template, RDS also ramista
n list of entities for which it facilitates reliabldelivery. RDS
may also manage information regarding access dentro
Ry = HRi @) authorizations, and credentials of the entities temerate
=1 or consume events, which are targeted to this nwhag
template.
When an entity is ready to start publishing eveorisa
given template, it issues a discovery requestrtad &ut the
availability of RDS, which provides the archival

where Rpy is the reliability of the replicated handlers’
executionP; is the execution probability of handlgrand

nop =1.

i=1%1

The reliability of the parallel handlers with theNB
junction and the reliability of the serial handlesan be
formulated as:

whereR;is the reliability of the handlers’ execution and
R; is the reliability of handlei.

\ Renlicated environment for the generated template events. The
——— Ha':,me” publisher will not circulate template events uittiteceives
a confirmation that RDS is available.

- YOR The publisher ensures that the events are stordRDSy
Decision for every template event that it produces. Afteccassful
delivery of the event to RDS, the event is archieed a
Handler 2 Replicated message is sent to the publisher to verify thatmiessage
Handler 2 was received by RDS successfully. Otherwise, aufail

_— message with the related event id is sent backh& t

publisher. After verification, the suitable matafpiengine is
utilized to compute the destinations associatech whte

Figure 3. A sample configuration for the handlers’ execution.
template event.
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A subscriber registers with RDS. A sequence number For a reliable messaging benchmark, two HP DL 380 G
linked with the archival of the interaction is reded. The 2 x Xeon Six Core, 2.93 GHz, 48 GB memory physical
number can be also described as an gpetbith signifies machines are utilized. The machines are virtualtpetteate
the point from which the registered entity is awibed to  four 4-core and 16 GB memory machines and one 8-82r
receive events conforming to the template. Oncamgptate  GB memory machine. These machines are connected to
event has been archived, RDS issues a notificafildtre. ~ each other via a LAN and share a common storagerays
notifications allow a subscribing entity to keepdk of the  Virtual machines use Windows Server 2008 R2 64-bit
template events while facilitating error detecti@and operating systems. The cost of the reliable meshaioif the
correction. Upon receipt of the notification, thébscribing  messaging for the distributed handlers is showkigure 4.
entity confirms the reception of the correspondieigplate  The cost contains the time needed for reliabilitygedures
event. to send the tasks to the distributed Web Servicelleas or

When an entity reconnects to the broker networkraft receive the responses back. The time for the hesidle
failures, the entity retrieves the template evehtst were executions and the time for the messaging are é&dluo
issued and those that were in transit before th#ysn illustrate only the reliability cost for varying m&age sizes.
leaving. After the receipt of the recovery requeddS scans Figure 4 shows that the message size does not #iecost
the dissemination table starting at the sync rdlatethe of the reliability of the messaging very much. Tdwst is
entity and then generates an acknowledgment-responsery reasonable when reliability is a necessity the
invoice event outlining the archival sequences thatentity  distribution.

did not previously receive. Accordingly, the migsievents
are provided to the receiver. V. MESSAGESECURITY

In addition to this, a reliable mechanism for thestwW Security is one of the most important issues for
Service handler execution environment is built@m of the  computing systems. Critical data can be seen erealtby
reliable messaging that NaradaBrokering provideBe T an unauthorized person. This is increasingly imgodrif the
distributed Web Service handler mechanism is abtepeat data are transferred through the network, which isore
the execution of a specific handler in the evena ddilure.  vulnerable environment.

Failure is declared when a response is not recdieed a Local computing does not expose its data to theideit
distributed handler. There are several possiblesors world very much, but this is not the case for distred
behind an unsuccessful response. For example, tleomputing. The computation is shared between nodes,
communication link may be broken, or the handleymat  which may be physically dispersed in the distribdute
have successfully processed the message becawsihaf environment. The transmission of the data amongitiies
an error or a crash. The distributed Web Servicedles may expose critical information to dangerous
mechanism checks the possibilities by sending thesage vulnerabilities. Hence, the transportation chantesveen
several times to its destination. In each attemhptaits for a  the computing nodes must be secured in additiothéo
specific amount of time. This duration is eithesigeed or  security of the nodes.
calculated by the system. After several unsucckssfu NaradaBrokering, which is utilized for messagings la
attempts, the message processing may switch t@l@age security framework that is able to support secure
depending on its priority. As discussed previoukBndlers interactions between the distributed handlers [3Bje
can populate their replicas to improve availabilepd  security infrastructure consists of a Key Managen@amter
reliability. (KMC), which provides a host of functions specific the
management of keys in the system. The KMC stores th
30 public keys of the interacting entities. It alsooyides
authentication and authorization mechanisms tor odfie
25 enhanced environment for secure messaging.
Authentication is an elementary security requiretiten
20 prove that an entity possesses a claimed ider88Yy. [The
basic tool that a person can use to prove a claichadtity
15 M is generally something that the person knows (eag.,
password), something that the person has (e.g., an
10 authentication token), or a biometric property (e.g
fingerprints or iris recognition). Different mechams can
5 : , , : be used for cryptographic authentication. Keyed hhas
100 200 300 400 500 functions or symmetric ciphers that utilize a sfiediey are
Message size in KB among the examples. The key is only available ¢oetttity
to be authenticated and the verifier. One requirgnfer
authentication mechanisms using the key is obwottst
protection of the applied key. The leakage of thg kauses

Execution time in milliseconds

Figure 4.  The cost of the reliability mechanism for the dizited Web
Service handlers.
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the collapse of the
requirement is that the key should preferably bigjwe for
the interacting entities. An attack is confined hwithis
specific communication if the key of an interactigets
compromised.

Asymmetric cryptography can also be used for

authentication. A proper procedure based on dliptirves
is described in [40]. A cryptographic operation
performed, to be authenticated using the entityivape
key. The verifier checks the received responsegusire
corresponding public key by performing a cryptodnap
verification  operation on the received
NaradaBrokering utilizes an authentication mechanisr
the publishers and subscribers, which are the ctingpu
nodes for the distributed handler execution.
authentication, the publisher or subscriber setslsigned
request by using private key. The broker veriftés tequest
by using the public key of the entities.

The KMC incorporates with an authorization module t
manage the usage of the messaging. Every topicahas
access control list that authorizes the subscrit&irsilarly,
an access control list exists for the publisherdterA
verification of the signature, the publisher or striber is
permitted to access the entity according to thevesit
access control lists.

security mechanism. Another

is

value.

Foe th
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Public key Public key

- S
payload

N
Message

perfell Handler
Manager

Message

Figure 6.  Security mechanism for a distributed handler exenut

The second important part of the message formtiteis
properties section. This part conveys the requémditional

The message traveling between the computing nades information to the computing nodes. The informatiam be

described in Figure 5. It contains a unique id pprties, and
a payload. The unique message id is a distinctareenfor a
message. The handler execution mechanism may rarst m
messages being executed at one moment. Hence,
identifier is necessary to achieve the correct ettens; a
Universally Unique Identifier (UUID) generated i i
assigned to every message. The generator assatdfidhe
will not be more than one of the same id in theteys
Thus, the design gives enough assurance that theage
executions are not blended.

<context>
<id>4099d6dc-0b0Oe-4aaa-95ff-2e758722a959</id>
<properties>
<encKey> beg3DKUQ ...</encKey >
<sender>

<sender|d>12§45... </ senderld >
<signed>3ZQ8IU k...</signed >
</sender >

</p.f(.).perties>
<payload>

</i:).z.a.yload>
</context>

Figure 5.  The message format for the distributed Web Service

handlers.

specific to a single handler or generic for all dlens. There
is a property that contains the encryption key.islta
symmetric key that is created for a single message.key
gize is usually selected to be large enough toigeothe
necessary security. On the other hand, it must dm in
mind that generating larger keys is time-consuminige
average time taken for key generation for differgibtsizes
is presented in [41]. Therefore, the same symmkay can
be utilized to send a group of messages for a gperfidime.
Additionally, the properties section contains thender’s
signature to prove the sender’s authenticity. Thadsr
signs its unique id with its private key. Both thender’s id
and signature are added to the properties seclioa.last
part of the distributed handler message format his t
payload, which contains the encrypted message.

The performance of the asymmetric key encryption is
worse than the performance of the symmetric key
encryption [42]. It can take about 1000 times mGieU
time to process an asymmetric encryption or de@gghan
a symmetric encryption or decryption. Nevertheleas,
important advantage of asymmetric ciphers over sgtrim
ciphers is that no secret channel is necessaryxdbaage
the keys. The receiver needs only to be confidbotiithe
authenticity of the public key provider. Asymmetdiphers
also cause fewer key management problems than slyiome
ciphers. Only 2n keys are needed fon nodes to
communicate securely with each other in an asyniolety

encryption system. However, in a system based on a

symmetric cipher,n(n - 1)/2 secret keys are needed for
secure interaction among n nodes. Because of fhateges,
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asymmetric Ciphers are typ|ca||y used for non_rmjmh, TABLE II. COMPERISON OF CIPHER TEXT SIZE IN PUBLIC KEY
for authentication through digital signatures, &od the ENCRYPTION
distribution of symmetric keys. Thus, the asymneekey Plain text size
algorithm is able to support the solving of the lkesghange in KB Cipher text size in KB
and management pr_obl_em of the symmetric key_s. @n th 1024-bit 2048-bit
other hand, symmetric ciphers are used for bulkygrion.

To use the best part of the algorithms, a hybrjgt@gch 100 109 105
is utilized. Figure 6 demonstrates a secure measgagi 200 218 209
architecture for the distributed handlers. The paglof the 300 329 314
message is encrypted by a symmetric cipher algorith
Advanced Encryption Standard (AES) is used for the 400 438 418
encryption. AES is a natural choice for the symimetey 500 547 522
algorithm because it has been analyzed extensarelyused
worldwide. The cryptography scheme is a symmetiock The key length of an RSA key specifies the number o

cipher that encrypts and decrypts blocks of date AES  pits in the modulus. A larger key increases the imam
key generation algorithm takes a random seed &pah A number of bytes that we can encrypt in a blockratep as
256-bit session key is created and passed withen thwell as the security of the encryption. On the othand,
properties section of the message to the other angp  with every doubling of the RSA key length, decrgpti
node for decryption. becomes much slower. Key length also affects teedpf
The RSA algorithm is utilized for the asymmetricyke encryption, but the speed of decryption is usuallgreater
encryption. The sender encrypts the symmetric @edey  concern.
with the 2048-bit public key of the receiver to ggat the Moreover, depending on the padding scheme, theeciph
confidentiality. The RSA algorithm requires twodarprime  text size increases in RSA encryption. This is heofactor
numbers as the input along with a random seedofAtiese  that is taken into consideration while using thistem.
inputs, which are created randomly, are providedkigy  Table Il shows the text sizes for 1024-bit and 2b#&ey
generations. The created private keys are thenleeplly,  encryptions. When using a 1024-bit RSA key with K€L
and the public key is stored in the KMC. padding, it is not possible to encrypt a stringt isdlonger
With the commonly used RSA implementations,than 117 bytes. Increasing the size of the RSAtke3048
doubling the RSA key length means that encryptidhbe  pits will allow the encrypting of 245 bytes of dataut
more than two times slower and decryption will @@t  |onger RSA keys are expensive and they take more to
four times slower, as shown in Table I. In geneR&A  generate and operate. On the other hand, the AES
encryption is much faster than RSA decryption. Tast  encryption algorithm does not show the size in@éashe
encryption relies on the use of a short public eemd. The  encrypted text even though it also does block gipgewith
RSA algorithm is commonly used in this way. It @spible 128 bytes.
to have an RSA public key with a long public expune The size of cipher text can be calculated with the
which will make encryption as slow as decryption.following formula:
However, because a long public exponent does notove
security, short public exponents are widespreatheSaell- c=p+ & — (pmodH) (6)
known RSA implementations do not even support long
public exponents. Hence, the decryption exponent igherec is the cipher text sizep is the plain text and is
typically huge, whereas the encryption exponestrsll. the block size.
As mentioned earlier, the authentication of thedsen
and receiver and authorization to access the mesaeg

TABLE I. PUBLIC KEY ENCRYPTION ANDDECRYPTION RESULTS . . . .
established by the security mechanisms of the rgespa
Encryption time in | Decryption time in broker. Figure 7 shows the tasks happening betwieen
milliseconds milliseconds sender and receiver for a single interaction. Thedsr
Plain text generates the symmetric session key for a message o
sizein KB| 1024-bit | 2048-bit 1024-bit | 2048-bit group of messages. The payload containing the medsa
100 262 470 4703 14906 €ncrypted with this symmetric session key with S
algorithm. The sender looks up the receiver’'s pukéy in
200 563 892 8844 29594 the KMC. The RSA algorithm is used to encrypt the
300 784 1298 13703 44542 symmetric session key with the receiver's publicy.ke
400 1048 1735 17766 59064 Hence, only the node that has the right private kagn
500 1298 2391 22454 7373F decrypt the session key to get the encrypted pdylaathe

same time, the sender authenticates itself by reigiis id
with its private key.
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Figure 8.

The cost of the security mechanism for the distetdiweb
Service handlers.

When the subscriber receives the message, it fonti
and verifies the sender by using the sender’s puisdiy,
which is retrieved from the KMC. The session keyried
within the “encKey” tag is then decrypted by theaiwer’'s
private key. The retrieved session key is usecetygt the
payload to get the original message. In this imtéva, the
senders and receivers are either the distributel 8éevice
handlers or the distribution manager.

The benchmarks showing the cost of the aforemeadion
security mechanism and the results of the tablesagting
public key encryption are determined in the same
environment as the reliability benchmark, as disedsin
Section IV.B. Figure 8 shows the cost of the secure
environment for varying payload sizes. The signifighe
sender’s id to present the authentication causes sreall
overhead. Instead of asymmetric key encryption,ubege
of the symmetric key to encrypt the messages pesvid
reasonable execution time. As stated earlier, étiengh
asymmetric key encryption solves the problem of key
exchange, it does not accomplish the message dimryp
and decryption for large sizes at an affordablé.dasshort,

a hybrid approach using both asymmetric and symmetr
ciphers helps to improve security at a reasonaise c

VI. CONCLUSION

Although the distribution of Web Service handlers
provides many advantages in terms of scalability,
availability, and performance, it necessitates lalvke and
secure atmosphere. The instruments explained snpidgper
for secure and reliable handler distribution anel shipport
tools of the utilized messaging broker grant theessary
features for this atmosphere. Utilized reliabililgchanisms
deal with the distributed computing node failurgsusing
replication and ensure the message delivery. Thaidhy
security approach advances the environment by inffest
solution for the key exchange problem of the symimet
encryption and by reducing the cost of the asymimetr
cipher algorithm. The design also delivers the entication
and authorization mechanisms for the distributeddlexs.
The benchmark results show that the costs origigetiom
the utilized instruments are acceptable and affdedaln
short, the design of the distributed execution wikie
security and reliability tools offers a satisfagtor
environment for Web Service handlers. Moreoveshibuld
be kept in mind that a secure and reliable envigmnmmust
be employed in many mission-critical tasks.
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