International Journal on Advances in Security, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/security/

A survey of software tools for the creation of
networked testbeds

Christos Siaterlis
Inst. for the Protection and Security of the Citizen
Joint Research Centre
Via E. Fermi 2749, 21027 Ispra (VA) Italy
e-mail: christos.siaterlis@jrc.it

Abstract—The development of testbeds for network-
ing research has been driven by the need for exper-
imentation with complex systems, like the Internet,
that simplistic simulators fail to reproduce. Recently,
networked testbeds seem to head towards more ad-
vanced, flexible and automated experimental platforms
mainly as the results of many projects and research
initiatives in the field of Future Internet architectures.
Although numerous publications can be found, most of
them refer to prototypes and work in progress rather
than to publicly available software that is ready to be
widely used for the creation of such testbeds. The first
contribution is the development of a framework that
can be used to capture the main features of the available
software. The second contribution is a literature review
of state-of-the-art tools and their comparison under
common criteria. This systematic analysis allows other
researchers to make informed decisions about the us-
ability of already available tools and decrease the initial
cost of developing a new testbed, leading to an even
wider use of such platforms. This paper provides the
reader with a useful reference list of readily available
software to choose from while designing or upgrading a
research infrastructure, laboratory or experimentation
facility.

Keywords—distributed test bed; emulation ; network
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I. INTRODUCTION

The development of advanced testbeds for networking
research and in particular research for Future Internet pro-
tocols and architectures is a recent trend that becomes ev-
ident after consideration of the amount of related projects
and research initiatives [1]. Most notable are: the 'Global
Environment for Network Innovation’ or GENI [2] as the
most important initiative with a multi million budget in
the US, the ICT FIRE (Future Internet Research & Exper-
imentation) initiatives [3] and the FEDERICA project [4]
in Europe. A researcher that will try to familiarize himself
with the topic of experimental platforms for networking
research will face tons of acronyms and a huge list of
relevant projects. The terms testbed and "experimental
platforms" do not have clear definitions and are frequently
used interchangeably although they might have different
interpretations especially in size and sophistication. The
lack of precise definitions has often introduced confusion
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in the related literature. In our point of view the fidelity
or "level of realism" of an experiment often determines
which description is most suitable for the specific setup:
simulation, emulation or real testbed [5]. As this labeling
might lead to confusions we will try to avoid it and
characterize an experimental platform as a combination
of hardware and software based on an architectural design
that enables the researcher to conduct experiments using
components that provide different levels of realism or
abstraction (e.g., real or virtual hosts, simulators, traffic
generators, mathematical models).

Recently, experimental platforms seem to gain wider
use in other subfields of networking research as well e.g.,
in security research[6]. The driving force is the need not
only for theoretical but also empirical security research
that is based on more solid and compelling evidence and
will produce useful results that can be promptly used to
strengthen our Critical Information Infrastructures. The
field of Internet security in particular, is often handled in
a non-systematic way [7]. Furthermore:

o new developments in the field of security are often
presented as "hacks", without detailed analysis of
prerequisites and consequences;

o metrics about the security of a systems, system-of-
systems or networks do not exist as a shared basis
among researchers and practitioners [3];

o security-relevant data that can be used for research
are scarce (mostly because of their sensitive nature);

o experimental platforms are often oversimplified and
of limited scale and cannot accurately simulate real
complex Internet environments;

o experiments are designed ad-hoc, without a method-
ology and a clearly stated approach for setting up
testing campaigns, measuring significant variables
and examining their outcome. The consequence is
that the results are hardly reproducible by other
researchers.

This strong need for networking research that follows
rigorous scientific methods and produces provable results
that are closely bound to reality by proving and disproving
hypotheses drives us to the development of new experi-
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mental platforms. This need is further analyzed by Neville
and Li in [9]. For the time being, one of the barriers one
has to overcome while designing, extending or developing
a new testbed is the required effort to review the available
approaches and software. Our paper aims to lower this
initial barrier.

The excess of available information and the fact that
most sources refer to prototypes and work in progress
rather than published software that is ready for wider use,
are two factors that magnify the need for a structured
and practical review of available software. A survey of
emulation related products has been published by Rimon-
dini et al. [10], a second one about tools that can be
used to develop, test or utilize routing protocols [11] was
carried out by Oliver Bonaventure and finally the work of
Volvnkin et al. [12] deals with general recommendations
and architectural issues regarding the development of
a testbed for information security experiments. To the
authors’s knowledge until today a study that compares
under common criteria the software that is available for
the development of distributed experimental platforms for
networking research does not exist. Our work focuses on
publicly available software that can be used for networking
research and intentionally excludes platforms :

« that share computational resources (e.g., GRIDS);

« that focus only in simulation (like Simgrid [13]) ;

o that are specific to wireless or sensor networks (like

signetLab [14]);

o that run on a single computer (like Marionnet [15],
IMUNES [16] and Netkit [17]) and aren’t a dis-
tributed testbed;

o that use custom hardware (like the Open Network
Laboratory [18]) rather than using Commercial, off-
the-shelf (COTS) components.

The paper is structured as follows. We begin in Section
II with a presentation of an experiment’s life cycle on an
experimental platform. We continue in Section III with
the proposed framework that can capture the features of
a software suite for the creation of such platforms. In
Section IV we provide the reader with a useful reference
list of readily available software that are compared un-
der common criteria. This list can be extremely useful
while designing or upgrading a research infrastructure,
laboratory or experimentation facility. In Section V, some
significant ideas and approaches that are part of related
projects will be shortly described. Finally in Section VI
we summarize the main conclusions of our study.

II. EXPERIMENT LIFECYCLE

In this paper an experimental platform is understood
as a combination of hardware, software, architectural and
operational policies that form a facility for conducting
experiments with computer networks. In order to analyze
further the features of experimental platforms it is useful
to model the life of an experiment on top of an experi-
mental platform. We define six phases of an experiment’s
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Figure 1. An experiment’s lifecycle

lifecycle (Figure 1) - similar to the work of Guiller et al.
[19] and Miyachi et al. [20].

1) Design phase. In this phase the researcher de-
signs an experiment according to a scenario. The
experiment has to be defined: a) structurally by
using different building blocks such as hosts, network
devices, links etc; b) functionally by defining the
main and background processes that recreate the
experiment environment as well as the variables of
interest that have to be captured; ¢) procedurally by
specifying the phases and steps of the experiment,
and the conditions and criteria for launching and
terminating each one of them. An important element
for the procedural definition of an experiment is the
notion of an experiment timeline (relative time).

2) Initialization phase. Before the experiment runs,
all components that were defined in the design phase
have to be initialized. The completion of this process
involves the instantiation and configuration of all
building blocks.

3) Execution and Measurement phase. During this
phase the experiment is running and the platform is
triggering events and actions according to a prede-
fined schedule (experiment design). Each experiment
that runs on the platforms should be identifiable
with a unique ID that defines a specific instance /run
of an experiment’s design. A single experiment de-
sign can be instantiated and run many times in order
to perform statistical validation of the outcome.
During the experiment execution, measurement pro-
cesses capture all data that will be valuable to the
researcher during the analysis phase. The collected
data should be stored and labeled with the specific
experiment instance’s unique ID into a repository.

4) Termination phase. When an experiment’s in-
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stance is meeting some termination criteria (e.g.,
amount of time that has passed) the instance is
considered finished and a termination process is initi-
ated. All components that are part of the experiment
have to be brought into a clean state without retain-
ing history (for example by shutting them down).

5) Repetition phase. An experiment might be re-
peated several times with or without changes in its
design. Repeating an experiment without changes
serves statistical validation of the outcome whereas
the repetition of an experiment by changing one
or more controlled variables (not only in a strict
term e.g., a detection threshold but also in a wider
sense e.g., the network topology or a host’s configu-
ration) can be used to conduct sensitivity analysis.
Automation of this phase is very important so that
the researcher can conduct repeating experiments
efficiently without manual interaction.

6) Analysis phase. After all data has been collected
the researcher will be able to analyze it without
interaction with the experiment platform.

III. FEATURES OF SOFTWARE FOR EXPERIMENTAL
PLATFORMS

Ideally, an experimental platform for networking re-
search would support the execution of complex, large scale
and even disruptive experiments using rigorous scientific
methods. The desired characteristics - features of such
platforms are many and can be realized with different
means; for example with the use of software, hardware
or even organizational measures. It is obvious that every
single feature can influence the overall usefulness and
simultaneously implementing all of them is definitely non-
trivial. One of the main reasons is that these features
are not independent and design choices regarding one of
them can influence the available implementation options
of a different feature. By extending previous work of the
DETER project [21] and Masera et al. [22], we first identify
a set of the most important basic features and then present
other more sophisticated characteristics that build upon
the basic features and are called compound features. The
features are labeled as Fx where x € N and discussed one
by one in following Sections. We provide also a map of
the dependencies between basic and compound features
(Figure 2) that could serve as a "scorecard" for evaluating
different approaches for the creation of a testbed. This
framework can be used also to provide an overview of
desired features and demonstrate the complexity of the
development process of a new experimental platform.

A. Basic features

F1. Control of the experiment’s environment is one of
the most important attributes of the scientific approach
and enables the researcher to analyze how a hypothesis
is influenced from dependent and independent variables.
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This does not imply that we cannot use random or stochas-
tic processes in an experiment as long as they are of a
controlled nature (e.g., statistically modeled).

F2. An experiment clock is a necessary feature for every
experimental platform as it can provide a solid refer-
ence point to characterize the occurrence of events (event
scheduling) and the measurement of various variables. The
synchronization of the internal clock of different devices
with the master experiment clock is a non trivial and
important task.

F3. Separation of control, measurement and experiment
planes. Measurements should not interfere with the exper-
iment because they might alter the experiment’s outcome.
Preferably control and measurement planes should be
differentiated as well to maximize measurement accuracy.
F4. Storage facilities are needed to store the description
of an experiment and the data that was collected during
its execution (measurements). Storage facilities should
provide secure access to the data and support backup and
restore. An important aspect of choosing storage facilities
are the supported data structures. Relational databases
are not the only solution and specialized data structures
like Round Robin Databases could be more efficient for
specific measurements like time-series [23].

F5. The use of standard Application Programming Inter-
faces (APIs) by the software that supports an experimen-
tal platform is not only required as a good design and
programming practice but because it is crucial for allowing
researchers to extend its functionality in custom ways. The
ability to automate tasks on an experimental platform is
also dependent on the existence of APIs that are exposed
to the user.

F6. Heterogeneity of technologies that can be included in
an experiment (e.g., components that range from custom
hardware to simulators) is an essential attribute of a
platform in order to permit experiments with future tech-
nologies. The platform should not restrict the researcher
to specific hardware and software vendors and should
allow mixed configurations in order to resemble real world
scenarios. This could be achieved in one extent with the
use of virtualization technologies and standards.

F7. Clean reconfiguration means that the initial state of
the experiment is build from the scratch without past
experiments influencing it. This functionality is imperative
for reliable repetitive experiments. No hidden state should
be kept by the components of the experiment.

F8. Virtualization is important for scalability and can pro-
vide some independence from physical resources helping
thus to automation, rapid reconfiguration and topology
flexibility. Additionally it can lower operational and capi-
tal expenses. In this context virtualization is the ability to
reuse a single physical resource. The extent of virtualiza-
tion can differ significantly between two approaches. For
example host virtualization can be implemented in a way
where a single host running a specific Operating System
(OS) can act as being multiple hosts with the same OS
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(like in FreeBSD jails or Solaris zones) or can act as being
multiple hosts with different OS (like VMware). Recently,
besides host virtualization the concept of router virtualiza-
tion emerged as a new approach; although software routers
date back many years. Typical examples are logical routers
by Cisco and Juniper and the Openflow switch [24].

F9. Resource utilization monitoring deals with the need of
knowing the status of the available resources (in real time
and historically). Such information is crucial for capacity
planning and accounting purposes. The level of detail of
the utilization information can differ significantly ranging
from simple CPU utilization to per process details.

F10. Use of free and open source software is important
because it can foster deeper understanding of underlying
mechanisms and principles. Open source software can be
reviewed and altered by other researchers that want to
collaborate. Finally, academic researchers often consider
that the free distribution of software helps to create a
community and to reach critical mass, needed to support
and extend a software suite.

F11. AAA - Authentication, Authorization and Account-
ing is essential if multiple users and especially from differ-
ent organizations have access to an experimental platform.
The importance of such security related functionality, e.g.,
isolating experiment resources and prohibiting users to
view each other’s data, is due to the fact that the exper-
iments might involve the handling of sensitive data like
network traffic captures. AAA functions are also related
to the storage facilities as access to the stored data should
be controlled.

F12. Distinction of roles. Access to an experimental plat-
form could be restricted to private users but in some cases
it might be beneficial to open up to a wider community.
These issues can be defined in "Usage and Operation
policies" that might differentiate the users and assign
different roles and rights. For example requests to use
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an experimental platform that come from external users
might have to get reviewed and prioritized before granted
access.

F13. Remote access can form the basis of deeper and wider
collaboration with researchers throughout the world. A
first step is to support remote access to experimental data.
An extension would involve the possibility to remotely
control and monitor an experiment.

B. Compound features

On top of the basic features more advanced features and
functionality can be built:
F14. Repeatable experiments require a controlled environ-
ment but to achieve them the researcher has to define
clearly and in detail the experiment’s initial and final
state as well as all events in between these two states.
These states and events form an experiment scenario.
To reproduce a previously stored experiment scenario
the researcher should be able to setup the experimental
platform in the initial state and trigger all necessary events
in the right order and time of occurrence.
F15. Extensibility can be viewed as the ability to adapt to
future needs and requirements. To allow future extensions
an experimental platform should have a modular design
with clearly defined interfaces. In addition following stan-
dards and best practices (for measurements and setup) and
the use of open source software improves extensibility.
F16. Automation and rapid reconfiguration aim to ease
the researcher in his work and enable a more efficient
use of the available resources. If 'rapid reconfiguration’ is
implemented in the form of a scripted experiment setup
the benefits are multiple: experiments can be conducted
without human interaction and thus minimum dependence
from human errors, working hours and the limited speed
of human actions. This can eventually lead to massively
repetitive experiments and the possibility of statistical
validation of the results.
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F17. Adjustable level of realism means that we use only
the required level of detail that is sufficient to test the
experiment hypothesis. For example one experiment might
need to reproduce a network at the very low level using
real routers and computers with specific configurations
(reproducing even the lower layers of the OSI model i.e.,
Layer 1 and 2). Of course reproducing all details is not
easy (eg. reproducing a link with specific delay and loss).
Another experiment might just need to reproduce reality
with less detail and thus the use of router and traffic
simulators might be sufficient (focusing for example at
the application layer). The concept of adjustable level of
realism is to have the option to use real hardware when it’s
really needed and simulators or other abstractions when
not. Even if someone uses real hardware and software it
is very hard to reproduce realistic network traffic. This
is one of the greatest challenges for realistic experiments,
rather than solely functional, and address it one might use
special traffic generators or try to replay real traffic from
the Internet.

F18. Scalability for large experiments implies that the
platform can be extended to support a large number of
experimental nodes (real or virtual) potentially distributed
over several physical locations. An experiment might have
a considerable size in order to serve as a meaningful
abstraction of the complex structure and interaction phe-
nomena of today’s Internet. To achieve scalability an
experimental platform should be designed to leverage on
parallelism whenever it’s possible (e.g., multi-process or
multi-threaded software).

F19. Accurate measurements are the key for every scien-
tific experiment. The separation of the measurement pro-
cesses from the experiment might not be always achievable
but the measurement process should have a minimum im-
pact to the experiment result. Furthermore the researcher
has to consider that the accuracy of measurements de-
pends on many factors like the choice of sampling rate and
sampling strategy. Capturing raw data from all possible
and diverse sources (both nodes and links) is a good
approach because the researcher will be able to extract
measurements from the collected data at a later stage.
F20. Probably the most sophisticated feature is "Flexibil-
ity" i.e., the ability to reproduce different topologies and
architectures of many different layers and with different
levels of realism. In the sake of rapid reconfiguration and
automation we might have to abandon the physical layer
and focus above the data link layer up to the application
layer.

IV. REVIEW OF EXISTING SOFTWARE

Most experimental platforms aim to provide many of
the above-mentioned features but each one has its one
strengths and weaknesses. In the ideal case the software
that is used to create an experimentation platform should
help the researcher in all steps of an experiment’s life-
cycle: design, initialization, execution and measurement,
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termination, repetition and analysis, while minimizing the
cost in terms of required human effort, financial cost and
time commitment. During the review, we first uncovered
the basic features of the reviewed software then inferred
the higher level compound features and finally summa-
rized them in a set of tables (Tables I-III). During this
process we have taken also into account certain archi-
tectural and operational requirements that the specific
approach/software implies. Furthermore two clarifications
have to be made. First, it should be clear that the tools
that we will present might evolve and get extended. This
review doesn’t serve as a definite guide about the possible
uses of the software but rather as a first level overview
that can quickly familiarize the reader with the different
approaches. The second point is that practical details are
often hidden from high level presentations and research
papers making thus the process of understanding the
practical use of some software very hard. Although a
literature review will always miss some details, we have
made an extensive effort to dig out the most important
details from many different sources (e.g., mailing lists,
configuration manuals).

In order to present the review of the available software
tools in a systematic way we group them in two broad
categories that were proposed by the NSF Report on
Network Research Testbeds ! [25]:

o Overlay testbeds are build on top of existing infras-
tructures and have been extensively used in the past
to test and deploy new types of protocols, services etc
in a large scale environment that cannot be recreated
in a dedicated facility. By relying on an existing and
widely used underlying infrastructure they can host
experiments of great scale but on the other hand they
are constrained by the limitations (e.g., bandwidth,
delay) of the underlying infrastructure that connects
the overlay nodes. In this sense these testbeds are not
isolated from the production systems and networks.
It is interesting to note that the early Internet was
essentially an overlay on the telephone network.

o Cluster testbeds are typically experimental facili-
ties that contain a large number of dedicated physical
resources that can be used as components for network
emulation e.g., links, routers and generic servers that
are used as hosts, routers or even WAN emulators.
The software used on cluster testbeds often assumes
that all the resources are under a single administrative
domain.

A. Software for overlay testbeds

The most famous software in this category is Planetlab
[26], a term that is some times used to refer to the software
suite (Table I) and other times to the infrastructure.

Planetlab as an infrastructure consists of a set of PCs

laccording to their naming convention we are covering multi-
user, experimental facilities (MXF') that support research rather than
proof of concept testbeds.
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Figure 3. A rough illustration of an experiment instantiation over
an overlay testbed.

(called nodes) connected to the Internet and forming an
overlay network. The nodes are based on Linux and are
divided into slices using virtualization techniques. A slice
is a network of virtual machines, with a subset of a node’s
resources bound to each virtual machine. Users can deploy
an experiment over specific slices of nodes and links of the
overlay network. This approach is ideal for experiments
that need dispersed points of presence (Internet-wide) e.g.,
realistic testing of new protocols. The Planetlab software
allows the creation of "private Planetlabs" through a ver-
sion called MyPLC. An example is Everlab [27] which is
essentially a private Planetlab on high-end clusters spread
over Europe (Evergrow). Planetlab’s success has triggered
the creation of various projects such as ONELAB which
extends Planetlab to support wireless research and VINI
[28] which extends the Planetlab software to support si-
multaneous experiments with arbitrary network topologies
on a shared physical infrastructure. VINI is suitable for
networking research because it exposes lower level inter-
faces (interfaces to virtual network devices e.g., TUN/TAP
interfaces instead of sockets) to slices. The virtual network
topologies are build using a clever combination of various
open source software like Quagga and User Mode Linux
(UML) and in a simplified manner they could be described
as multiple UML instances connected by virtual point-
to-point Ethernet links. VINI was deployed initially as a
prototype on top of Planetlab (as an infrastructure) but
the intension of its creators was to deploy it on a separate
infrastructure.

In Figure 3 we present how an experiment would be
implemented over an overlay testbed.

A similar concept for the creation of network-layer over-
lays over the Internet is used in X-Bone (Table I). X-Bone
is a software tool that officially runs on FreeBSD and Linux
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and can be used to discover, configure, and monitor net-
work resources to create overlays over a multicast enabled
IP network. The X-Bone overlays isolate experiments from
each other because they are constructed in such a way that
packets sent to the virtual addresses of an overlay will go
through the virtual links, while packets addressed to the
base addresses will go through the base network (usually
the Internet) instead of the virtual network. Of course
this mechanism doesn’t ensure proper isolation in cases of
misconfiguration or error. Nodes communicate by sending
and receiving packets to and from virtual addresses of
the overlay. X-Bone provides a primitive mechanism to
support application deployment on top of overlays and
the applications have to be modified to use the overlay
network.

B. Software for cluster testbeds

The need to reduce the required time to create the
experiment environment e.g., vulnerable hosts and at-
tackers, and allow the researchers to focus on developing
novel technologies rather than rebuilding their test infras-
tructure is well known. An interesting approach dealing
with this problem but without obvious continuation over
the years was ViSe (Virtual Security Testbed) [32]. It
proposed the use of VMware to create and store virtual
machine images of different hosts that could represent
attackers, detectors and victims in a cyber-attack scenario.
The idea of building a virtual machine image repository
is interesting and could help the collaboration between
researchers but ViSe addresses only this issue and the
flexible configuration of the network topology during an
experiment is outside of its scope.

On the other hand another important approach that
seems actively supported is the Grid’5000 project [33].
The main purpose of this platform is to serve as an
experimental testbed for research in Grid Computing and
in all the layers between the network protocols up to the
applications. Grid’5000 allows its users to deploy their
own operating system on the resources they reserve for
a limited number of hours. Furthermore its assumed that
the resources are not a single cluster located in a single
geographical position but distributed on different sites
(allover France). The sites are connected through VLANS
implemented by MPLS but are isolated from the Internet.
Therefore the network interconnection of the resources
is specific to the project. Nevertheless the project has
released several tools that automate the tasks of reserving
resources, deploying, configuring, monitoring and repeat-
ing experiments (Table II) like

e The HIPerNET tool is exploring the possibility for
virtual network creation.

o Katapult automates some tasks for experiments e.g.,
deploying the nodes, re-deploying the nodes if too
many of them failed, copying the user’s SSH key to
the node etc.
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o OAR is a reservation tool that allows the researcher
to submit or reserve nodes either in an interactive or
a batch mode.

o Kadeploy is an automatic deployment system that
supports OS installation and configuration of nodes.
Currently it deploys successfully Linux, *BSD, Win-
dows, Solaris on x86 and 64 bits computers.

o Network eXperiment Engine is a tool that allows
to simply script experiments involving hundreds of
nodes. The scenarios are described through XML
files where the topology, the configuration of and
the interactions between the experimental nodes are
documented.

Some of these tools are specific to Grid’5000 and the extent
of the required modifications to run them on a different
testbed is hard to estimate.

ModelNet [34] is a software that can emulate wide-
area network conditions within a local area network. The
ModelNet architecture comprises of ’edge nodes’ and ’core
routers’” which are both hardware-wise normal servers.
Users run the applications under test on the edge nodes
using any OS and IP network stack and run unmodified
application binaries. The edge nodes can even support
multiple Virtual Machines as demonstrated in DieCast
[35]. The core routers are FreeBSD servers that emulate
the behavior of a WAN under the offered traffic load.
The core routers upon receiving packets from the edge
nodes route the traffic through an emulated network of
pipes with specific characteristics such as queue length,
bandwidth, latency and loss-rate. The emulation runs in
real time, so packets traverse the emulated WAN with
the same rates, delays and losses as the real network.
ModelNet doesn’t address issues like resource allocation
and resource monitoring neither offers a measurement
infrastructure for the nodes but nevertheless is a powerful
tool to emulate WAN dynamics.

A more comprehensive approach has been followed by
the StarBED [36] project in Japan. It consists of a facility
with hundreds of generic PCs interconnected with Layer
2 switches that are shared between multiple concurrent
experiments. In order to automate the resource allocation
and the experiment execution processes, a software under
the name SpringOS was designed and developed (Table
IIT) . Each experiment is described in a file with the use
of a custom script language. The system evaluates this
description and through the interaction of several daemons
automatically handles the following tasks:

o allocation of the required nodes according to the
experiment description plus spares;

o initialization of experimental nodes using disk images;

« interconnection of experimental nodes by setting up
VLANS in switches and IP addresses in nodes;

o synchronization of experimental nodes and message
exchange;

o execution of an experiment scenario e.g., launching
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Figure 4. A rough illustration of an experiment instantiation over
a cluster testbed.

different programs;
o after the termination the resources are released;

SpringOS is bundled as a set of individual tools and does
not cover all components that are required by the prede-
fined architecture e.g., the dhcp and tftp daemons. This
implies additional workload for the development of a com-
plete and operational experimental platform. Furthermore
the lack of a GUI for testbed manipulation might be seen
as a shortcoming. Future plans of the StarBED community
is to evolve into a testbed for ubiquitous networks and to
provide an emulation environment.

One of the most advanced software suite for cluster
testbeds is Emulab [37]. The name Emulab refers both
to a facility at University of Utah and to a software.
Nowadays the software is actively supported by multi-
ple universities and there are many private installations
throughout the world.

In Figure 4 we present how an experiment would be
implemented over a cluster testbed.

From a technical point of view Emulab is quite sophis-
ticated and feature rich and specifically:

o uses an extension of the NS [38] configuration lan-
guage to describe an experiment;

o deals with the reservation and allocation of resources
on the testbed;

o automates the installation of many operating systems
on generic hosts i.e., experimental nodes;

o automates the deployment of custom disk images and
also the creation of updated snapshots of disk images;

« supports the use of virtual hosts (FreeBSD jails) and
virtual links (multiplexed links on FreeBSD);

o recreates a network topology by connecting nodes
with a programmable switch using multiple VLANS;

e provides an event system that can launch arbitrary
commands on hosts and modify link characteristics;

o allows the use of the simulation tool NS inside the

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



emulated network;
o supports packet capturing for monitoring purposes.

Finally, a software very similar to Emulab that can be
used for emulating different network topologies between
real or virtual hosts with the use of VLLANSs, is the Network
Emulation Testbed (NET)[39] but the released software
dates back to 2005 when the original publication was
made.

V. RELATED WORK

The need for new experimental infrastructures for net-
working and distributed systems research as well as studies
related to the design of the Internet of the Future has
been the basis for several projects. Although some of them
are frequently referenced we have not included them in
our review because they do not provide software for the
creation of testbeds (yet). Nevertheless for the sake of
completeness we should mention the following:

o the ’Global Environment for Network Innovation’ or
GENTI [2] as the most important initiative with a multi
million budget in the US. GENI aims to become a
wide-area shared platform that will be based on ideas
from Planetlab, Emulab and Tycoon and act as a)
a facility for controlled and repeatable experiments
under safe conditions; b) a facility for precise, non-
invasive observations of the behavior of existing net-
works and distributed systems under current network
conditions; c)a field experimental station where new
systems can be tested under actual network condi-
tions.

e The ICT FIRE (Future Internet Research & Exper-
imentation) initiative [3] that funds several projects
towards Future Internet Research. The facility de-
velopment efforts have been mainly towards overlay
testbeds.

e The FEDERICA project [4](Federated E-
infrastructure Devoted to European Researchers
Innovating in Computing networking Architectures)
aims to create a FEuropean wide experimental
platform using the existing network infrastructures
of National Research and Education Networks
(NREN all over Europe and their interconnection
network GEANT). The proposed approach is to cut
slices of the underlying resources (virtual hosts and
routers) and allocate them for each experiment.

e DAS-3 (The Distributed ASCI Supercomputer 3) [40]
is a project in Netherlands which provides a common
computational infrastructure for researchers rather
than a generic experimentation platform. It consists
of a five-cluster wide-area distributed system, but
its unique characteristic is that the clusters are con-
nected by a optical network backbone which can be
reconfigured on the fly (using optical routers with
configurable wavelengths forming light paths). This
hybrid optical network is called StarPlane and allows
network users to partition the network resources and
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to create multiple overlay networks, each with a dif-
ferent logical topology.

VI. CONCLUSION

Networking research and particularly the assessment of
the security of the current and future Internet should
be based on solid and compelling evidence. In addition
to a systematic analysis of incidents occurring to actual
Internet systems, there is a strong need for testbeds for em-
pirical security research. Current experimental platforms
can be categorized in two types: cluster testbeds that use
dedicated resources in isolation from production systems
(or connected under strict control and monitoring safe-
guards) and overlay testbeds that use resources from an
existing infrastructure and build an experimental overlay
on top of them. The main advantages of cluster testbeds
are the control and repeatability of experiments but their
downside is that they offer artificial network conditions
whereas overlay testbeds can offer real network conditions
but less repeatability. Although the literature is rich of
related projects and platforms, the publicly available soft-
ware for the creation of a new testbed is limited. We pro-
vide an overview by presenting available tools according
to a common set of basic and compound features. Emulab
and Planetlab provide the most sophisticated software for
each testbed type as well as documentation to support
the development of private testbeds. In comparison with
other tools they require the least customization and effort
for creating a new private testbed. A promising approach
that tries to combine the best from both approaches was
recently proposed under the name "Flexlab" by Ricci et
al. [41]. However further work in this direction as well as
towards federated testbeds [42] is still needed.
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