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Abstract—Accessibility testing in software development is testing the software to ensure that it is usable by as many people as possible, independent of their capabilities. Few guidelines exist on how to include accessibility testing in an agile process, and how to select testing methods from a cost-benefit point of view. The end result is that many development teams do not include accessibility testing, since they do not know how to prioritize the different testing methods within a tight budget. In this paper, we present an evaluation of four accessibility testing methods that fit in an agile software development process. We discuss the cost of each method with regards to resources and knowledge requirements, and based on a cost-benefit analysis, we present the optimal combinations of these methods in terms of cost and issues discovered. Finally, we describe how accessibility testing methods can be incorporated into an agile process by using the agile accessibility spiral.
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I. INTRODUCTION

The past decades have seen an increased interest in integrating usability in the software development process. However, far to little attention has been paid to the field of accessibility. Accessibility focuses on letting people with the widest range of capabilities be able to use a product or service [1]. There is an increased focus on accessibility from governments and the United Nations with “Convention on the Rights of Persons with Disabilities” [2].

Studies show that doing usability testing is costly and can take around 8-13% of the project’s total budget [3]. Much of the cost goes to recruiting participants and evaluators in addition to the man-hours required for conducting and evaluating the results [4]. For accessibility testing, the cost can be even higher than usability testing, since recruitment and accommodation of participants usually have more requirements.

However, by not doing accessibility testing at all or by postponing until the end of the project, the cost can be extremely high, and it might not even be possible to do accessibility adjustments at a late stage [5] [6]. Many studies show that software that is hard to use, or have features that are hard to understand, make users find better alternatives [7]. There might also be legal requirements to provide accessibility.

We argue that developers and testers in software teams can take more responsibility for accessibility testing, and thus lower the total testing cost of the project and at the same time deliver a better product that is both more usable and accessible. Our approach is targeted towards agile software development, since it has become the mainstream development methodology [8] [9].

During our evaluations, we have investigated different accessibility testing techniques, and we discuss the cost-benefit aspect of these in an agile development process. We argue that accessibility testing does not necessarily require a high cost. We describe where in the process the methods can be used and how they can be combined in optimal ways. Consequently, the impact from accessibility testing towards the end of the project will be minimized, and thus reduce the cost of retrofitting [5]. Our suggested approach is not a substitute for doing user testing, but an addition, incorporated into the agile development process, to reduce the overall cost and increase the usability and accessibility of the software.

The remainder of this paper is organized as follows. Section II summarizes related work, and section III gives an overview of accessibility testing methods. Section IV describes the evaluation approach and the issues that were found during the evaluations. Section V reports our cost-benefit analysis of the accessibility testing methods and Section VI discusses the results. Finally, we summarize and conclude in Section VII.

II. RELATED WORK

Zimmermann and Vanderheiden [10] have proposed a method for integrating accessible design and testing in the development of software applications, both iterative and non-iterative processes. However, the proposed method’s main focus is on how to gather accessibility requirements and does not contain much details on how to actual perform testing in an iterative process. There has been some focus on integrating an agile development process with usability testing [11], and in recent years, there has been an increasing interest in Agile UX (User Experience) [12]. Bonacin et al. [13] propose how to incorporate accessibility and usability testing into an agile process, but do not discuss which accessibility testing methods that are optimal to use or how to combine them in an efficient setup.

A recent systematic review of usability testing methods for software development processes [7] request more research into evaluating the different testing methods and how they affect the testing outcome. To the best of our knowledge, there are no evaluations of accessibility testing methods in an agile process, and there are no studies of which accessibility testing methods that are most effective compared to resources and knowledge available in a agile team. We address the latter issue in this paper by showing a cost-benefit approach on how to select accessibility testing methods in an agile process.
III. BACKGROUND

There are several methods for testing usability [7] and accessibility [10] in software development: automated tools, guidelines, expert walkthrough, interviews and user testing to name a few. There are different alternatives of grouping these methods [14], and we have chosen to divide them into five groups based on the resources and knowledge required when using the methods in software development, as shown in Table I.

The amount of resources and knowledge required is categorized as either low, medium or high. In terms of resources, low means that none or little prerequisites (tools, setup, administration) are required to conduct the method; medium means that some prerequisites are required, and they are relatively cheap (under $1000); high means that the method requires considerably investments in terms of setup, purchase, administration or maintenance. In terms of knowledge, low means that no or very little prior knowledge is required; medium require some prior knowledge, either technical (usage, commands) or domain (knowledge or experience with the impairment); high means that extensive or expert training is required to conduct the evaluation.

<table>
<thead>
<tr>
<th>#</th>
<th>Group</th>
<th>Resource requirements</th>
<th>Knowledge requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Automated tools</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>2</td>
<td>Checklist and guidelines</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>3</td>
<td>Simulation using wearables</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>4</td>
<td>Expert walkthrough</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>5</td>
<td>User testing</td>
<td>High</td>
<td>Medium</td>
</tr>
</tbody>
</table>

Automated testing tools require fewer resources in terms of time, knowledge and resources, compared to other testing methods. It is quite feasible for a developer or tester to install a tool and run an evaluation, and most of the tools are also free to use. There are numerous alternatives out there, like the NetBeans accessibility module [15] that integrate directly into the developer’s tools, but most automated tools only support simulation of visual impairments or a limited variant of other impairments. Overall, the automated testing tools are low in resources required to acquire and use them. The automated tools usually explain the evaluation results in great details to the operator, and give suggestions on how to fix or improve the problems that have been found. This means very little prior knowledge is required from the operator, and explains why we have also labeled the automated tools methods with low knowledge requirements in Table I.

Checklists and guidelines provide the evaluator with a set of instructions and criteria to evaluate, and the WCAG (Web Content Accessibility Guidelines) 2.0 standard [16] is a common choice. It is easy to find both checklists and guidelines on the Internet, and they have good and detailed documentation on how to perform the evaluation and how to assess the results from the evaluation. This is why we have labeled checklists and guidelines methods with low for resource and knowledge requirements. Even though these methods require little resources and knowledge, studies have shown that guidelines are hard to understand and follow, and have not increased accessibility as much as anticipated [17].

There are many different tools or wearables that an able-bodied person can use in a simulation. The motivation is to let a person experience an impairment so the person might be able to gain some insight into the issues that an impairment might have with a certain design or solution [18]. It is important to note that the intention of a simulation kit is not to simulate the disability in itself, which is highly criticized [19]. Simulation kits are fairly cheap to purchase and setup, but it requires some planning; the simulation kits must be evaluated to discover which is most suitable, and the simulation kits must also be purchased. The planning and cost aspect is the reason for labeling the simulation methods as medium. However, simulation kits come with good instructions on how to operator them and normally requires no prior knowledge, which is reflected by low knowledge requirements in Table I.

Expert walkthrough, also called persona walkthrough or persona testing approach [20], is where an expert simulates or play-acts a persona while carrying out tasks. The more knowledge the expert has about the disability that a particular persona has, the easier it is to do a realistic and credible acting while testing the solution. The approach is informal and relatively quick to do, but is heavily dependent on the selected personas and the experience that the expert has with the particular type of disability. All expert walkthrough methods require expert knowledge (as the name indicates) and is thus marked with high knowledge requirements. However, there are few resource requirements for expert walkthrough methods, and this is why they are labeled with low for resource requirements.

The best approach for accessibility testing is user testing, since the actual users are involved and the testers does not have to do any approximation of impairments or mental states [21] [22]. However, it is also an expensive method because it requires much planning, recruitment and management [4]. Examples of user testing involves inquiry, interview, focus group and questionnaire. This means that resource requirements are high as indicated in Table I. User testing methods requires some prior knowledge on how to recruit, organize and conduct user testing, and we have indicated this with medium knowledge requirements.

IV. ACCESSIBILITY EVALUATIONS

We conducted eight evaluations. The goal of the evaluations was to investigate what kind of issues the different test methods can discover, and how the test methods differ from each other. The findings of the evaluations were then used in a cost-benefit analysis, to suggest where in an agile development process the methods might be most valuable.

The system used for evaluation was a pilot for electronic identification, developed during the EU project FutureID. The pilot uses a software certificate or an ID card with a card reader for the authentication process. The pilot uses both a
Java client and a web front end, and consists of around ten different user interfaces with varying complexity.

A. Selected Methods

We selected methods from the groups in Table I suitable to be performed by a person working in an agile team, i.e., from all groups except user testing and testing with automated tools. Table II shows the selected method types; Simulation kit (group 3), VATLab (group 2), Persona (group 4) and Manual WCAG (group 2).

The four types of methods were selected based on a combination of resources and knowledge required to perform a method. Ideally, in a development cycle, one wants to use as little resources as possible on accessibility testing, but at the same time discover the most critical accessibility issues that exists in the software. Therefore, we focused on testing methods that are relatively inexpensive to conduct in terms of time and resources. This is why user testing was omitted, since it is an expensive method to conduct. Automated tools were also omitted, since they are limited in what they can actually test.

Almost all methods are labelled as low with regards to resources. The only method with prerequisites is the simulation kit because some hardware must be purchased ahead of testing. This is usually a one-time purchase, but it must also be stored and assembled before usage, so we think it qualifies as medium resource demanding compared to the others.

Most of the methods require very little prior knowledge. Method 3 involves using a screen reader that requires knowledge on how to operate it, but almost everyone can learn how to use a screen reader in a short amount of time, and therefore we labelled it medium. However, our level of using screen readers cannot compare with the expert level of people that use screen readers daily and are dependent of them. The persona testing methods requires much more prior knowledge, both in terms of the method itself, but also on the impairments that is being play-acted. Thus, the persona testing methods are high in knowledge demands.

<table>
<thead>
<tr>
<th>#</th>
<th>Method</th>
<th>Impairments</th>
<th>Resources</th>
<th>Knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Simulation kit</td>
<td>Reduced vision</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>2</td>
<td>Simulation kit</td>
<td>Reduced dexterity</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>3</td>
<td>VATLab</td>
<td>Blindness</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>4</td>
<td>VATLab</td>
<td>Light sensitivity</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>5</td>
<td>VATLab</td>
<td>Multiple</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>6</td>
<td>Persona</td>
<td>Dyslexia</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>7</td>
<td>Persona</td>
<td>Being old</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>8</td>
<td>Manual WCAG</td>
<td>Multiple</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

For the simulation kit approach, two impairments were selected that cover both visual and physical dimensions. We used Cambridge inclusive design glasses [23] for simulating reduced vision, and the Cambridge inclusive design gloves [23] to simulate dexterity reduction. These gloves are typically used for testing a physical product, but they were included in our evaluation since there was a card reader involved.

We used a Virtual Assistive Technology Lab (VATLab) to test various assistive technologies [24]. The VATLab contains two different screen readers; NVDA and SuperNova. These tools are used by blind people, and give a good indication of how accessible the solution is for this type of impairment. We also used the built-in high contrast mode in Windows. The VATLab project also includes a checklist for evaluating web pages for screen readers, and we used this checklist in the evaluation [24].

For the persona walkthrough we defined two personas that we had experience with, one being old and one with dyslexia. For each persona there was an expert play-acting the particular persona while performing the predefined test-scenarios. To make it more realistic, the persona testing of being old was also conducted with two layers of Cambridge glasses to simulate reduced vision that often comes with age.

Finally, we conducted a manual testing of the WCAG checklist. The testing was performed with supportive use of available browser plugins to check for instance color contrast.

B. Participants

Six different participants performed the evaluations, where the participants’ knowledge on accessibility testing ranged from beginner to expert. All the participants had technological background, their age ranged from 35 to 61, and there were both males and females in the group. Two of the participants were recruited based on their experience with persona testing and their knowledge on dyslexia and aging.

C. Procedures

Before we started the evaluation, we defined whether an issue was critical or cognitive. We defined a critical issue as an issue that prevents the participant from continuing or completing a task; e.g. difficult to read images or text because of poor contrast or resolution. A cognitive issue was an issue caused by confusing or missing information for the given context; e.g. not understanding the purpose of a screen or not understanding how to operate a controller. A problem can thus belong to both the critical and cognitive category, as it was often the case.

All the evaluations were conducted on the same machine with the same setup to ensure an equal test environment. Each evaluation also had a coordinator who wrote down the issues reported by the tester, and the coordinator also made notes when difficulties, that were not verbally expressed, were observed. All the evaluations were conducted by at least two different participants, and the results were aggregated.

A short initial test was conducted before the evaluations started, in order to verify that the overall setup, the scenarios and the ordering of them were best possible. The goal of all the scenarios was to successfully log into the system. Each participant performed five different scenarios in the same order: 1) Invalid digital certificate 2) Valid digital certificate 3) Invalid smart card 4) Valid smart card, but incorrect PIN code 5) Valid smart card and correct PIN code

The participants were unaware that they were given invalid certificate, invalid smart card and invalid PIN (Personal Identification Number) code. The scenarios were also executed in
the listed order to avoid biasing the participants as they should gradually progress a little further in the logging process. Each method took under two hours to complete for a single participant for all the scenarios.

D. Evaluation results

As can be seen from Table III, a high number of critical issues were discovered with most of the methods. It should be noted that a critical issue might only be critical in the context of a given disability. For instance, incorrect HTML tags can be critical for blindness, but may not be relevant for impairments like reduced dexterity. However, for the solution as a whole, all critical issues are equally relevant since an issue might exclude some users if nothing is done to improve the problem.

TABLE III. ISSUES FOUND.

<table>
<thead>
<tr>
<th>Method</th>
<th>Issues</th>
<th>Critical</th>
<th>Cognitive</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>54</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>26</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>19</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>34</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>7</td>
<td>27</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>8</td>
<td>32</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td><strong>213</strong></td>
<td><strong>96</strong></td>
<td><strong>38</strong></td>
</tr>
</tbody>
</table>

The simulation kit methods found fewer critical issues than VATLab and persona testing, and this is mostly because most of the issues reported were visual problems that were annoying at best and in most cases problematic, but not marked as critical since it did not hinder further progress. Of the critical issues discovered with simulation kit, almost all were also marked as cognitive. Note that a relative few number of issues were found when simulating reduced dexterity, and we believe this is mainly because the application did not require much motoric precision. This is of course highly related to the software that is evaluated.

WCAG also reported few critical issues, however this was mostly because the WCAG evaluations criteria are high level. For instance did a single criteria in WCAG cause over 17 critical issues to be reported in the VATLab methods since it has a much finer granularity. WCAG also reported few cognitive issues for the same reason.

VATLab methods reported on average the most critical issues, and many of the issues were related to poor compatibility for screen readers. We suspect that more issues could be found if there had not been so many critical problems which made further investigate in many screens impossible.

Persona testing methods found the most cognitive issues, and this is not unexpected since the persona used in the evaluations had focus on usability and understanding the context. Most of the issues reported by persona testing were directly related to the participant not understanding the context of a screen and what was expected from the participant. A high number of the cognitive issues were also marked as critical since it is impossible for the participant to complete his task, and this explains the high number of critical issues discovered by persona testing.

V. RESULTS

Based on the evaluation results in Section IV, we performed an cost-benefit analysis (CBA) of what combinations of accessibility testing methods that discovered most issues with regards to resources and knowledge. The motivation for doing a CBA is to get a more objective evaluation of the different testing methods, so it is easier to evaluate when to include a testing method in the process. CBA is a systematic approach for comparing strengths and weaknesses for different options [25]. It has not been used for comparing accessibility testing methods to our knowledge, but it is a well known technique that is used in many fields [26].

In order to do a CBA, we first defined the cost to be the combination of resources and knowledge where resources and knowledge $\in \{1, 2, 3\}$ where low corresponds to 1, medium to 2 and high to 3. This makes sense since both variables contributes equally to the cost of executing a testing method. We argue that the most beneficial accessibility testing methods are those that find a high number of issues, but also many critical and cognitive issues. We can then define the benefit as the sum of found, critical and cognitive issues. Based on the the definition of cost and benefit we can then define the cost-benefit relationship accordingly:

\[
CB = \frac{1}{\sqrt{n}} \frac{total^2 + critical^2 + cognitive^2}{resources \times knowledge}
\]  

Where total is the total number of issues for n methods, cognitive is the total number of cognitive issues for n method, critical is the total number of critical issues for n method and n is the number of methods. We have included squared weighting of both cognitive and critical issues since we argue that these issues are more important to discover than minor issues. We used $\sqrt{n}$ instead of n as a penalty for the number of evaluations, since using only n gave a too big penalty when using multiple methods.

We calculated CB for all permutations of the different accessibility testing methods to identify the combinations that gives most benefit compared to cost. The top results in addition to some selected results are shown in Table IV ordered by CB.

Combining all methods (except method 2) gives a very high coverage (almost 100%), but comes at a high cost, as shown with #20. The CB found 19 better alternatives when considering the costs. The optimal combination of methods that maximize benefit compared to cost is using methods 5, 8, 3 and 1 (#1). This combination has a relatively low cost, and discovered almost 65% of all issues in addition to a high number of both critical and cognitive issues (66.7% and 36.8%).

It is not surprising that if more methods are combined then the results are better, but at a higher cost, as for instance shown with combination #5 and #8 in Table IV. However, a combination of two methods (#3) gives reasonable good results of discovering around 40% of the known issues, and a large number of both critical and cognitive issues (21.9% and 36.8%).
With a small increase in cost using three testing methods, around 50% of all issues were discovered, as shown with combination #2 and #4. Combination #2 finds 55.9% of all issues, and almost half the known critical issues. It is also worth noting that this testing method combination use three different accessibility testing method types (simulation kit, VATLab and Manual WCAG testing) to discover many different issues.

VI. DISCUSSION

Based on the results in Table IV we found that the combination of several methods provides good results compared to the investment. Our CBA shows that combining the testing methods 5, 8, 3 and 1 is the most profitable combination of methods. The cost is moderate, and yet, the combination of methods discover a large number of the issues with the software we evaluated. However, the results does not say anything about when to apply the different methods during a development process.

Testing accessibility using simulation kit with reduced vision (method 1) is the only method which is always part of top ten results. Manual WCAG (method 8) is part of the combinations a total of 9 times, while testing blindness using VATLab (method 3) is part of top ten a total of 8 times. VATLab with checklist (method 5) is part of the top 10 results 7 times, while dyslexia persona testing (method 6) is part of the top results three times. Based on these results we can make some general recommendations on which methods to include in accessibility testing during an agile process, and the order in which they should be included.

In Figure 1 we have illustrated how to prioritize the different accessibility testing methods in an agile development process, and we call this the agile accessibility spiral. The circular layers represents the testing methods, and start from the center with automated tests and expands outwards to show the priority of the testing methods. The red arrow illustrates an agile process that spirals outwards and cover the same activities in different iterations, and the motivation behind the agile accessibility spiral is that the different testing methods can be included in all the activities. The total cost increase as more testing methods are included in testing, but the number of issues discovered also increases.

The different process activities are shown at the edge of the circle with blue separations between the different activities. The activities are gradual and not necessarily clearly separated as shown in the illustration, and they often happen in parallel. We have illustrated four common activities (design, development, test, review) that usually occur in agile software development.

Automated tests are always a vital part of any development process and are thus in the center of the spiral, but we argue that the first accessibility testing method that should be added to automated tests is the simulation kit for reduced vision. This is supported by our results in Table IV, and by the knowledge required as shown in Table I. It is a method that can be performed many times without affecting the bias of the tester too much, since it is a wearable gadget that is used by the tester and not so much a mental testing approach.

Other testing methods like persona testing should be performed less often since the cost is quite high, but also because it is a mental process which might be biased if performed too often by the same person. After the simulation kit method with reduced vision the methods follow successive with manual WCAG, VATLab and blindness, VHL checklist, persona dyslexia. We have not illustrated more methods in Figure 1, since these 5 methods cover over 80% of known issues as shown in Table IV. As a minimum at least two different testing method should be included during testing [27].

During the first iterations in an agile development process, a prototype is often developed, and since the motivation behind a prototype is to show a concept and not necessarily think about all possible outcomes or users, it is still beneficial to do some accessibility testing to avoid costly adjustment at a later stage [5]. However, not all accessibility testing methods are suitable for testing against prototypes or even design sketches. The agile accessibility spiral in Figure 1 also incorporate this in the ordering.

Simulating reduced vision with simulation kit can be done...
against both prototype and design sketches, and parts of WCAG can also be tested at an early stage. Further out in the agile accessibility spiral layers, when testing blindness with VATLab and screen readers, a more stable software version should be tested instead of design sketches or prototypes. This is because screen readers require elements to be marked so the screen readers can find the required information.

VII. CONCLUSION

Based on our results, we recommend to use the agile accessibility spiral, as a reference for accessibility testing in agile development. We recommend to start from the center and gradually apply more testing methods as the project progresses. The cost and knowledge of testing methods increase from the center and outwards, but the discovery of issues also increases when moving outwards from the center. Ideally, if the team has access to staff that can perform persona testing, or are willing to invest the resources to train one or more in persona testing, then we strongly recommend to include persona testing as part of the development cycle.

The different testing methods should be adjusted to the software and the expertise of the development, so they fit into the agile process. The more knowledge and experience an agile team gains, the smaller the circles in the agile accessibility spiral will become. And as stated before, we strongly recommend to do testing with actual users at some point in the software development. No amount of automated tools, checklist and guidelines, simulation using wearables or expert walkthrough can replace feedback from real users. However, we argue that developers and testers can contribute more with accessibility testing to deliver a better end product.

Our study of accessibility testing methods was limited in number of participants and the size of the evaluated application, hence, future work should explore the different accessibility testing methods for other software solutions. More research on cost benefit evaluation in accessibility testing should be done, and it would be interesting to evaluate more testing methods and place these in the agile accessibility spiral.
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