Trend Visualization on Twitter: What’s Hot and What’s Not?
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Abstract—Twitter is a social networking service in which users can create short messages related to a wide variety of subjects. Certain subjects are highlighted by Twitter as the most popular subjects and are known as trending topics. In this paper, we study the visual representation of these trending topics to maximize the information toward the users in the most effective way. For this purpose, we present a new visual representation of the trending topics based on dynamic squarified treemaps. In order to use this visual representation, one needs to determine (preferably forecast) the speed at which tweets on a particular subject are posted and one needs to detect acceleration. Moreover, one needs efficient ways to relate topics to each other when necessary, so that clusters of related trending topics are formed to be more informative about a particular subject. We will outline the methodologies for determining the speed and acceleration, and for clustering. We show that the visualization using dynamic squarified treemaps has many benefits over other visualization techniques.
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I. Introduction

Twitter, a popular microblogging service, has seen a lot of growth since it launched in 2006 and commands more than 140 active million users with 340 million messages (tweets) per day as of March 2012 [1]. Twitter users write tweets about any topic within the 140-character limit and follow others to receive their tweets. An important characteristic of Twitter is its real-time nature. For example, when a major event occurs, people disseminate tweets over the network related to the event, which enables detection of the event promptly by observing the tweets. The popular events and subjects are also known as trending topics, and their detection helps us to better understand what is happening in the world.

The visualization of trending topics is an important research question, since the representation of the trending topics has a significant impact on the interpretation of the topics by the user. This visualization can be done simply by providing a list of topics, as Twitter does (see [2] and Figure 1). However, this representation suffers from a number of drawbacks that prevent the user in assessing the importance of the topic correctly. First, although the list is ordered from the most popular topic to the least popular topic, one cannot infer the importance of each topic relative to the other topics. Second, a list also does not convey the dynamics in the trend, e.g., is the topic still trending to become more popular or is a different topic growing more popular? Third, it could very well be that several topics on the list are related to each other and should be grouped into a coherent set of topics. For example, it is not clear on the outset that topics 3 and 9 in Figure 1 are related to each other. This group of topics could provide more semantics to users than a single topic alone.

A popular method to visualize trending topics is a tag cloud (see Figure 2). However, the research on the effectiveness of this visualization technique is not conclusive. Sometimes, a simple list ordered by frequency may work better in practice than fancy sequential or spatial tag clouds [3]. In other research (e.g., [4]) an alphabetically ordered list performed best with variations in font size (a bigger font for more important topics worked better). Some results show that font size and font weight have stronger visual effects than intensity, number of characters, or tag area. However, when several visual properties are manipulated at once, there is no single property that stands out above the others according to [5]. Hearst and Rosner [6] even argues that “the limited research on the usefulness of tag clouds for understanding information and for other information processing tasks suggests that they are (unsurprisingly) inferior to a more standard alphabetical listing.”

A dynamic tag cloud addresses the first two of the three shortcomings of lists to some extent. The importance of each
topic is displayed by the font size in the tag cloud. The
dynamics of the trend can be implemented by a
dynamic tag cloud in which the text size grows or shrinks. However,
the last shortcoming for addressing topics that are related
to each other is more difficult. In this case, one needs to
cluster trending topics into coherent groups and visualize
them, e.g., through semantics [7], [8]. In order to visualize
these clusters, one could use a Treemap [9] or a Squarified
Treemap [10], [11]. A treemap displays hierarchical data as
a set of nested rectangles.

In this paper, we propose a Dynamic Squarified Treemap
(see Figures 6 and 7) to overcome all three aforementioned
shortcomings. The importance of a topic can now be corre-
lated to the size of a rectangle. The color of the rectangle
can be used to identify if the topic is trending upwards,
downwards or remains at its popularity. The rectangle itself
can harbor multiple topics so that clusters can be visually
represented in an appealing manner. In order to use this
visual representation, we need to define how to choose the
importance (which is directly related to the number of tweets
per second on the topic) and how to choose the color (which
is directly related to the acceleration or deceleration of the
number of tweets per second).

Our contribution in this paper is threefold. First, we
have a different perspective than most other works (e.g., as compared to [11], which is the only paper related to our
work). We are focused on upcoming topics that will become a
trend instead of a complete online overview of topics. The
visualization of these topics is performed dynamically in
which color, size, and animation carry additional information.
Second, we develop algorithms to quickly determine the
importance of topics using new smoothing methods based on
little input data. Third, we show that for our purposes simple
online clustering techniques perform sufficiently well.

The rest of the paper is structured as follows. In Section II,
we outline the methodology to determine the input para-
eters for the dynamic squarified treemaps. In Section III, we
explain how the dynamic aspect of squarified treemaps is
more informative than other visualization methods. We con-
clude the paper with some additional remarks in Section IV.

II. METHODOLOGIES

In this section, we outline the methodology to determine
the speed of tweets and the acceleration. These two param-
eters will serve as input parameters for the dynamic squarified
treemap to generate a visualization of the trending topics. We
first start with the twitter speed of a specific topic. For this
purpose, we use the trending topics as posted by Twitter on
20 March 2012; see Figure 1. To illustrate our techniques, we
focus on the tweets in hashtag #PrayforMexico. This hashtag
was a trending topic at that time as a result of an earthquake
in Mexico. The data derived from this hashtag consists of
tweets with a time stamp (with seconds as accuracy). Based
on this data, the absolute number of tweets over the day
is given in Figure 3. One can see that around 7.30pm the
number of tweets rapidly increases due to the earthquake.

A. Speed of Tweets

Let us for ease of notation focus on a stream of tweets
on a particular subject for which the twitter speed needs to be
determined. Let us denote by \( t_i \) the time stamp of the
\( i \)-th tweet with \( t_1 \leq t_2 \leq \cdots \). The speed can in principle be
determined by a simple moving average, e.g., when tweet
\( i \) arrives, the speed \( v_i \) can be determined by \( k/(t_i - t_{i-k}) \)
for some \( k \) that determines how much history is included.

There are two significant drawbacks to such a method. First,
for high volume tweets (in particular, for popular topics),
many tweets have the same time stamp. Thus, it could be
that \( t_{i} = \cdots = t_{i-k} \) so that \( v_i \) is not well-defined due to
division by zero. Second, such an approach looks back at
the history and has little predictive power.

To alleviate the drawback of the moving average, we first
determine the interarrival times \( \alpha_i = t_i - t_{i-1} \). When tweet
\( i \) is recorded, it could be that there are already several tweets
that have the same time stamp (this is the case when \( \alpha_i = 0 \)). This number is given by \( z_i = \{|k \mid t_s = t_k\}| \). Hence, we
adjust the time stamp of the tweets by spreading them
uniformly over the past second. Thus, we transform \( \alpha_i \) to \( \alpha'_i \)
by

\[
\alpha'_i = \begin{cases} 
(1 - \frac{1}{z_i+1} - \frac{1}{z_{i+1}+1}), & \alpha_i > 0, \\
\frac{1}{z_i+1}, & \alpha_i = 0.
\end{cases}
\]

Next, we apply exponential smoothing with parameter \( 0 \leq \alpha \leq 1 \) on the new interarrival times to derive a new time
series \( b_i \) given by

\[
b_i = \alpha b_{i-1} + (1-\alpha)\alpha'_i,
\]

starting with \( b_1 = \alpha'_1 \). Since the resulting time series can still be too volatile, we apply a double smoothing by taking the
average over the past \( k \) values of the time series \( b_i \). Thus,
the speed \( v_i \) (in tweets per second) is then given by

\[
v_i = \frac{k}{\sum_{j=i-k+1}^{i} b_j}.
\]
Our algorithm thus has two parameters that can be chosen freely. We have the first smoothing parameter $\alpha$ that is used in the exponential smoothing, and we have the second smoothing parameter $k$ that uses $k$ tweets from history. In Figure 4, we can see the graph of the tweets from #PrayforMexico for various values of $k$. The parameter $\alpha$ is set to 0.8, which seems to work best for various examples in our setting. We can see that a value of $k = 0$, the case in which no history is taken into account, is rather volatile and does not produce stable results. The values of $k = 10$ and $k = 20$ provide more stable results and are much smoother than the graph for $k = 0$.

B. Acceleration of Tweets

The acceleration of tweets is basically a derivative of the speed of the tweets. We calculate the acceleration of the tweets for each minute. Let $t$ be the start of a minute and $t + 1$ the start of the next minute. Let $\pi_t$ be the index of the last tweet before the end of the minute, thus $\pi_t = \max \{ i \mid t_i < t \}$ where $t_i$ is the timestamp of tweet $i$. Denote by $\ominus$ the first tweet in that minute, or if there are not any, the one before that. Thus $\ominus_t = \max \{ \min \{ i \mid t_i \leq t_i < t_{\pi_t}, t_{\pi_t} - 1 \} \}$. The acceleration $w_t$ is then computed by

$$w_t = \frac{v_{\pi_t} - v_{\ominus}}{t_{\pi_t} - t_{\ominus}}.$$ 

Note that the definition closely reflects the regular definition of a derivative. However, we account for the fact that there can be no tweets in a particular minute. This is taken care by the way the variables $\pi_t$ and $\ominus$ are defined. Furthermore, we also account for the fact that all tweets in the minute can have the same time stamp. Therefore, we use the adjusted timestamps $a_i'$ instead of $a_i$.

In Figure 5, we can see the graph of the acceleration of the number of tweets per second for different values of $k$ (the history that is used to determine $v_t$). As in the case of the calculation of the speed, we conclude that $k = 0$ (not using any history at all) results in volatile accelerations that are not preferred. Since the graph of speeds when using $k = 10$ is still very bursty, the acceleration shows large fluctuations that are not in accordance with one's intuition.
Figure 5. The acceleration of the number of tweets per second for different values of $k$ (history) for #PrayforMexico on 20 March 2012.

Figure 6. Numerical results.

(see, e.g., the timestamps around 7.42pm). The graph with $k = 20$, however, seems to perform well in this case, and in other cases as well. We can clearly see that the acceleration is picked up at 7.32pm, which corresponds to a real surge in the absolute number of tweets. Thus, this is precisely the moment at which one would like to detect this trend. Hence, in the rest of the paper, our algorithms run with $\alpha = 0.8$ and $k = 20$.

### III. Dynamic Squarified Treemaps

In the previous section, we have identified the major ingredients for building a squarified treemap. First, we have determined the variable $v_i$, which represents the twitter speed in tweets per second on a particular topic. Second, we have identified the acceleration $w_t$ of the number of tweets for the same topic. Based on this information, we build rectangles for each topic of which the relative areas correspond to the relative speeds of each topic. On top of that, each rectangle is color-coded from green to white to red, based on a positive to neutral to negative acceleration. This gives rise to a representation as depicted in Figure 6a. The numbers in parentheses represent $v_i$. This representation solves many of the issues tied to lists (see Figure 1) and tag clouds (see Figure 2). In this section, we improve the visual representation by clustering related topics.

#### A. Clustering topics

The clustering of tweets is not an easy process. Standard algorithms, such as $K$-means clustering [12], are slow. Therefore, most algorithms usually work iteratively. For speed, a single assignment is usually used in the literature (e.g., [13], [14]).

A simple way to cluster tweets is by using a cosine similarity as defined in [15]. In this algorithm, the term frequency and inverse document frequency (TF-IDF) [16] can be used as a weighing scheme. A more involved method to cluster tweets is the Latent Dirichlet Allocation (LDA) [17], which can be used to track topics over time [18]. The clustering that is obtained by this method is better than when using TF-IDF [19] (while a combination works best). However, LDA is not perfect for Twitter because tweets are limited in size [20]. Methods based on non-negative Matrix Factorization [21] could be an alternative to TF-IDF and LDA (from [22]). Some experimentation has already been performed in [23] on a small dataset. One can also think of mixture models [24], [25], which were developed for producing recommendations, for clustering tweets.

#### B. Clustering based on tweet list comparison

As a first clustering algorithm, we adopt a very simple but efficient clustering algorithm. For each topic $a$, at time
where the vector \( a \) is defined as the number of times that both terms from time \( t \) appear in the lists \( l_a \) and \( l_b \). If the similarity metric is above the threshold of 0.15, then the two topics are clustered, and clustering continues until no more tokens can be added to the cluster. Table I displays the results of this clustering. In the results we can see that ‘#PrayforMexico’ and ‘Earthquake in Mexico’ are clustered.

Table I

<table>
<thead>
<tr>
<th>#PrayforMexico</th>
<th>#tembleb</th>
<th>Earthquake in Mexico</th>
<th>Azcapotzalco</th>
<th>John Elway</th>
<th>Sismo de 7.8</th>
<th>Niñas de 13 y 14</th>
<th>#SocialMovies</th>
<th>Marcelo Lagos</th>
<th>Pat Bowlen</th>
</tr>
</thead>
<tbody>
<tr>
<td>#PrayforMexico</td>
<td>1</td>
<td>0.30</td>
<td>0.70</td>
<td>0.21</td>
<td>0.14</td>
<td>0.19</td>
<td>0.35</td>
<td>0.35</td>
<td>0.32</td>
</tr>
<tr>
<td>#tembleb</td>
<td>0.30</td>
<td>1</td>
<td>0.20</td>
<td>0.47</td>
<td>0.11</td>
<td>0.54</td>
<td>0.41</td>
<td>0.12</td>
<td>0.42</td>
</tr>
<tr>
<td>Earthquake in Mexico</td>
<td>0.70</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.14</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.32</td>
</tr>
<tr>
<td>Azcapotzalco</td>
<td>0.21</td>
<td>0.47</td>
<td>0.15</td>
<td>1</td>
<td>0.08</td>
<td>0.48</td>
<td>0.33</td>
<td>0.09</td>
<td>0.33</td>
</tr>
<tr>
<td>John Elway</td>
<td>0.14</td>
<td>0.11</td>
<td>0.16</td>
<td>0.08</td>
<td>1</td>
<td>0.06</td>
<td>0.06</td>
<td>0.11</td>
<td>0.08</td>
</tr>
<tr>
<td>Sismo de 7.8</td>
<td>0.27</td>
<td>0.54</td>
<td>0.17</td>
<td>0.48</td>
<td>0.06</td>
<td>1</td>
<td>0.46</td>
<td>0.08</td>
<td>0.38</td>
</tr>
<tr>
<td>Niñas de 13 y 14</td>
<td>0.19</td>
<td>0.41</td>
<td>0.11</td>
<td>0.33</td>
<td>0.06</td>
<td>0.46</td>
<td>1</td>
<td>0.06</td>
<td>0.33</td>
</tr>
<tr>
<td>#SocialMovies</td>
<td>0.16</td>
<td>0.12</td>
<td>0.16</td>
<td>0.09</td>
<td>0.11</td>
<td>0.08</td>
<td>0.06</td>
<td>1</td>
<td>0.10</td>
</tr>
<tr>
<td>Marcelo Lagos</td>
<td>0.21</td>
<td>0.42</td>
<td>0.14</td>
<td>0.33</td>
<td>0.08</td>
<td>0.38</td>
<td>0.33</td>
<td>0.10</td>
<td>1</td>
</tr>
<tr>
<td>Pat Bowlen</td>
<td>0.13</td>
<td>0.10</td>
<td>0.15</td>
<td>0.08</td>
<td>0.32</td>
<td>0.06</td>
<td>0.06</td>
<td>0.11</td>
<td>0.07</td>
</tr>
</tbody>
</table>

C. Clustering based on the cosine similarity index

We also adopt the cosine similarity [26] to cluster the topics. The cosine similarity of two topics \( a \) and \( b \) is a measure of similarity, defined by

\[
< f_a, f_b > = \frac{\sum_i f_a(i)f_b(i)}{\sqrt{\sum_i f_a(i)^2} \sqrt{\sum_i f_b(i)^2}}
\]

where the vector \( f_a \) (and \( f_b \)) is the frequency list of terms that appear in the list \( l_a \) (and \( l_b \)). The cosine similarity is bounded between 0 and 1 since both \( f_a \) and \( f_b \) are non-negative. The name of the similarity index is derived from the interpretation of the cosine of the angle between the two vectors. Hence, similar vectors (with an angle close to zero) have a high cosine similarity, whereas vectors that are not similar (with an angle close to \( \pi/2 \)) have a low cosine similarity. If the similarity metric is above the threshold of 0.30, then the two topics are clustered. Table II displays the results of this clustering. In the results we can see that ‘#PrayforMexico’ and ‘Earthquake in Mexico’ are in one cluster. In addition, ‘#tembleb’, ‘Azcapotzalco’, ‘Sismo de 7.8’, ‘Niñas de 13 y 14’, and ‘Marcelo Lagos’ form one cluster, as well as ‘John Elway’ and ‘Pat Bowlen’. Observe that the two largest clusters are actually about the same subject, but in two different languages. A human observer would either put these into one cluster or into two. In fact, our clustering algorithm almost puts these into one cluster, with a cosine similarity of 0.30.

Figure 6b shows the squarified treemap for the clustered topics. It is clear that this representation is even better than Figure 6a. From the clusters is becomes clear that ‘Azcapotzalco’ is related to the earthquake in Mexico, although this was not clear before. Figure 7 depicts the dynamic part of the squarified treemaps. Using jQuery [27], the tiles in the treemap transition to their new size and position based on the newly calculated speed and acceleration values. This dynamic part has the appealing feature that one can directly identify visually the emerging and receding topic. The dynamic clustered squarified treemap resolves the three issues that were mentioned as problems with lists and tag clouds. Experiments with test persons seem to suggest that the dynamic squarified treemap is an effective method for the display of dynamic data from Twitter.

IV. Conclusion and future work

In this paper, we have discussed the dynamic squarified treemap for visually representing the trending topics on Twitter. The main ingredients for this graph are the speed of tweets and the acceleration of them. We have developed algorithms to calculate both of them. Moreover, we have discussed a simple clustering algorithm to deal with grouping related topics in online twitter streams. The final representation in a dynamic squarified treemap fills the gaps...
that are present in list and tag cloud representations. Hence, the dynamic squarified treemap forms a powerful visual tool to visualize trending topics.

The analysis in this paper has been done on the trending topics based on the list provided by Twitter. However, we are currently working on a system in which we monitor a sample of the twitter stream and detect trending topics ourselves. The system calculates the speed and acceleration every second and updates the screen accordingly. Based on the size and rate of growth of a cluster of words / topics the dynamic squarified treemap serves as an early warning system for trends.
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