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Abstract— In recent years, embedded systems have 
substantially increased their presence both in industry and in 
our everyday lives. Hence, more and more effort is being 
dedicated to the development of such systems. Since embedded 
systems involve computation that is subject to physical 
constraints, the development and validation of software for 
such systems becomes a challenge. Moreover, the validation of 
the embedded system within the environment increases the 
complexity and cost of testing, so many efforts are being 
devoted to perform testing activities from early phases of the 
development. Testing by simulation of the system and its 
environment is one of the most promising approaches to 
reduce testing costs. In this paper, we present a proposal based 
on model-based testing and variability management and 
integrated in Simulink for ensuring the correctness of a 
embedded control software. Variability management of 
configurations helps managing different simulation 
environments and allows less costly and time-consuming 
testing.  

Keywords - testing architecture; variability management; 
simulation. 

I.  INTRODUCTION  

Embedded systems are engineering artifacts involving 
computation that is subject to physical constraints. The 
physical constraints arise through two kinds of interactions 
of computational processes with the physical world: (i) 
reaction to a physical environment, and (ii) execution on a 
physical platform [1]. Concentrating on software, embedded 
system software characterizes itself, among others, by 
heterogeneity, distribution (on potential multiple and 
heterogeneous hardware resources), ability to react 
(supervision, user interfaces modes), criticality, real-time and 
consumption constraints [2]. The need to consider all these 
factors in concert makes the development of software for 
embedded systems a complex endeavour. 

However, not only development poses a significant 
challenge. Due to its complexity, the validation of embedded 
software also becomes a cumbersome task. Embedded 
software needs to cater for the variability on both the 
physical environment and the physical platform it is executed 
on apart from testing the software itself.  

Moreover, when we consider that embedded systems are 
often part of safety-critical systems (e.g., aviation or railway 
systems), the validation of the software becomes essential 
[3], which also raises testing cost. 

Model Driven Engineering (MDE) is a paradigm that 
promises a reduction in testing efforts. Models become the 
central asset of the development so testing can be started 
from early phases. Model-, software-, processor-, and 
hardware-in-the-loop (MiL, SiL, PiL, and HiL) tests; called 
X-in-the-loop tests provide four testing configurations [4]. 
“The model, software, processor, and hardware terms refer to 
the different target system configurations in the testing 
environment, each of which adds value to the verification 
process” [4]. 

The MiL tests the model along with the plant model that 
simulates the physical environment signals. For SiL testing, 
the model of the MiL is replaced with the corresponding 
software code. This source code can be autogenerated from 
the model. PiL tests the source code executed on the target 
processor machine. For HiL testing, the software is 
integrated with the real software infrastructure and deployed 
in the hardware processor or microcontroller. The 
environment around the system is still a simulated one, but 
the plan model is replaced by a dedicated hardware setup 
specially designed for the simulation [4].  

Each of the configurations has a different focus from the 
validation point of view and following them allows detecting 
errors early when they are easier to correct and to validate 
incrementally different aspects of the system (functionality, 
performance, etc.). Functionality and system behavior can be 
tested at MiL and SiL level. Tests on PiL level can reveal 
faults that are caused by the target compiler or by the 
processor architecture [5]. HiL level is to reveal faults in the 
low-level services and in the I/O services [5]; and to confirm 
the real-time functionality and performance [4]. 

Embedded software for control systems usually has to 
run in different environment conditions, and has to control 
different number or/and types of sensors and actuators. This 
increases the complexity of testing even in early phases of 
the development. Testing the control system in different real 
scenarios is very costly and time-consuming.  

Taking into account variability in different aspects of the 
validation from early testing architectures allows reducing 
the testing complexity by considering all the possible 
variants both in software, tests and the environment from 
simulation. This ensures an increased coverage of the testing 
in early phases of the development and a correct selection of 
the most risky scenarios for testing the final system. 

This paper proposes a systematic approach to X-in-the-
Loop validation considering the variability in the testing 
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architecture. The proposed variability management can be 
reused along the testing process (MiL, SiL and PiL). 

Simulink [6] was chosen as the simulation framework to 
simulate the real environment in which software should be 
integrated.  

The paper is structured in the following way: Section II  
presents the background and the state of the art, Section III 
discusses about variability in testing architecture, Section IV  
presents the variable simulation model and, to finish, 
conclusion and future work are stated in Section V. 

II. BACKGROUND 

This section provides a brief introduction to the 
background. 

A. Embedded Systems Engineering 

The function of Systems Engineering is to guide the 
development of complex systems, understanding system as a 
set of interrelated components working together toward some 
common objective [7]. Embedded systems are a particular 
type of system, where the system is embedded in its 
enclosing device (e.g., elevators). There is an essential 
difference between embedded and other computing systems 
that makes their engineering particularly challenging. Since 
embedded systems involve computation that is subject to 
physical constraints, the separation of computation 
(software) from physicality (platform and environment) does 
not work for embedded systems. Instead, the design of 
embedded systems requires a holistic approach that 
integrates hardware design, software design, and control 
theory in a consistent manner [1]. 

B.  Model-based System Engineering 

“Model-based Systems Engineering (MBSE) is the 
formalized application of modeling to support system 
requirements, design, analysis, verification and validation 
activities beginning in the conceptual design phase and 
continuing throughout development and later life cycle 
phases” [8]. “MBSE is part of a long-term trend toward 
model-centric approaches adopted by other engineering 
disciplines, including mechanical, electrical and software” 
[8]. In the particular case of software, MBSE can be seen as 
part of Model Driven Engineering (MDE), a software 
development paradigm where models are the central element 
in the development process [9]. Hence, following MDE, 
systems software does not only serve as documentation, but 
can also be used to generate code or be executed for 
validation purposes. 

C. Variability Management 

Variability is the ability to change or customize a system 
[10]. Variability can also be understood as modifiability (to 
allow variation or evolution over time) and configurability 
(variability in the product space) to get a set of related 
products or different configurations [11]. Variability and its 
management are key aspects not only in software product 
lines, but in other systems such as embedded systems. Many 
variability modeling techniques have been developed. 
Several of the approaches are based on feature modeling, one 

of the most used technique for variability modeling:  
[12][13][14], etc. There are other approaches that are based 
on use cases [15] or approaches that use both feature models 
and use cases such as [16] and [17]. Other approaches model 
variation points such as [18][19] and [20]. There are also 
approaches that integrate variability in ADLs (Architecture 
Description Languages) such as Koalish [21] and [22]. 
Several techniques use UML (Unified Modelling Language) 
that is the de facto notation standard in industry for software 
modelling. UML profiles or extensions to UML are proposed 
to introduce variability [23][24][25], etc. 

 [26] presents an approach for managing variability in 
Simulink models using Pure:variants for Simulink. Another 
approach that addresses variability in Simulink models is the 
approach for model-based embedded software product lines 
of [27][28][29]. [30] also addresses variability in Simulink.  

All these approaches address variability in Simulink 
models. However, the focus is on managing the variability in 
model-based embedded systems and product lines.  

Our approach is more oriented towards testing and how 
to manage variability in a test architecture; a Simulink model 
is used for implementing a test architecture. In addition to 
the variability in the simulation environment represented in 
the Simulink model, variability in the Software under test 
and test specifications is also considered.  

Regarding variability management during validation, 
[31] defines a software product line for validation 
environments, to support variability in those environments 
and to be able to test different applications in different 
domains and technologies.  

III. VARIABILITY IN TESTING ARCHITECTURES 

Testing architectures are the base for a systematic testing 
process. By defining the testing architecture from initial 
phases, we ensure a correct definition of the tests and a 
reutilization of them along the lifecycle.  

We have defined the testing architecture in Simulink [6]. 
Simulink is a commercial tool for modeling, simulating and 
analyzing multidomain dynamic systems that is integrated 
into the MatLab programming environment. Its primary 
interface is a graphical block diagramming tool and a 
customizable set of block libraries [6]. Simulink block 
diagrams define time-based relationships between signals 
and state variables. Signals represent quantities that change 
over time and are defined for all points in time between the 
block diagram's start and stop time. The relationships 
between signals (input and output) and state variables are 
defined by a set of equations  represented by blocks [32].   

A testing architecture can be structured in four key 
elements; each element and the implementation of those 
elements using a Simulink model is explained: 

-Sources: the inputs are the test cases to execute on the 
system under test. A test case is a set of conditions or 
variables under which a tester will determine whether an 
application or software system is working correctly or not. In 
Simulink, test cases will define the set of signals that 
determine the simulation of the environment in which the 
system has to run (plant). Usually a mixture of both signals 
and plants ensures a correct X-In-The-Loop simulation  
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-System-Under-Test (SUT): at early phases of the 
development, the SUT is a model of the system. Then the 
code of the system can be simulated (S-Function in 
Simulink) and in final stages of development, the code can 
be tested within the running platform. The software can be 
developed following an Software Product Line (SPL) 
methodology or as a single system. A Software Product Line 
is a set of software-intensive systems, sharing a common, 
managed set of features that satisfy the specific needs of a 
particular market segment or mission and that are developed 
from a common set of core assets in a prescribed way [33]. 
In this type of development, variability of the software is 
instantiated at design time so the final software will have the 
functions for the concrete configuration in which the 
software will run. When the development follows a single 
system development, it usual to have configurable software. 
In this case, the software has all the functions in all 
configurations, but by defining the values of some 
parameters, the software will execute as expected in each 
configuration.  

-Metrics: the metrics automatically analyze the test 
results for each test case. In Simulink, one can use 
verification blocks associated with the output signals to 
decide automatically on the correctness of the results of the 
test. 

-Test Control: In Simulink, it is a block that controls the 
order of the test cases.  

 

A.  Case study: Door management control 

The proposed approach has been applied in a door 
management control system of an elevator. This system 
controls the opening and closing of the doors (that include 
sensors, motors, etc.).   

The behavior of the control is specified using a state 
machine where the states (Idle, Open, Opening, Closing, 
Closed) and actions to be applied in each state are defined. 
This state machine has been specified using Iar Visual State 
tool [34] and the code has been automatically generated. This 
code has been introduced in the Simulink model that 
implements the testing architecture as a block (an S-function,  
a computer language description of a Simulink block).  

In Figure 1, the testing for the door management control  
is described: 

 Test sequences indicate the values of signals 
over time. These sequences are automatically 
generated from abstract behaviour models of the 
software that are annotated with time aspects.  

 Software-Under-Test is automatically generated 
from models in Iar Visual State and transformed 
to SFunction for integrating in Simulink.  

 Model is simulated and results (output signals 
over the time) are obtained. These results are 
used to compare with expected ones.  
 

Test sequences automatically 
generated from models 

1

Simulation results

3

Software‐Under‐Test: generated
with Iar VisualState and 
integrated as SFucntion

2

SFunction

 
Figure 1.  Simulation Environment 

 
The simulation environment (the plant model that 

simulated the physical environment signals) is valid only for 
one concrete configuration. One of the factors that add more 
complexity to testing of embedded software is the diversity 
of environments in which software can execute. Embedded 
software usually execute under different configurations. It 
can be connected to different number of devices, etc. There 
is a need to manage the variability in validation environment 
due to: number and type of sensors, number and type of 
actuators, communication mechanisms, etc. 

In order to identify and model the environments in which 
software should be validated, a feature model can be used.  
A feature model is an and/or tree of different features. A 
feature as “a prominent or distinctive and user-visible 
aspect, quality, or characteristic of a software system or 
systems” [12]. Features can be mandatory, optional or 
alternative. Features are an effective way of identifying the 
variability (and the commonality) among different products 
in a domain. Moreover, features are a effective means of 
communication among stakeholders and are a intuitive way 
of expressing the variability [35] as features are distinctive 
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characteristics or properties of a product that differ from 
others or from earlier versions.  

The feature model contains the different elements that 
should be considered when validating the software 
depending on sensors, actuators, etc. of each configuration. 
Some of the most relevant are:  

 Different types of doors: Software must be 
validated with different types of Doors: 
articulated, non-articulated, etc.  

 Different number of doors: Software must be 
validated with one, two, three Doors. Doors can 
operate independently or not.   

 Different floor configuration: floors can have 
different door configuration: depending on the 
floor, doors require different behaviour. 

 Different sensors: Optional obstacle and 
presence sensor and optional limit switch. 

 

 
Figure 2.  Feature model for validation 

 
Feature model containing the variability can be modelled 

as a form in MatLab or using some specific tool for 
variability management, such as pure::variants for Simulink. 
To perform validation taking into account this variability, it 
is necessary to manage the variability in the following 
aspects of the simulation environment: 

 Configuration of the Software-Under-Test. A 
.xml file is automatically generated from 
variability management form and indicates the 
initialisation of the SUT for a concrete 
configuration.  

 Modelling of the simulation environment: In 
Simulink, variability is on relations and blocks 
that are required for simulation. Simulation 
elements are contained in a library and are 
connected automatically guided by the 
variability form in order to create the simulation 
model for a configuration. 

 Tests’ specification: As not all the 
configurations require the same requirements 
for testing, variability in tests should be taken 
into account too. Depending on the 
configuration some functionalities are not active 
or even, same functionalities could differ on 
required response time.  

The next section details this variable simulation model.  

IV.    VARIABLE SIMULATION MODEL 

Simulation model includes the simulation of both 
mechanicals elements and software that manages these 
elements. Including variability in the simulation models 
allows representing different configurations in which 
software will run. This way it is possible to validate the 
system taking into account different configurations in a less 
costly and time-consuming way. The software is integrated 
as a block in the model and is connected to the blocks 
representing the mechanicals elements. Running the model 
provides the simulation of the real system. 

In order to get an effective simulation of different 
configurations, variability management has been included in 
Simulink. For this purpose, a variability form has been 
developed in MatLab asking for the information that 
represents the configurations: number and types of doors, 
etc. 

This information is used to develop dynamically the 
simulation model of the configuration to be validated. In 
order to develop the simulation model dynamically we have 
created a library with the elements that can appear in the 
simulation model: doors, code block, etc. Code is executed 
for creating the simulation model with the features selected 
in the variability form. See Figure 3 for simulation model 
creation for a configuration containing two doors of 
NormalType.  

 

 
Figure 3.  MatLab code for dynamic simulation model creation 

This way, by selecting values in the variability form, we 
obtain automatically simulation models that are specific for 
the configuration we want to prove (See Figure 4). The same 
test architecture is used and test cases may be also adapted 
and reused as test cases will be also developed taking into 
account variability. Thus, we obtain the advantage of getting 
simulation models for different configurations with a 
reduced cost. Therefore, tests could be easily performed in 
different configurations obtaining greater test coverage of the 
embedded system. In an initial development stage, the 
simulation models may be automatically generated in an 
exhaustive way to test all configurations. In later stages and 
during maintenance, the generation of simulation models 
may be used to test new configurations. 
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Figure 4.  Instantiation of the testing architecture for an configuration 

V. CONCLUSION AND FUTURE WORK 

This paper has described a simulation environment for 
embedded software based on model based testing and 
variability management and using Simulink as simulation 
tool. As embedded software usually runs under different 
configurations, it is costly to test the software under real 
conditions. Variability management of configurations helps 
automating the simulation environment. This way, validation 
is simplified and intensive testing can be performed.  

In the case study, a variability management form has 
been developed in MatLab. This option has been adequate 
for our purpose, but as complexity increases it is 
recommended to use a tool specific for variability 
management. Pure::Variants is a tool integrated with 
Simulink that could be adequate for this purpose [26]. Or, the 
variability management approach for Simulink proposed by 
[27][28][29] can be also used for plant instantiation part. 
Those approaches can be used in a complementary way for 
variability management and  instantiation of the Simulink 
models (plant). Those approaches are not oriented to manage 
variability in validation architectures, but in general in 
Simulink models, so they do not cover some specific needs 
such as the configuration of Sfunctions in Simulink, 
generation of test sequences, etc.,  that our approach covers.  

It is always difficult to establish the coverage of the tests, 
more when multiple configurations have to be validated. 
Although tests cover 100% of transitions we can not ensure 
that all configurations have been tested. In this case, 
variability instantiation has been done manually. In order to 
get a greater coverage, it is highly recommended to automate 
the variability selection, generating the simulation 

environment for all the configurations sequentially. Next 
steps include analysing the feasibility of this option and the 
coverage that is got this way. 

The paper has focused on the simulation phase. However, 
once a system has been validated in Simulink, software is 
integrated in the real system. Test architecture and variability 
management should be reused in subsequent phases. Our 
next actions will consider the generation of tests from the 
model for running in the software using python test scripts 
[36]. 
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