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Abstract—Internet of Things (IoT) is a key technological enabler
to create smart environments and provide various benefits such
as productivity improvement and business process cost minimiza-
tion. For its successful deployment, various innovative applica-
tions are being developed in different IoT fields, each demanding
various Quality of Service (QoS) requirements to achieve their
desired objectives. In the context of a smart city, a huge number of
IoT applications are being developed for emergency management
operation (fire, flood, and earthquake) and city traffic congestion
management. These applications require fast system reaction to
get the valuable data and make appropriate decisions. Therefore,
it is essential to design and develop a service model that ensures
an appropriate level of QoS for such application. We propose
a framework for QoS support in the IoT system considering
the application specific QoS needs from the IoT networking
subsystems such as the sensing and core transport networks.
To achieve this, we take advantage of the Software-Defined
Networking (SDN) technology integrated into the IoT system to
provide a flexible and adaptive QoS-aware resource allocation
scheme for IoT services. We put forward a programmable control
layer to provide customized and generic support services for IoT
applications.

Keywords–Internet of Things; quality of service; software-
defined Network; resource allocation.

I. INTRODUCTION

The Internet of Things (IoT) is the radical evolution of the
current Internet into a network of interconnected objects. The
IoT system is comprised of a large number of heterogeneous
devices, and consequently diverse services and a multitude of
applications. Each application requires a specific level of IoT
system performance to operate appropriately and effectively.
As a standard IoT architecture, multiple systems, such as
devices, data, network and communication are involved in the
fulfillment of the service [1].

Wireless Sensor Networks (WSNs), widely used in the
IoT infrastructure, are comprised of hundreds of sensor nodes
that provide the data for applications to be proceeded and
transformed into useful outputs. Thus, the performance level of
the services not only depends on the communication network
(e.g., Internet), it also depends on the performance of the
sensing network [2]. In comparison to Internet applications,
which care about the performance of the data transmission
services in terms of delay, loss rate, and bandwidth, Quality
of Service (QoS) attributes, such as data accuracy and sampling
rate are more valuable for IoT applications for service delivery
[3].

Sensing nodes are generally low-end devices with strong
constraints in energy, processing, storage, and transmission
capabilities. Some sensors do not support the IP addressing
scheme since implementation of the IP stack is resource-
intensive and is too challenging in low-end devices. Therefore,
the direct connection between applications and sensors cannot
be established. An IoT gateway can act as a bridge between IP-
based systems and non-IP sensors to facilitate data formatting
and transmission. For cost efficiency, WSNs are generally
designed as multi-service systems to be shared among multiple
applications [4].

World-wide availability makes the Internet the best avail-
able option for inter-connectivity of IoT. However, the Internet
enforces some challenges. In the legacy network, the control
intelligence, which is implemented by various routing and
management protocols, is embedded in every network element.
Thus, vendor-dependent platforms and interfaces make the In-
ternet evolution complex and slow. Also, the Internet provides
best-effort services and is not capable to meet more specific
requirements of applications in terms of service quality. In
IoT, heterogeneous networks and devices create opportunities
for a wide range of applications with very diverse QoS
requirements, which may not be guaranteed by the best-effort
Internet mechanisms [5]. On the other hand, Software Defined
Networking (SDN) is a new paradigm for computer networking
that appeared recently to break down the closeness of network
systems in both control and data functions. SDN allows
the network owners and administrators to programmatically
initialize, control, and manage network behavior by decoupling
the control plane from the data plane.

The Internet of Things is not a single technology like the
Internet and it is compounded with many functions including
sensing, processing, transmission, analysis, and deciding. So,
many different technologies in terms of hardware, software,
data, and communication are involved in the different layers
of IoT architecture to implement the smart environments.
Therefore, Quality of Service not only must be embedded
in the production and design of all hardware and software
components in IoT infrastructure, their integrations in the IoT
system might raise needs for adaption and adjustment with
the dynamic nature of IoT and application requirements. In
other words, the overall IoT service quality and end-user
satisfaction depend on various service providers like sensing
service, network service, and cloud and it is carried out by
all involved technologies and components of the IoT service.
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Thus, the specific architecture would depend on the IoT
application domains and the enabling technologies used in
specific implementations.

Applications are fundamental to the IoT. They provide the
presentation layer for the data captured from the billions of
devices around the world. Unlike IT applications, IoT applica-
tions could be classified from different perspectives such as the
type of information they manage, the type of recipient (person
or system oriented), and their criticality. The IoT solution
owner may define how the particular application must be
treated from the QoS point of view depending on the business
need. Besides, the growth of the innovative applications and
their spontaneous deployment in the IoT system make the IoT
Service Level Agreement (SLA) more dynamic and diverse.
So, the application mission may vary over time regardless
of the type of the traffic like data or voice which is the
input for QoS classifiction in tradational IT environement.
Apart from the flexibility and scalability of the IoT solutions,
the simplicity of system control and management must be
considered in the design of the solution so that IoT applications
could be deployed easily and creatively.

The performance of an IoT application is impacted by
the performance of the communication network and sensing
data. Organizations need to design a flexible and scalable QoS
framework to keep up with system growth, diverse application
types and complexity of the system. To ensure that the system
can provide the guaranteed service delivery, the QoS require-
ments of the application must be addressed at all involved
subsystems and layers of the IoT architecture. In this paper, we
aim to manage the IoT infrastructure resources to provide QoS
support. To accomplish this goal, we integrate the SDN tech-
nology into IoT architecture to leverage SDN characteristics
and features to design a QoS management framework, which
could keep pace with innovative requirements of IoT applica-
tion and support resource-dynamic environment. We propose a
flexible and programmable control layer to provide customized
and generic support services for the IoT applications.

The rest of the paper is organized as follows. In Section
II, we provide a review of related studies that investigate
different aspects of QoS in the IoT system. In Section III,
we describe the proposed QoS support framework. Section
IV details the framework workflow. Finally, in Section V, the
primary conclusions and future work are outlined.

II. LITERATURE REVIEW

Various QoS factors need to be taken into account when
designing IoT services. This is due to the IoT architecture that
depends on multiple subsystems. Approaches must consider
QoS needs across the multiple subsystems, the diversity of the
application domains, the volume and variety of the devices.
Some research focus on enhancing the QoS control and man-
agement within IoT subsystems. For WSNs, a main component
of the IoT infrastructure, studies investigate into the QoS-based
design in the aspects of the routing protocols, clustering, and
topology update. Solutions differ on the design methodology
and details of the quality factors. Energy, bandwidth efficiency,
storage, coverage optimization, and data accuracy enhance-
ment are mostly targeted in the research.

On the other hand, some studies focus on QoS support
schemes and architecture and aim at measuring the QoS
attributes necessary for QoS-aware service delivery. In [6],

the authors model a sensor’s quality of information including
principles and policies to exchanging the quality-related meta-
data about the collected data. In [7], the authors consider data
accuracy and latency to estimate the Quality of Information
(QoI) from the end-user perspective. In [8], Irfan et al. perform
an analytical model for application prioritization and schedul-
ing in a finite-capacity queuing system considering application
performance requirements. Authors in [9] introduce a broker-
based QoS management framework across IoT architectural
layer. Most of the approaches and frameworks proposed con-
centrate on one or multiple QoS factors within a particular
IoT subsystem. The works seek optimized hardware designs,
protocols and decision-making algorithms to monitor, design
or manage particular QoS parameters in WSNs. The platforms
have very high level design and do not consider the end to end
QoS management within a closed IoT system.

In recent years, software-defined systems and the idea
of having a programmable network gained more interest in
the industry and research institutions [10]. SDN architecture
is made up of three logical layers: the data, control and
application layers. The communication between the forwarding
devices in the data layer and the centralized controller in
the control layer is done through newly designed interfaces
known as southbound interfaces. OpenFlow is the first standard
southbound interface. The control layer communicates with
application layer through a Northbound interface. Northbound
interface enable flexibility in the programming of business-
specific needs and has a centralized control over the net-
work elements. From this perspective, studies in the literature
propose generic traffic engineering techniques or innovative
QoS management applications in terms of resource reservation,
routing, queuing, and policy enforcement [11].

Some studies apply SDN technology to cellular and wire-
less networks. Software Defined Wireless Network (SDWN)
apppeared as a way to provide a unified control plane to
manage dynamic and heterogeneous wireless technologies,
such as WiFi, WiMAX, 3G, LTE, and 5G [12]. In [13], they
focus on mobility management, leveraging SDN architecture
and its application within heterogeneous wireless environments
in data flow context. On the other hand, Software-Defined
WSNs (SDWSNs) seek to apply the separation of the control
plane and data plane to the WSN architecture and provide
re-configurable sensors. However, heterogeneity, data-centric
nature of WSNs, and lack of TCP/IP stack support make
softwarization more challenging in WSNs [14]. The SDIoT
framework model proposed in [15] offers a centralized control
system over security, storage and infrastructure resources. Most
proposals are conceptual and analytical models which target
architecture and framework and they are not established so
far since the design of the controller and the management
application would be a very complex task considering scale
and diversity of IoT device and application [16]. Thus, the
concept of SD-IoT is in its infancy and standardization efforts
in terms of framework, protocol, software-defined application
and assessment tools are still underway.

As a more granular research in this domain, the authors
in [17] proposed an intrusion detection solution within the
SDN-based cloud IoT environment. They leverage a ma-
chine learning technique to analyse network flow statistics
to detect anomalous actions. There have been various studies
on applying SDN to 5G systems. As another use case, in
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industrial IoT solutions, the authors in [18] focus on failure
occurrences and recovery management in smart grid networks
by leveraging SDN controller and with the aid of real-time
monitoring mechanisms to improve the system resiliency. They
propose an SDN-based programmable platform to manage
policies through a centralized controller within 5G Radio
access elements by abstracting the heterogeneities in that layer.
Unlike our work, most proposals are conceptual and analytical
models which target architecture and framework and they are
not established so far since the design of the controller and
the management application would be a very complex task
considering scale and diversity of IoT device and application.
Some of the IoT enabling technologies like the Internet and
the cellular access networks (e.g. 3G, LTE) have the evolved
QoS functions within their closed systems. However, their
integrations into IoT bring issues and limitations. With the
realization of the 5G technology, the barriers of the access
networks are rectified, since 5G provides less-delay and high-
bandwidth access network for the IoT system. The Internet
imposes some limitations in terms of the supported QoS
mechanisms. Compared to web applications, IoT applications
are of dynamic and data-centric nature and they would have
diverse QoS needs. Therefore, current QoS differentiation
mechanism could not meet the diverse and progressive QoS
needs of the IoT applications.

In all the studies, SDN technology is being integrated into
the closed environments such as WSNs and 5G networks to
manage the resources based on their specific characteristic,
and particular point of view like security and performance. In
contrast, in our proposed framework, we aim to provide cen-
tralized and programmable middleware to manage resources
within multi-layer IoT system in an end to end fashion. The
framework provides a way to better-fit resources from mul-
tiple networkers like 5G, 4G, Internet, or/and WSNs serving
particular application data by enabling end to end visibility
and improving the resource management. We realized a lack
of study in the field of performance management in which
heterogeneous devices, network resources, and application
needs could be controlled and managed in an easy and flexible
way. In the next section, we propose a middleware-based and
SDN-oriented QoS support framework for IoT application.
The SDN technology is leveraged in the networking layer to
provide a flexible and adaptive control on network resource
allocation based on the application QoS requirements.

III. QOS SUPPORT FRAMEWORK FOR IOT
The proposed framework, illustrated in Figure 1, consists

of several databases and functional elements deployed in
the different layers of the IoT architecture. We categorize
the building blocks of proposed framework in infrastructure,
control and application layers.

A. Application Layer

In the application layer, the framework is composed of
two databases, which could be implemented in the cloud
environment for scalability and high availability.

• Global wireless sensing network Database: This
database includes the profiles of IoT WSNs, such as
supported services, bandwidth, coverage information
(location), and IP addresses of the IoT gateways used
for intercommunication between WSNs and external

IP network. These general information could be pro-
vided by the Sensing Network Provider (SNP) in
the network deployment phase. Also, this database
keeps the overall status of WSNs in terms of the
energy residue level, sensor availability status, the
quality level of the collected data (QoI), and the
service cost at any given time. Dynamic characteristics
of WSNs could be estimated over the time by the
IoT-gateways based on the implemented algorithms.
Figure 2 demonstrates a logical format of the WSN
profiles and supporting services.

• SLA-based application QoS Database: In general, the
performance aspects of the service in terms of QoS at-
tributes expected by a customer is covered in the SLA.
In the IoT system, SLA includes application QoS
requirements from the communication and sensing
networks. Either application owner or service provider
can provide the QoS-relevant information based on the
agreed SLA. Figure 3 demonstrates the logical format
for the database.

B. Infrastructure Layer

The infrastructure layer includes the WSNs, IoT gateways,
and the forwarding network. Forwarding elements are con-
trolled by the network controller located in control layer and
WSNs are controlled by the IoT-gateways. In the proposed
framework, IoT-gateways provide QoS-aware resource allo-
cation and task scheduling within the local WSNs, through
implemented algorithms and functions illustrated in Figure 4.
Sensors Status Collector collects the status of the sensors in
terms of availability, energy residue, and the quality level of
collected data and updates Sensors Status Database. QoS-

aware Sensing Resources Allocator allocates sensors for any
IoT application considering the QoS and energy status of
sensors stored in Sensors Status Database. Active Demand

Database keeps the currently active service demand and rele-
vant configuration setup. When a new request is received, IoT-
gateway verifies this database to verify whether this demand
is replicated or any current active demand could satisfy this
new request.

The overall network lifetime and the quality of information
are calculated by WSN Energy Residue Calculator and WSN

Quality Level Calculator respectively, and then Global wireless

sensing network Database are updated to keep most up-to-date
information regarding sensor status.

Pre-scheduled Data Collection Setup includes application
subscription information, predefined task and data collection
setup in terms of QoS requirement, and this function is used
when continuous data collection is needed by applications, so
task setup is pre-scheduled in the gateway for efficiency and
resource optimization purpose. The collected data could be
stored either in the local or in the global storage.

C. Control Layer

The control layer consists of several functions implemented
on top of the controller in the SDN network to handle QoS
support routing management within the transport network.
The building blocks and between-blocks relationships are
illustrated in Figure 5.
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Figure 1. QoS framework for IoT through Transport SDN middleware.

According to the OpenFlow specification, the Topology

Discovery function is implemented by default in the SDN-
controller and enables the controller to discover the forward-
ing network topology. The controller discovers the network
elements by exchanging HELLO messages and assessing their
connection structures by the OpenFlow Discovery Protocol
(OFDP) mechanism. The controller encapsulates an Link Layer
Discovery Protocol (LLDP) packet as a packet-out message

and sends it to the connected elements. The Network Element
(NE) sends the received LLDP packet to all its neighbors which
are connected directly to its active ports. A network element
sends a received LLDP packet from another element to the
controller as a Packet-in message since there is no matching
entry in its Flow Table. The controller learns which network
elements are connected directly to each other through received
Packet-in messages and builds the global network physical
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Figure 2. Logical format for Global sensing network Database.
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Figure 3. Logical format for IoT application SLA-based QoS Database.
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Figure 4. Infrastructure-layer components and their relationships within the framework.

topology [19].

Link Status Collector collects network performance param-
eters including the link packet loss ratio, bandwidth, and delay
in real-time manner within the network topology discovered
by Topology Discovery and stores the information in Topology

Database.

As per the OpenFlow specification, several counters have
been implemented in OpenFlow-enabled network elements to
store packet processing records, such as flow, port, and queue
[20]. They can be used to calculate the QoS parameters,
such as link delay, link loss rate, and bandwidth. Flow-level
counters provide information about a particular flow, e.g., a

number of bytes forwarded, dropped, or erroneous and the
duration of the flow to be delivered. Port-level counters provide
more specific information about a particular port. Queue-level
counters provide information about a particular queue attached
to a particular output port.

In OpenFlow, for the traditional network, several tools have
been developed to monitor and measure the network status,
and they are classified in two big categories: passive or active
monitoring [21]. The methods can be extended to the SDN
and used in the implementation of the Link Status Collector.
Topology Database is updated by both Topology Discovery

and Link Status Collector periodically or in case of any
changes in the network topology and link status, respectively.
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Figure 5. Control layer building blocks.

The messaging mechanisms in the OpenFlow protocol facil-
itates the communication between the Link Status Collector

and the counters inside the network elements. FEATURE
REQUEST/STATS REQUEST and FEATURE REPLY/STATS
REPLY messages are used to request and return the value of
counters respectively.

Policy/rule Database holds the network policy, such as
bandwidth reservation, load balancing and admission control
method to control the network resource allocation. The princi-
ples applied for network congestion or application preferences
violation could also be kept in this database. The policy could
be provided statically by network administrator or dynamically
based on the network situations by the designed SDN appli-
cation.

Application Classifier provides the application scheduling
and prioritization within network elements. The default traffic
scheduling algorithm implemented in the network elements is
First-In First-Out where the traffic leaves the network element
in the order in which they arrive. This method can not be
suitable for an IoT environment since the scheduling algorithm
does not take care of traffic QoS requirements and application
class to prioritize them. Thus, mission-critical applications
might experience non-acceptable delays or multimedia appli-
cations might not be served by proper capacity sharing. To
provide a queuing mechanism as a fundamental scheduling
technique in our framework, we classify IoT applications
in three categories based on their sensitivity to delay and
bandwidth: (1) control applications, also called mission-critical
applications, such as city-traffic management and emergency
management, which need very fast response with as less error

as possible, (2) monitoring applications, such as intelligent
security surveillance tasks, which are fed by cameras and need
more throughput, and (3) analysis and inquiry applications,
called general, such as the inquiry into the transported item
state in the intelligent logistics, which are throughput and delay
tolerant.

We propose three different queues in each port of the
OpenFlow-enabled network elements: (1) Priority Queue (PQ)
as the most prioritized queue includes mission-critical applica-
tions with intensive delay sensitivity. If the delay requirement
of the application is less than a pre-defined threshold, it is
marked as a high-prioritized demand and it is inserted in PQ
of egress ports of network elements. (2) Q1 represents the
data-centric application with bandwidth sensitivity, and less
delay-sensitive compared to the pre-defined threshold. (3) Q2
contains applications with no strict QoS requirements, also
called the best-effort application. Although queuing mecha-
nisms guarantee the network bandwidth to the different ap-
plications, other techniques, such as Complete Buffer Sharing

and Preemptive Priority Scheduling can also be implemented
to minimize the network latency and increase efficiency of
mission-critical applications.

Unlike IT applications which are categorized based on the
type of traffic to which delay thresholds may be associated,
IoT applications could be classified from different perspectives,
such as the type of information they manage, the type of
recipient (person or system oriented), and the criticality level of
services they provide. Currently, IoT systems still suffer from
the lack of standardized mechanisms to represent the diverse
application requirements in order to be used as reference for
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our proposed model. Thus, such threshold do not exist. To
setup the reasonable thresholds for QoS metrics, we plan
to do experiments with multiple applications within an end
to end deployed framework. It is only after an end to end
implementation of the framework that simulations can enable
us to gather data from production applications, and calculate
the average value for the metric of delay threshold.

Moreover, in Complete Buffer Sharing scheme, the highest
priority traffic push out the lower priority traffic. All packets in
higher priority queue are served before a lower priority queue.
In Preemptive Priority Scheduling, if a new process having a
higher priority than the currently running process arrives, it
gets selected immediately and the new process has not to wait
until the currently running process finishes or yields. Having
both mechanism in queue management would minimize the
latency experienced by mission-critical applications served by
the first queue in our proposed model.

A potential application of the three defined queues could
be for instance in the context of a Smart City. A Smart
City solution can leverage information and communication
technologies to provide the critical infrastructure and services
for city administration, transportation, education, health-care,
public safety, and utilities. A City traffic and emergency
management applications which need very fast response with
as less error as possible, can be considered as delay-sensitive
application served by PQ. Monitoring applications, such as
intelligent security surveillance which are fed by cameras and
need more throughput, can be classifed in Q1. Finally, analysis
applications, such as the inquiry into the transported item state
in the intelligent logistics, may be classifed as throughput and
delay tolerant and may be pushed to Q2.

WSN Allocator determines the best-fit sensing network
based on the current status of the WSNs (stored in Global

WSN Database for the application request. Path Calculator

queries the application QoS, policy and topology databases
and calculate the SLA-respected routing path from the source
of the demand to the IoT-gateway of the destination WSN for
the application data-flow.

Rule Generator/Pusher translates the routing path made
by Path Calculator into the actual configuration commands
for each of the network elements. It generates the flow rules
of the route information and configures the Flow Table of all
elements along the paths. In OpenFlow channel, FLOW MOD

message is used by the controller to add, delete, or modify the
Flow Table entries in the network elements. SET QUEUE/EN

QUEUE actions specify the particular queue in a particular
port which the flow entry should be entered.

Path and Demand Database keeps the active application
request and path associated to the request. When network
topology or status is changed because of a fault or new design,
Path Calculator verifies this database to determine whether
any currently active path across the network is affected by this
change. The new path is calculated for the impacted demands
and re-installed in network elements. This database is updated
based on the completion of the request and recalculation of
the new path.

In OpenFlow, forwarding rules for all network-elements
are kept in a data structure of the controller. In the proposed
framework, Forwarding Rule Database keeps all active flow
rules on the entire SDN network controlled by the controller.

To have the optimized OpenFlow messaging, when Rule Gen-

erator/Pusher generates the rule based on the calculated path,
it first verifies whether the associated flow rules exist in the
Flow Table of the network element otherwise, the new flow
entry is pushed in the network elements. To keep Forwarding

Rule Database up-to-date, all the modification of the Flow
Table entries must be reflected in this database. Therefore, the
controller sends either an add or delete command, or receives
the flow rule expiration notification from the network element,
it modifies the database. To dynamically provide the sensing-
related application QoS needs for the IoT-gateway, there could
be two approaches. Whether IoT-gateway queries the SLA-
based database to fetch the required information or WSN policy

pusher enforce the required data in the OpenFlow-enabled IoT-
gateway.

IV. FRAMEWORK WORKFLOW

We describe the workflow diagram within the proposed
framework when an IoT service request is initiated by an
application. There are three data delivery models in an IoT
system: (1) Query-driven, where data is generated on demand,
(2) Event-driven, where data is generated in response to an
event, and (3) Continuous or time-based in which real-time
data is generated continuously or periodically.

In query-driven model, pull approach is used for data col-
lection so that all sensors are kept silent until a request arrives
from the associated application. In our scheme, the service
request is received by the QoS management module on top
of the SDN controller. First, Path Calculator/WSN Allocator

verifies the application subscription for the requested service
through querying SLA-based Application QoS Database. If
the application subscription is approved, energy-efficient WSN
is nominated to serve the request based on the WSN status
information in the Global WSN Database. Next step is the
calculation of the optimized routing path across the core
transport network between the application and IoT-gateway
of the determined WSN. To calculate the path, the designed
QoS support routing function takes into account the source
and the destination of the data, the QoS requirements of the
application, and performance status of network links.

Moreover, application QoS requirements from the WSN
are deployed within the programmable IoT-gateway by the
remote controller, so IoT-gateway could assign the sensor and
schedule the task by applying the received QoS information
in the resource allocation and routing algorithms. Figure 6
and Figure 7 summarize the flow of steps when the data
collection request is initiated by a query-driven application in
the proposed framework.

In the event-driven data model, the sensors are programmed
to report the data only when an event of interest occurs. The
data collection approach used for the event-driven application
is called the push approach in which sensors pro-actively
collect data, either data is stored in the pre-defined storage or
data is sent to the application. Therefore, data flows from the
sensing layer towards the application layer. When IoT-gateway
receives the collected data, it sends the data transfer request to
the controller. Again, the QoS management module on top of
the controller verifies the requested QoS needs and calculates
the routing path across the core transport network respecting
its preferences and the network status.
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Figure 6. Sequence diagram when the proposed QoS support framework receives the service request from a query-driven IoT application.

Push approach could be more useful when multiple appli-
cations subscribe to the same data. To have a more efficient
data collection process, Prescheduled Data Collection Setup

provides the capability to publish data of subscribed applica-
tions so that applications could query the database and fetch the
required data. In the continuous-based data model, same steps
described for event-driven applications are followed to transfer
the data from the IoT-gateway to the appropriate application
server or database.

V. PERFORMANCE EVALUATION

We present the performance evaluation in terms of architec-
tural, network and application perspective. We expand on the
application of the proposed framework in the sections below
by describing its characteristics and advantages from three
perspectives.

A. Architectural perspective

The proposed framework has been mapped into both multi-
layer IoT architecture and SDN architecture. The SDN control
layer/management layer provides a software layer between
device and network infrastructures and applications. It works
as the middleware and it enables the implementation of unified
support services for the IoT system. In our design, the QoS
module implemented over the controller provides the service
support for QoS management in IoT framework: the end-to-
end QoS routing across the SDN network, and QoS-aware
sensing network allocation and sensor assignment. QoS needs
of IoT application aims to be respected in each relevant layer,
either core transport or sensing layer. Moreover, the resources
and the routing path are allocated dynamically per-demand,
depending on the specific service requirements and network
resources status. Consequently, this design is adaptive to any
changes in network and application QoS needs. The SDN
northbound interfaces enable the enforcement of the quantified
SLA-related QoS attributes directly in the resource allocation
functions, which in the closed network is not possible due

to the lack of such standard interfaces and programmable
capabilities.

Since multiple programs could be implemented in the SDN
controller, we are able to develop multiple algorithms and
apply them in different conditions. We could use the best-effort
routing path algorithm for the application class which has no
strict QoS needs. For the QoS-based applications, a newly
designed routing algorithm which considers the application
constraint is applied. Since the framework uses the up-to-date
information about the network status and application needs, it
could provide the routing path dynamically over time.

Compared with the traditional QoS approaches such as
IntServ and DiffServ, SDN-based core transport network re-
solves the limitation of the traffic differentiation and applica-
tion classification according to their particular needs. As IoT
system grows, it might bring the new class of applications
with different QoS needs. Our architecture is flexible and fast-
adapted based on the business needs. Applications can be
classified to be treated differently regardless of the type of
the traffic they process.

Based on the network resource status information and
application request history captured by centralized SDN con-
troller, it would be easier to learn the traffic pattern and predict
the future traffic trend to extend the network based on business
forecasts and avoid congestion. In fact, the authors in [22]
proposed to leverage techniques based on artifical intelligence
to resolve the resource management problem such as the traffic
load prediction-based channel allocation problem to avoid
traffic congestion. They propose a traffic load prediction-based
adaptive channel assignment algorithm that aims to integrate
SDN into IoT framework to improve the system control and
management. The algorithm offers a centralized control system
over security, storage and infrastructure resources. As a new
algorithm, their work could be integrated into our proposed
framework.

Implementing IoT data preprocessing and aggregation pro-
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Figure 7. Mapping the steps into the framework components.

cess at the edge of the network within the local IoT-gateway
not only enhances the transmission resource optimization and
SDN network throughput, it speeds up the task scheduling
and data acquisition for the user. The OpenFlow-enabled IoT-
gateway also enables the sensing network programmability.
The centralized algorithms and mechanisms in the IoT-gateway
could be reprogrammed based on business and application
needs, or when new optimized methods and solution are
invented to manage the sensor resources in terms of clustering,
routing, and task scheduling.

In [23], the authors proposed an SDN-capable IoT-GW that
could facilitate the deployment of our proposed end to end QoS
framework. We could leverage from the techniques of their
study. With aid of specialized intelligent routing techniques
developed in IoT gateways, wired and wireless devices could
be managed in flexible and efficient way, although WSNs with
low-end devices could be characterised and managed with a
data-driven approach through centralized IoT-GW.

B. Network perspective

Network resource management in the globally distributed
network such as transport network and the Internet is ex-
tremely complicated. One of the main benefits of the SDN-
based core transport network is that it simplifies the network

operation and management, compared with the traditional IP-
based network which is defined in isolation and each vendor-
dependent protocol only addresses a specific problem. We
could leverage from SDN and its capabilities to develop
customized network control and management services for core
transport network. The controller as a centralized brain of SDN
provides the single global map of the network and it abstracts
the core transport network topology from the application layer.
It enables the intelligent and agile decisions making regarding
flow direction, control, and speedy network reconciliation
when a link fails. The SDN controller can run multiple
algorithms simultaneously in the field of network operation
and maintenance. Therefore, network developer could deploy
a wide range of the customized network application in terms
of security, monitoring, performance management and fault-
diagnosis. Also, scalability can be improved by centralizing
the controller, where there is more global and less detailed
view of the network elements.

Our framework dynamically collects the transport network
topology and links status information. It increases the aware-
ness of the network resource status at any given time. The
design routing path excludes the higher utilized and congested
links from the logical network topology when computing the
route across SDN. It aims to make the link utilization balanced
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and it prevents the congestion probabilities in the transport
network. It increases the transport network availability and
accordingly, the IoT service availability. Suppose that the IoT
sensing resources are available but the transport network is
congested, it leads to failing the data transfer.

Furthermore, the centralized QoS management function
does not deal with low-level configuration of data plane
network elements. All the information such as SLA and
network policy are specified in an abstracted level. Thus,
reconfiguration of low-level settings in the network elements
is not needed. All lead to saving a lot of resources, workforces
and time.

C. Application perspective

IoT is placing new demands on network infrastructure
due to the diverse application domain. With our proposed
architecture, IoT applications can customize their own QoS
requirements in terms of data acquisition and transmission. The
designed path computation and QoS management functions
compute a path with respect to the application QoS constraints
which increases the user satisfaction, as well as, enabling of
innovative application deployment.

Furthermore, using the queue policy to classify different
applications based on their QoS needs and the operation
criticality guarantees the quality of service for high priority
demands when multiple demands fight for the available shared
resources. Also, the collection of the current state of the
network elements and being notified in case of changes or
failure, these approaches help the SDN controller to be aware
of the current network status and the occurred events such as
link up/down or the node join/leave.

Network-state awareness and its involvement in the design
of the routing computation algorithm decrease the possibility
of link congestion and increase the network availability and
throughput. Also, status-aware QoS-support resource alloca-
tion algorithm in sensing network fits the task and sensor
data into application characteristic and needs. Additionally, the
softwarization and centralization of the network services make
the system to be in convergence with the changes. All of these
approaches have an impact on the application satisfaction index
(such as Quality of Experiences).

VI. CONCLUSION

The large number of IoT devices enable a wide variety
of services in many different application domains, such as
smart city, smart transport, smart home, and smart health.
Each service and application depending on their goals and
criticality may expect various QoS requirements from the
IoT system in terms of data acquisition, transmission, and
processing. There must be QoS approaches at every layer of the
IoT architecture to ensure an acceptable level of performance
especially for safety applications. We proposed a flexible and
programmable control layer to provide customized and generic
support services for the IoT applications. It is achieved by the
integration of the core transport SDN into IoT architecture.
We designed a status-aware and QoS-aware resource allo-
cation framework across the IoT networking infrastructure.
This framework has not been implemented in an end to
end fashion due to the many underlying systems involved.
Simulations must be planned in multiple phases. As a future
work, we plan on simulating this framework in phases to

account for the different technologies involved in the different
layers of the IoT architecture. In our plan, the first step, QoS
management in SDN-based network/Internet will be simulated
considering the application QoS DBs as input. Afterwards,
QoS management will be formularized for wireless network
and broadband network (LTE). Finally, the end to end QoS
calculation will be designed taking into account the underlying
systems in the simulated environment. In another direction,
we intend to model a status-aware and SLA-aware routing
mechanism across the core transport software-defined network.
Using different cost metrics for different application types, the
model will find the less-delay and less-loss rate paths not only
for delay-centric applications but also for bandwidth-centric
applications.
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