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Abstract— Context-awareness is a key element for building a 

smart environment that responds to users needs.  The goal of 

such environment is to provide proactively services according 

to the demand of users by considering the user’s context 

information. Machine learning techniques can provide several 

benefits. They can be applied in many context-aware systems 

to help provide services. They have the possibility to make 

better prediction and adaptation than other techniques. In this 

paper, we present the main goals of machine learning and 

some learning algorithms applied in smart space.  
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I.  INTRODUCTION  

A smart environment can be defined as an environment 
that is able to acquire and apply knowledge about the 
environment and its inhabitants in order to improve their 
experience in that environment [1]. In effect, such 
environment can perceive the state of the space using 
sensors, analyzes the state using learning and reasoning 
techniques and adapt behaviors according to users in order to 
provide easy daily life by increasing their comfort. 
Dynamism and complexity are very important characteristics 
in smart spaces [2]. Indeed, there are different devices 
networked via an infrastructure of heterogeneous access 
technologies. Also, the user behaviour or preferences may 
change at any time.  

 In addition, the awareness of context is a key feature to 
develop an adaptable smart system which has the ability to 
sense and to react according to context modifications. Also, 
smart space should be able to control and to adapt services 
automatically with minimum user intervention. Machine 
learning techniques have been widely used for this objective. 
Machine learning as a domain capable of supporting the 
solution of complex problems is able to provide significant 
help [3]. These algorithms can be applied in a predictive 
sense or to investigate internal relationships of a dataset [4]. 
They can be divided into four main groups: supervised 
learning, unsupervised learning, semi-supervised learning 
and reinforcing. Each of these groups has their advantages 
and drawbacks and utilizes different approaches to target 
different goals.  

This paper is organized as follows. Section 2 describes 
important goals of machine learning in smart environments. 
Section 3 shows the principal necessary phases in the 
learning process. Section 4 discusses the different types of 
machine learning and some techniques applied in smart 
spaces. Section 5 concludes the paper. 

II. MACHINE LEARNING GOALS 

One important feature of smart environments is that they 
possess a high degree of autonomy, adapt themselves to 
changing environments, and communicate with humans in an 
easy way. Application of machine learning in context aware 
systems can be employed to achieve specific goals. 
Generally, these goals belong to 4 main classes. 

A. Recognition 

Several approaches already exist devoted to recognition 
problem to identify events or activities of users in smart 
environments. The activity recognition is usually done 
through two steps: activity pattern clustering and activity 
type decision [5]. In most cases, recognition problems are 
processed by supervised learning algorithms which assumes 
that a training set is consisting of a set of instances that have 
been properly labeled by hand with the correct output. 

B. Prediction 

The aim of prediction is to predict what is going to 
happen in the future. In a smart environment, prediction 
allows providing information useful for future locations and 
activities.  It helps to predict the most probable event or 
subsequent activity. This type of problem can be solved by 
online training approach which can learn from input data 
over time, to predict the output data [4].  

C. Adaptation 

Adapting user services according to the current context 
aims to provide the proper services by considering the user 
and the environmental information. Machine learning 
algorithms provide several benefits for context-aware 
systems. Indeed, it can be applied to support reasoning, 
inferences and also to deal with complex or fuzzy 
information [6]. 
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D. Optimization 

Optimization is a very important feature in smart 
environments. It aims to increase their performance and 
effectiveness.  It can be solved by using reinforcement 
algorithms that can explore idealized learning situations and 
evaluate the effectiveness of various learning methods [7].  

III. LEARNING PROCESS IN SMART ENVIRONMENTS 

Machine learning techniques used in smart environments 
offer major opportunities to provide context-aware services.  
Context-awareness is about capturing a broad range of 
contextual attributes (such as the user’s current positions, 
activities, and surrounding environment) to better understand 
what the user is trying to accomplish, and what services the 
user might need [8].  In consequence, learning becomes 
important and indispensable for reasoning and for making 
the best decision. It is considered necessary for knowledge 
creation [9]. In addition, artificial intelligence includes 
several subcategories such as detection, knowledge 
representation and machine learning, machine perception, 
among others [10]. In this paper, we focus mainly on four 
processes namely detection, interpretation, learning and 
reasoning as illustrated in Fig 1. First, the detection phase is 
accomplished using different sensors installed in the 
environment in order to capture current context. After that, 
interpretation is done in order to interpret raw data to get a 
useful and significant context. After acquiring the sensed 
context, learning mechanisms take the useful context and try 
to classify and to organize the observations according to a 
specific algorithm. Finally, the reasoning phase allows using 
the context information knowledge acquired through 
learning to achieve its objectives. 

 

IV. MACHINE LEARNING APPLICATION IN SMART 

ENVIRONMENTS 

Diverse machine learning algorithms have been 
developed to cover a variety of data and problem types in 
smart environment.  Machine learning has branched into 
several subfields dealing with different types of learning 
tasks. We give a rough taxonomy of learning paradigm. 
Mainly, there are four categories: Supervised learning, 
unsupervised learning, semi-supervised learning and 
reinforcing algorithms. The next section presents some 
learning strategies applied for different objectives in smart 
environment. 

A. Supervised learning 

Supervised machine learning is the search for algorithms 
that perform reasoning on externally supplied instances to 
produce general hypotheses, which then make predictions 
about future instances [11]. Mainly, supervision is provided 
in the form of a set of labeled training data, each data point 
having a class label selected from a fixed set of classes [12]. 
The use of the supervised activity classification approaches 
has shown promising results [13]. 

Supervised learning methods are widely used in smart 
environments to solve several problems. The ACHE system 
used neural networks and reinforcement learning to control 
devices [14]. Bourobou et al. [15] proposed a hybrid 
approach consisting of the neural network algorithm based 
on temporal relations and K-pattern clustering to recognize 
and predict user activities in IoT (internet of things) based 
smart environments. Neural network was used for inferring 
the users viewing preferences to develop a personalized 
contextual TV recommendation system [16]. Fleury et al. 
[17] used SVM (support vector machine) algorithm to 
classify the activities of daily living in a Health Smart Home. 
In [18], authors used Decision tree based on context history 
to infer the preferences of the user in order to provide 
personalized services using context-aware computing. A 
naïve Bayes Classifier was used to learn user activity and 
availability directly from sensor data according to given user 
feedback [19]. 

B. Unsupervised learning 

In unsupervised learning no information about the input 
is given and thus the system cannot know anything about the 
correctness of the outcome [2]. It tries to directly construct 
models from unlabeled data either by estimating the 
properties of their underlying probability density (called 
density estimation) or by discovering groups of similar 
examples (called clustering) [20]. The use of an 
unsupervised approach was applied for different activities 
recognition in smart spaces when it is difficult to have labels 
for the data [21]. Authors used a statistical approach based 
on hidden Markov models in a regression context for the 
joint segmentation of multivariate time series of human 
activities. Hidden Markov models (HMM) were also used in 
[22] for both segmentation and recognition of 3-D Human 
action to enable real-time assessment and feedback for 
physical rehabilitation. 

C. Reinforcement learning 

Reinforcement learning is a learning paradigm concerned 
with learning to control a system so as to maximize a 
numerical performance measure that expresses a long-term 
objective [23]. Q-learning [24] is a model-free reinforcement 
learning method based on learning the expected utility given 
a state decision. Li and Jayaweera [25] proposed a Q-
learning algorithm to provide a more efficient way for on-
line decision making, with more flexibility and adaptiveness 
with relatively good performance. This algorithm was also 
implemented in simulation to demonstrate how the 
performance of the new Markov Decision Process (MDP) 
representation is comparable to that of a Linear Time-

Detection  

   

Knowledge 
 

Learning Reasoning 

Context 
Service 

Figure 1.  The main steps for learning process in a context-aware 

system. 

Figure 2.   
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Invariant (LTI) one on a reference-tracking scenario [26]. 
Reinforcement algorithms are used in Mavhome project [27] 
to acquire an optimal decision policy to automate basic 
functions in order to maximize the inhabitants’ comfort and 
minimize the operating cost of the home.  

D. Semi-supervised learning 

Semi-supervised learning is a learning paradigm 
concerned with the study of how computers and natural 
systems such as humans learn in the presence of both labeled 
and unlabeled data [28]. The goal of semi-supervised 
learning is to combine a large amount of unlabeled data, 
together with the labeled data, to build better classifiers [29]. 
This category requires less human effort as well as building 
costs.  

There are some popular semi-supervised learning models, 
including self-training, mixture models, co-training and 
multi-view learning, graph-based methods and semi-
supervised support vector machines. Authors in [30] 
combined between supervised and semi-supervised learning 
to recognizing ADL (assisted daily life) activities and to 
provide context-aware services, such as health monitoring 
and intervention in different smart space.  

V. PERFRMANCE COMPARISON OF MACHINE LEARNING 

ALGORITHMS 

Machine learning algorithms that have been used for 
solving different problems in context-aware smart spaces 
generally fall into the categories of being supervised, 
unsupervised, semi-supervised or with reinforcement. 
Nevertheless, the advantages or disadvantages of each one 
depend on what learning algorithm wants to solve. 

Neural networks are the most widely used  
supervised learning. Indeed, they offer a number of 
advantages including requiring less formal statistical 
training, ability to implicitly detect complex nonlinear 
relationships between dependent and independent variables, 
ability to detect all possible interactions between predictor 
variables and the availability of multiple training algorithms 
[31]. On the other hand, disadvantages include its “black 
box” nature, greater computational burden and proneness to 
over fitting. Decision trees algorithm are non-parametric 
algorithm and easy to interpret and explain. Their main 
disadvantage is that they easily over fit. SVMs could work 
well with an appropriate kernel even when data isn't linearly 
separable, they have a high accuracy and nice theoretical 
guarantees regarding over fitting. Whoever, they are hard to 
interpret. 

In unsupervised learning, there is no outcome measure; 
we observe only the features and the goal is to describe the 
associations and patterns among a set of input measures [32]. 
Its major disadvantage is the lack of direction for the 
learning algorithm and that the absence of any interesting 
knowledge discovered in the set of features selected for the 
training.  Clustering is a form of unsupervised learning that 
consists of finding patterns in the data by putting each data 
element into one of K-clusters, where each cluster contains 
data elements most similar to each other [33]. 

Semi-supervised learning is an interesting field. It is a 
hybrid between clustering and supervised learning, 
potentially useful on scenarios where labeling effort is not 
ready available or expensive. These algorithms try to solve a 
supervised learning approach using labeled data, augmented 
by unlabeled data. So, by adding cheap and abundant 
unlabeled data, one is hoping to build a better model than 
using supervised learning alone. 

 
Reinforcing learning algorithms learn more control 

policies, especially in the absence of a priori knowledge and 
a sufficiently large amount of training data. However, they 
suffer from a major drawback: high calculation cost because 
an optimal solution requires that all states be visited to 
choose the optimal one. 

VI. CONCLUSION 

      In this paper, we have discussed the importance of the 

use of machine learning techniques in context-aware 

systems.  We have presented the major goals of learning 

methods. We have also shown the main steps to achieve the 

learning process in context-aware smart spaces. This 

process must acquire the context of the environment to be 

able to adapt services to users according to the current 

context. A discussion of the most important and commonly 

used learning algorithms was provided to solve different 

problems in smart environments. 
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