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Abstract—We propose an approach for efficient, fault toler-  EXECUTER approach provides aorrect and fault tolerant
ant, and correct distributed execution of Transactional Can- executionof TCWSs by: (i) ensuring that sequential and

E’gg:\t; fgyﬁ]gliggw\iﬁgsegeﬁgvfgr :V?SSS C%r;ﬂfgslcl’zr:?n zférei'r’\i‘tet parallel WSs will be executed according the execution flow

generates, besides a TCWS represented byGPN, another CPN depicted by _the TCW_S; angil) in case of fanges, leaving
representing the compensation order for backward recovery ~ the system in a consistent state by executing a backward
We present an EXECUTER, which ensures correct execution recovery with theCPN representing the compensation pro-

flow and backward recovery by following unfolding processes  cess. We formalize the TCWS execution problem and the
of the CPNs. We present the formalization and algorithms of backward recovery based @PN properties. We also present

the TCWS execution and compensation processes. . . -
the execution and compensation algorithms.
Keywords-Transactional Composite Web Services; Fault Toler-
ant Execution; Compensation; Backward Recovery. II. WSS TRANSACTIONAL PROPERTIES

I. INTRODUCTION A transactional property of a WS allows to recover the

With the advent of Web 3.0, machines should contributesystem in case of failures during the execution. In the edlat
to users needs, by searching for, organizing, and presgntiriterature (see survey [3]), the most used WS transactional
information from the Web which means, user can be fullyproperties are the following. Letbe a WS:s is pivot (p),
automated on the Internet. One of the major goals off once s successfully completes, its effects remain forever
Web 3.0 is to make automatic and transparent to users th@nd cannot be semantically undone, if it fails, it has no
Web Service (WS) selection and composition to form moreeffect at all; s is compensatable(c), if it exists another
complex services. This process (executed bycai€ose WS, s, which can semantically undo the executiorspf is
is normally based on functional requirements (i.e., the seftetriable (r), if s guarantees a successfully termination after
of input attributes bounded in the query, and the set of finite number of invocations; the retriable property can be
attributes that will be returned as outpuf)sS criteria (e.g., combined with propertieg and ¢ defining pivot retriable
response time and price), and transactional propertigs, (e. (pr) andcompensatable retriable(cr) WSs.
compensable or not), producing Transactional Composite The Transactional Propertyr') of a Composite WS
WSs (TCWSs). A TCWS is formed by many WSand (CWS) can be derived from the properties of its WS
we call these WS as components of the TCWS (WS component and from their execution order (sequential or
component). A TCWS should satisfy functional and trans-parallel). EI Haddad et al. [4] extended the previous de-
actional properties required by the user [1], [2], and it canscribed transactional properties and adapted them to EWS
be represented in a structure such as graph or Petri-Nets order to define TCWS as follows. Letcs be a TCWS:

indicating the control flow and the WsSexecution order. cs is atomic (@), if once all its WS component complete
In [2], we present such a@MPOSER A brief description  successfully, their effect remains forever and cannot be
of this CoMPOSERIs presented in section lll. semantically undone, if one WS does not complete suc-

The contribution of this paper is focussed in two as-cessfully, all previously successful V8Somponent have
pects. First, we extend our previousofPOSERIN order to be compensateds is compensatable(c), if all its WSs
it automatically generates, besides the TCWS, andiP®t component are compensatabde;is retriable (r), if all its
representing the compensation order for a backward recoWWSs component are retriable; the retriable property can be
ery process. Second, we specify an approach for efficiertombined with propertieg andc definingatomic retriable
fault tolerant execution of TCWS; this approach is imple-(ar) and compensatable retriable(cr) TCWSs.
mented in an EECUTER. In the EXECUTER approach, the According to these definitions, a TCWS must be con-
deployment of a TCWS will be carried on by following structed in such a way that if, at run-time, one of its WS
unfolding algorithms ofCPNs representing the TCWS and component fails, then either it is retriable and can be iedbk
its corresponding compensation flow in case of failures. Thegain until success or a backward recovery is possible (i.e.
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all successfully executed WsShave to be compensated).  represent the initial marking). At the end, the unfolding
algorithm will define theCPN representing the composition
that satisfies th&uery. The transactional property of the
This section briefly describes ouo®POSER [2] and the  resulting CWS is derived from the transactional propeifes
proposed extension in order to consider backward recovits \WWSs component and the structure of t88N. Thus, the
ery. We formalize the WS composition problem by usingresult of the composition process i<CRN corresponding to
Colored Petri-Nets @PN), where WS inputs and outputs 3 TCWS whose WScomponent locally maximize thgoS

are represented by places and $With their transactional = and globally satisfy the required functional and transazl
properties are represented by colored transitions. properties. Formally, we say:

A user query is defined in terms of functional conditions ~ Definition 3: CPN-TCW Sg. A CPNT'CW Sg is a 4-tuple
expressed as inpui§) and output Q) attributes belong- (A4, 5, F,€), where:
ing to an ontology,QoS constraints expressed as weights « A is a finite non-empty set of places, corresponding to input

IIl. FAULT-TOLERANT TCWS COMPOSER

over criteria, and the required global transactional prype gndt output attributes of WiSin the TCWS such thatt C

; e i = = ; ntoa;
expressed_as_, T1#P of TCWS is in{aar} or TO i TP « Sis afinite set of transitions corresponding to the set ofSNS
of TCWS is in{c, er}. More formally: in the TCWS:

Definition 1: Query. Let Ontoa be the integrated ontology « F (A x Sj U (S x A) — {0,1} is a flow relation
(many ontologies could be used and integrated). A Qugris a indicating the presence or the absencedj of arcs between
4-tuple (I, Oq, Wq,Tq), where I = {i | i € Onto, is an places and transitions defined as follows: € S, (3a € A
input attributé, Vo = {_(z,Op7 vi) | 1 € Ig, Op is an operatpr | F(a,s) = 1) < (a is an input place of) andVs € S,
(Op € {=,€}), andv; is a value whose domain depends on (Ga € A | F(s,a) = 1) < (a is an output place of
} Oq = {o | 0o € Ontoa is an output attribute whose value s); this relation establishes the input and output execution
has to be produced by the systeniVo = {(wi,q:) | w: € dependencies among VESomponent.

[0,1] with 3, w; = 1 and¢; is a QoS criterion}, and T, is . ¢ is a color function such thag: $ — s and Sg =
the required transactional property; € {To,T1}. If To = To, {p,pr,d,dr,c,cr} represents th@ P of s € S (T'P(s)).

the system guarantees that a semantic recovery can be ddhe by .
user. If T, = Ti, the system does not guarantee the result can For modeling TCWS backward recovery, oubG@POSER

be compensated. In both cases, if the execution is not ssfotes can be easily extended in order it can generate a backward
no result is reflected to the system, i.e., nothing is chamgethe  CPN, that we called BRCPI‘T—CWSQ, associated to a CPN-

system. o . TCWS,, as follows:
The WS Registry is represented by a Web _Sgrwce Definition 4: BRCPNT'CW S,. A BRCPNTCW So, as-
Dependence Neti{ SDN) modeled as &PN containing  sociated to a given CPECW So=(A, S, F,¢), is a 4-tuple

all possible interactions among VESMore formally. (A, S, F~1,¢), where:
Definition 2: WSDN. A WSDN is a 4-tuple(4, S, F, £), « A’ is a finite set of places corresponding to the CPN-
where: TCW Sq places such thatva’ € A’ 3a € A associated
. . . to o’ anda’ has the same semantic of
+ Als a finite non-empty set of places, correspondingto , ¢ is a finite set of transitions corresponding to the set of
input and output attributes of the V8Sn the registry compensation WS in CPN-I'CW S such that:vVs € S,
such thatA c Ontoy; TP(s) € {c,cr},3s’ € S’ which compensata.

« 5'is a finite set of transitions corresponding to the set * £ : (A x S)U (S x A) — {0,1} is a flow relation es-
of WSs in the registry: tablishing the restoring order in a backward recovery ddfine

as:Vs' € S’ associated ta € S, 3da’ € A’ associated to

o FF: (Ax S)uU(Sx A) — {0,1} is a flow relation a€A| Fd,s) =1 F(s,a) = 1 andVs' € ',
indicating the presence)(or the absencej of arcs be- Ja' c A | FHs',d') =14 F(a,s) = 1.
tween places and transitions defined as followsz S, « ¢ is a color function such thag : §" — ¥ and X =
(3a € A | F(a,s) = 1) < (a is an input place of) and {I,R,E,C, A} represents the execution state ofe S

associated tos’ € S’ (I: initial, R: running, E: executed,
C: compensate, and A: abandoned).

The marking of a CPNFCW Sy or BRCPNTCW S
represents the current values of attributes that can be used
{1,d,dr c,cr} representing, for € A, either theT P for some WS component to be executed or control values
of the CWS that can pré)duce it or the user inputindicating the compensation flow, respectively. A Marked
1), and : S, is a color function such that CPN denotes which transitions can be fired.

(2) g Cja grjcrfre resenting tha'P of s S Deflnltlon 5: Marked CPN. A markedCPN=(4, S, F',€) is a
§ =P, pr, @, ar, ¢, P g : pair (CPN,M), whereM is a function which assigns tokens (values)
The WS composition problem is solved by a Petri-Netto places such thata € A, M(a) € N.

unfolding algorithm which embeds thgo.S-driven selection According to CPN notation, we have that for each e
within the transactional service selection. To start tlem€  (AUS) of aCPN, (*z) = {y € AUS : F(y,z) = 1} is the set of
pPoseRunfolding algorithm, théV SDN is marked with to-  its predecessors, an@®) = {y € AU S : F(z,y) = 1} is the
kens on places representing the input attributes (thesksmarset of its successors. Now we can define fireable transitions.

Vs € S, (3a€ A | F(s,a) =1) < (a is an output place
of s);

e ¢ is a color function such that : Ca U Cs with:
Ca : A — X4, is a color function such thats =
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Definition 6: Fireable CPN transition. A marking M en-  let say s, which participates in the composition. While a
ables a transition iff all its input places contain tokens such that compensatable is executing, the state of its corresponding
Ve & (*s), A M(z) > card(*z). s in BRCPNTCW S, is set torunning (¢(s) « R). Then,

Note that a transition is actually fireable if on each input, han o finishes, it is considered that the transition was

place there are as many tokens as predecessor transitiofjs.q others transitions become fireable, the state of its
produce them. This condition and the fact CPNW S is corresponding’ is set onexecuted(¢(s') « E), and the

acyclic, guaranty t_h_at a transition is ﬁreable only if al§ it following firing rules are applied.

predecessor transitions have been fired. Then, sequential Definition 8: CPN-TCW S, Firing rules. The firing of a
WSs execution is controlled by input and output depen-fireable transitions for a marking) defines a new marking/’,
dencies. If several transitions are fireable, all of them arguch that: all tokens are deleted from its input placés € °s,

; ; ; ; _ M(z)=0), if the TP(s) € {c, cr}, the state of its corresponding
fired (i.e., the corresponding WSare executed in paral s in BRCPNTCW So, is set torunning (¢(s') < R), and the

lel). Hence, the seque_ntlal or paral_lel exec_utlon Cond't_'o WS s is invoked. These actions are atomically executed. After
affecting the global'P is ensured. Figure 1 illustrates this ws s finishes, tokens are added to its output places € (s*),
definition. Note thatwss needs two tokens img to be M(z) = M(x) + 1), and the state of its corresponding in
invoked:; this data flow dependency indicates that it has to BBRCPNTCW S (if it exists) is set toexecuted(((s") « E).
executed in sequential order withs; andws,, and can be  These actions are also atomically executed.

executed in parallel witkys,. Note that ifwsy andwsg were In case of fa|l_ure of a WS, depending on tha'r(s),
executed in parallel, it could be possible that; finishes the following actions could be executed:

successful ands, fails; in this case, the system can not be  if TP(s) is retriable gr, ar, cr), s is re-invoked until

recovery becauseP(wss) = pr do not allow compensation. it successfully finish (forward recovery); _
o otherwise, a backward recovery is needed, i.e., all

executed WS must be compensated in the inverse
order they were executed; for parallel executed SVS
the order does not matter.
In order to consider failures, the compensation control of
a CPNT'CW S, is guided by a unfolding algorithm of its
associated BRCPN'CW S. When a WS represented by a
transitions fails, the unfolding process over CPREW S,
is halted and a backward recovery is initiated with the
unfolding process over BRCPNEW S(, by marking it with
its Initial Marking: a token is added to places representing
inputs of BRCPNFCW Sy (Va' € A" | *a’ =0, M(a') = 1),
tokens are added to places representing inputq'eé € °s,
(a') = card(®z), and other places has no tokens. Then,

Figure 1. Example of Fireable Transitions

In the BRCPN7CW S, a transition color represents the
execution state of its corresponding compensable WS. S roabl X ] defined i ¢ dth
compensation transition can be fired only if the correspond!!féaPle compensation transitions defined in Def. 7 and the

ing WS is not being abandoned or compensated (Def. 7)'ﬁrlng rules defined in Def. 9 guide the unfolding process of
Definition 7: Fireable compensation transition.A marking =~ BRCPNTCW S, N B

M enables a transition’ iff all its input places contain tokens  Definition 9: BRCPN-TCW S, Firing rules. The firing of a

such thatva’ € (°s"), M(a') #0 A C(s) € {A,C}. fireable transition (see Def. & for a markingM defines a new

V. E E - E marking M’, such that:
. XECUTER: FAULT- OLERANT EXECUTION . if C(S/) -1 C(S,) ~ A (ie., the corresponding is

CONTROL abandoned before its execution),

Once a CPNFCWSg and its corresponding BRCPN-  « if ((s') = R, ((s") = C (in this cases’ is executed aftes

TCW S, are generated by thedMPOSER an EXECUTER {]L”'Sh?s'_the”? is compensated), . .
’ . o if ((s') = E, {(s') « C (in this cases’ is executed, i.e.s

has to deploy the execution of the TCWS. The execution ~ o compensated),
control of a TCWS is guided by a unfolding algorithm | tokens are deleted from its input placas: (€ ®s’, M(z) =
of its corresponding CPN*CW Sg,. To support backward M (x) — 1) and tokens are added to its output places €
recovery, it is necessary to keep the trace of the execution  (s'*), M(z) = M(z) + 1),
on the BRCPNFCW Sg. To start the unfolding algorithm, We illustrate a backward recovery in Figure 2. The marked
the CPNTCW Sy, is marked with thelnitial Marking: an ~ CPN-'CW S, depicted in Figure 2(a) is the state whesy
initial token is added to places representing inputsof fails, the unfolding of CPNFCW S, is halted, and the initial
(Va € (Anlq),M(a) =1, Va € (A— Ig), M(a) =0) and the marking on the corresponding BRCPINW S, is set to
state of all transitions in BRCPRICW S, is set toinitial start its unfolding process (see Figure 2(b)), aftef and
(vs' € S, ¢(s') «+ I). The firing of a transition in CPN- ws} are fired andus; is abandoned before its invocation, a
TCW S(, corresponds to the execution of a WS (or CWS),new marking is produced (see Figure 2(c)), in whig) and
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ws’, are both fireable and can be invoked in parallel. Notedefine atomic WS as collection of operations together
that only compensatable transitions have their correspgnd with abstract descriptions of the data being exchanged).

compensation transitions in BRCPREW S,.

TP=c TP=cr TP=pr
(a) Marked CPN-TCWS  when ws fails

ws a9

A composite WS is one that additionally accesses other
WSs or, in particular, invokes operations of other WS
Hereby, these additional involved VE$nay be provided by
different organizations and were registered in the Registr
as a CWS (e.g., &/S-BPEL documerdefines CWS hy
describing interactions between business entities throug
WS operations). In our case, we consider that transitions
in the CPN, representing the TCWS to be executed, could
be atomic WS or CWSs (TCWSs in our case). Atomic
WSs have its corresponding/SDL and OWLS documents
TCWSs can be encapsulated into arkECUTER; in this
case the EECUTION ENGINE has its corresponding/SDL
and OWLS documentklence, TCWS may themselves be-

Clws FR. ) . . . .
i WL; w, come a WS, making TCWS execution a recursive operation.
g eH TCWS Execution and Backward Recovery
o ", .. . We present the four phases of the fault tolerant execution
Clws'=E Cws :J:’E Clus' =E C(ws :J:(T

algorithm by pointing out which components of the
EXECUTER are in charge of carrying on which task.
Algorithms 1, 2, and 3 describe in detalil all phases.

Initial phase: Whenever an EECUTION ENGINE receives
a CPN7CWSg and its corresponding BRCPNEW S,
(see Def. 3 and Def. 4), it performs the following task:
V. EXECUTER APPROACH a_ldd twod_u_mmytrar?si_tions to_CPNFCWSQ: WSE R, the

. . (grst transition providing the inputs referenced dn (Ip)
In our approach, the execution of a TCWS is manage ndws g, the last transition consuming the outputs);

by an EXECUTER, which in turn is a collection of soft- similar dummytransitions are added to BRCPNEW S,
ware components calledXECUTION ENGINE and ENGINE o . ) ) i
with inverse data flow relationu(sy; and wsEEf), these

THREADS. One ENGINE THREAD is assigned to each WS .
transitions are represented by thexHEUTION ENGINE

in the TCWS. The EECUTION ENGINE and its ENGINE S i
THREADS are in charge of initiating, controlling, and moni- and have only control responsibilities to start the unfodli
process and know when it is finishe@i) mark the CPN-

toring the execution, as well as collaborating with its jgeer , - >
deploy the TCW'S execution. By distributing the responsibil 7CW S With the Initial Marking (i.e., add tokens to places
representing the attributes i) and mark all transitions

ity of executing a TCWS across several&NE THREADS, X e
in BRCPNZ'CW Sg, in initial state; (iii) start an BIGINE

the logical model of our EECUTER enables distributed ex- : A
ecution and it is independent of its implementation; ikist | HREAD responsible for each transition in CPN-WSq,
except bywspp, and WSER indicating to each one its

model can be implemented in a distributed memory environ -
ment supported by message passing or in a shared memdpjdecessor and successor fransitions as CEN-S(,

platform. BXECUTION ENGINE and ENGINE THREADS are  indicates (for BRCPNFCW S, the relation is inverse)
placed in different physical nodes from those where actua®"d the corresponding WSDL and OWLS documents (they

WSs are placed. EGINE THREADS remotely invoke the describe the WS in terms of its inputs and outputs and
actual WS component. The E=CUTION ENGINE needs Who is the compensation WS, if it is necessary); and
to have access to the VESRegistry, which contains the (V) send values of attributes if, to ENGINE THREADS
WSDL and OWLS documents. The knowledge required af€Presenting successors@fpp,. In Algorithm 1, lines 1
run-time by each EGINE THREAD (.., WS semantic and [0 14 describe these steps.
ontological descriptions, WsSpredecessors and successors WS Invocation phase Once each EGINE THREAD is
and execution flow control) can be directly extracted fromstarted, it retrieves the corresponding WSDL and OWLS
the CPNs in a shared memory implementation or sent bydocuments to extract information about the required inputs
the EXECUTION ENGINE in a distributed implementation. and to construct the invocation. It waits its WS becomes
Typically, WSs are distinguished iatomicandcomposite fireable to invoke it (see Def. 6). Whenever amd&@NE
WSs. An atomic WS is one that solely invokes local oper- THREAD receives all the inputs needed it setsrtmning
ations that it consists of (e.g&ySDL and OWLS documents the state of its corresponding transition in BRCPR/Sg

(b) Inital marking of BRCPN-TCWS | (c) Marked BRCPN-TCWSG after ws', and ws';

were invoked and ws_ was abandoned

Figure 2. Example of BRCPN:C'W Sq
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and invokes its corresponding WS with its corresponding Algorithm 1: EXECUTION ENGINE Algorithm

inputs. When the WS finishes successfully, theGENE

THREAD changes t@xecutedhe state of its corresponding
transition in BRCPNFCW Sy and sends values of WS
outputs to lNGINE THREADS representing successors of its
WS. If the WS fails during the execution, fP(WS) is

retriable, the WS is re-invoked until it successfully finish
otherwise theCompensation phaskas to be executed. In

Algorithm 2, lines 1 to 7 describe this phase. 2

Compensation phase This phase, carried out by both 3
EXECUTION ENGINE and ENGINE THREADS, is executed if

a failure occurs in order to leave the system in a consistent
state. The EGINE THREAD responsible of the faulty WS s
informs EXECUTION ENGINE about this failure with a
messagecompensate marks the respective transition in
BRCPNTCW S to compensatestate and sends control 7
tokens to transitions successor of the compensation WS,
The EXECUTION ENGINE sends a messagmmpensateéo 9
all ENGINE THREADS, marks the BRCPNFCW Sg with 19
the Initial Marking (i.e., adds tokens to places representi 12
inputs of BRCPN#'CW Sy and inputs of the faulty WS),
and sends control tokens t.vEINE THREADS representing
successors ofs’; ;.. Once the rest of BEGINE THREADS
receive the messageompensate they apply the firing
rules in BRCPNTCWSQ (see Def. 9). The compensation *°
process finishes whensy, ;- becomes fireable. Algorithm 3 16
describe these steps for bothxEcUTION ENGINE and
ENGINE THREADS.

13

Final phase This phase is carried out by botlkEcuTION
ENGINE and ENGINE THREADS. If the TCWS was success-
fully executed (usEEf becomes fireable) the XEcuTION
ENGINE notifies all ENGINE THREADS predecessors of .
WSEE, by sendingFinish message and returns the valuesg
of atfributes in Oy to user. When EGINE THREADS
receive theFinish message, they backward this message
to its ENGINE THREAD predecessors and return. In case
compensation is needed, th&kECUTION ENGINE receives

Input: @
Input:

Input:

Input:

= (Iq,0q,Wq, Rq), the user query — see Def. 1
CPNTCW Sq = (A, S, F,§), aCPN allowing the execution of a
TCWS- see Def. 3

BRCPNT'CW Sq = (A’, S, F~1,¢), aCPN representing the
compensation flow of TCWS- see Def. 4

OW S: Ontology of WS

Output: OV: List of values ofo | 0 € Og
begin

end

Initial phase:
begin
Insertwsg g, in CPNTCW Sq | (wskg;)®
(Cwspp,) = 0);
InsertwsEE in BRCPNTCW Sq | (*wsp, ={a’ € A’
| (@) =0})A (wspg,)® = 0);
InsertwsEEf in CPN TCWSQ | ((wsEEf
(Cwspp;) =0q);
Insertws’y . i BRCPN—TCWSQ | (‘ws’EEf
(wspp,)* ={a" €A | %a’ =0});
Va e (ANIg), M(a) =1AVae (A—-1Iq), M(a) =0;
[* Mark the CPNT'CW S¢, with the Initial Marking*/
vs' € S, ¢(s") «+ I;
/* state of all transitions in BRCPNRFC'W S, is set toinitial */
repeat
Instantiate anETW S, s;
SendPredecessors_ETW Sq,5 <° (*ws);
SendSuccessors_ETW S5 < (ws®)®;
SendW SDL.,s, OWLS.,s; I* Semantic web documents */
/* each ENGINE THREAD keep the part of CPNFC'W S
and BRCPNT'C'W S which it concerns on*/
until Yws € S | (ws # wspg,) A (ws # wsEEf) ;
Send values of  to (wsEEi)°;
Execute Final phase

=1Q) A

)P =0)A

=0) A

end
Final phase
begin
repeat
Wait Result from('(’wsEEf));
if message compensate is receivetien
Execute Compensation Phasé this phase is shown in
Algorithm 3*/;
Exit Final phase;
else
| Set values taOVg;

until (Vo € Oq, M (o) = card(®o) ;

/*o has a value an all transition predecessors have finished*/
SendFinish message t¢& ('wsEEf );

ReturnOVqg;

end

/*Send instructions are necessary iil@NE THREADS are executed in a

distributed system, otherwise in a shared memory systewms,NE
THREADS can access directly CPN-C'W .S, to obtain this
information*/

a messageompensatethe process of executing the TCWS

is stopped, and the compensation process is started by
sending a messageompensatd¢o all ENGINE THREADS.

If an ENGINE THREAD receives a messagmmpensateit

VI. RELATED WORK

launches the compensation protocol. Algorithm 1 (lines 15- There exist some recent works related to compensation
18) and Algorithm 2 (lines 8- 10) describe this phase formechanism of CWS based on Petri-Net formalism [5]-
EXECUTION ENGINE and ENGINE THREADS respectively.  [7]. The compensation process is represented by Paired
In order to guarantee the correct execution of our algoPetri-Nets demanding that all VéSomponent have to be
rithms, the following assumptions are madethe network compensatable. Our approach considers other transalctiona
ensures that all packages are sent and received correctlgtoperties (e.gpr, cr, ar) that also allow forward recovery
i) the EXECUTION ENGINE and ENGINE THREADS run  and the compensation Petri-Net can model only the part of
in a reliable server, they do not fail; and) the WS the TCWS that is compensable. Besides, in those works, the
component can suffer silent or stop failures (%o not  Petri-Nets are manually generated and need to be verified,
response because they are not available or a crash occurretile in our approach they are automatically generated.
in the platform); run-time failures caused by error in irput  Regarding the decentralized fault tolerant execution
attributes and byzantine faults are not considered. model, we can distinct two kinds of distributed coordinatio
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Algorithm 2: ENGINE THREAD Algorithm Algorithm 3: Compensation Protocol
Input: Predecessors_ETW S,,s, WS predecessors abs begin
Input: Successors_ETW S,,s, WS successors abs 1 EXECUTION ENGINE:
Input: WSDL,,s, OWLS,s, semantic web documents begin
begin Va' € A'| *a’ =0, M(a)=1AVa€e ®s, M(a') =1;
1 Invocation phase * Mark the BRCPNZ'CW Sg with the Initial Marking*/ Send
begin compensatéo all ENGINE THREADS;
InputsNeeded_ETW Sy < Send control values t8(*ws’; 5 . );
fee;eI;pms(WSDst’ OW LSws); Wait control values fron((ws’EEi )
Wait Result from Predecessors_ ETW Sys)); end Return ERROR;
Set values talnputsNeeded_ETW Sy s;
2 until Va € InputsNeeded_ETW Sy, M(a) = card(®a) ; 2 ENGINE THREADS:
I* a has a value and all transition predecessors have finished */ begin
3 success < false; ws’ <~ WS which compensates its WS;
compensate < false; if ((ws’) = AV ¢(ws') = C then
4 C(ws') + R; | Send Control tokens tSuccessors_ETW S, ./;
repeat else
Invoke ws; InputsNeeded _ETW S, <
if (ws fails) then getInputs(WSDL,,,,,OWLS ),
if TP(ws) € {pr,ar,cr} then repeat
5 | Re-invokews; Wait Control tokens from
else Predecessors_ETW S 1,
| compensate < true; Set Control tokens tdnputsNeeded _ETW S, .s;
else until (Va’ € InputsNeeded_ETW S, ./, M(a') # 0);
Wait Result fromws: /* Wait its correspondmgu{ becomes fireables’ ha; a
C(ws') « E; control yalue and all transition predecessors have finighed
Remove tokens from inputs afs; if ¢(ws”) = I then
Send Results tSuccessors_ ETW Sy s; [ C(ws) + A
L success < true, if C(ws/) — R then
6 until (success) V (compensate) ; Wait ws f'?'SheS;
7 if compensate then Invoke ws’;
Sendcompensatéo EXECUTION ENGINE; ((ws') « C
C(ws/) — C; §
Execute Compensation phasé* backward recovery: this if ((ws’) = E then
phase is shown in Algorithm 3 */ Invoke ws’;
else ) C(ws") «+ C;
L Execute Final phase | Send Control tokens tSuccessors_ETW S, ./,
ef‘d Return /* BNGINE THREAD finishes */;
8 Final phase end
begin end
9 Wait message;
if message is Finish then
SendFinish message taPredecessors_ ETW Sy, s;
10 Return;
else . . .
| Execute Compensation phase a fault handling and recovery CV¢Sin a decentralized
end orchestration approach that is based on continuationfgass
/* In a shared memory syste®redecessors_ETW S,,s can be H H H
accessed a8(*ma): Suceessore BT S as (wss)*: and messaging, is presentepl. Nodes |_nterprgt such messages
InputsNeeded_ETW S, as(*ws), because all EGINE THREADS and conduct the execution of services without consulting

share the CPNFC'W Sq and none send is necessary */ a centralized engine. However, this coordination mechanis

implies a tight coupling of services in terms of spatial and
temporal composition. Nodes need to know explicitly which
other nodes they will potentially interact with, and whem, t
approach. In the first one, nodes interact directly. In thede active at the same time. They are frameworks to support
second one, they use a shared space for coordination. FENEsers and developers to construct TCWS based on WS-
CIA framework [8] introduces WS-SAGAS, a transaction BPEL, then they are not transparent.

model based on arbitrary nesting, state, vitality degred, a  In [10], [11] engines based on a peer-to-peer application
compensation concepts to specify fault tolerant CWS asrchitecture, wherein nodes are distributed across nheiltip
a hierarchy of recursively nested transactions. To ensure eomputer systems, are used. In these architectures the node
correct execution order, the execution control of the tesyl  collaborate, in order to execute a CWS with every node exe-
CWS is hierarchically delegated to distributed engines thacuting a part of it. In [10], the execution is controlled byth
communicate in a peer-to-peer fashion. FACTS [1], is ancomponent state and routing tables in each node containing
other framework which extends the FENECIA transactionalthe precondition and postprocessing actions indicatinighvh
model. When a fault occurs at run-time, it first employscomponents needs to be notified when a state is exited.
appropriate exception handling strategies to repair ithéf  In [11], the authors introduce service invocation triggers
fault has been fixed, the TCWS continues its executionlightweight infrastructure that routes messages directiyn
Otherwise, it brings the TCWS back to a consistent termi-a producing service to a consuming one, where each service
nation state according to the termination protocol. In [9]invocation trigger corresponds to the invocation of a WS.

end
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