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Abstract—Efficient deployment and management have been
identified to be key challenges for the acceptance of solutions
based on Cooperating Objects (COs). The operations for CO
deployment and management can be classified into five phases
in each of which several challenges and issues are emphasized.
This paper presents the PLANET project whose goal is to tackle
these challenges and to provide support for issues regarding
large-scale CO deployment and operations. Moreover, two
application scenarios, Wildlife Monitoring and Automated
Airfield, are considered to demonstrate the capability of the
PLANET solution.

I. INTRODUCTION

Wireless sensor networks have been part of the research
agenda for several years and have become since then part
of the core enabling technologies that make smart cities and
ubiquitous computing possible. The first applications of such
systems were relatively simple and included the monitoring
of the environment or of animals in their own habitat [1]
[2]. Even in these first types of simple applications, the
challenges faced by researchers were daunting at first and
required the development of new techniques to deal with
uncertainty and the real world [3].

With time, applications have become even more complex
and are starting to include heterogeneous systems such as
combinations of unmanned vehicles (aerial or terrestrial) and
sensor networks. Furthermore, data is at least as complex
as time series and no longer limited to simple scalars
(like temperature and humidity). This makes writing generic
and flexible solutions for these types of applications a big
challenge. In general, we can say that current sensor network
applications have different characteristics that require:

• The simulation of the environment in such a way that
solutions can be designed and developed without having
to go physically to the field, install the sensor network
and collect feedback from it.

• Automatic interactions between the real deployment
and the simulations performed in the lab, thus requiring
a system to allow for the feedback from the real world
to the simulation tools used to model the system in the
first place.

• The capability to deal with complex data (not only
scalar values like temperature or humidity). Complex
data are in the most generic case time series that
contains timestamped information about a complex
signal, let it be audio, video or raw data (vibration,
etc.) collected from the environment.

• The ability to deal with heterogeneous devices that
interact with each other in such a way that they all
cooperate to achieve a common goal.

Systems for wireless sensor networks that do not provide
support for all these characteristics and requirements are
bound to fail in the real world. In the best case, they will not
be able to operate at the level required by the user. In the
worst case, they will not be able to work in practice at all
or provide faulty information that does not take into account
all the aspects required by the application.

For these reasons, it is imperative that new applications
and systems that support the development of these systems
solve all of these issues satisfactorily because they can be
applied to real-world environments.

The issues and requirements presented above are a subset
of the challenges identified as part of the research roadmap
written by the CONET consortium [4]. In it, and after the
input not only from the consortium but also from a number
of experts surveyed, it was possible to identify the most
important research issues for cooperating objects. In the
roadmap, Cooperating Objects are defined as follows:

“Cooperating Objects (COs) consist of embedded
computing devices equipped with communication
as well as sensing or actuation capabilities that
are able to cooperate and organize themselves
autonomously into networks to achieve a common
task. The vision of COs is to tackle the emerging
complexity by cooperation and modularity. To-
wards this vision, the ability to communicate and
interact with other objects and/or the environment
is a major prerequisite. While in many cases coop-
eration is application specific, cooperation among
heterogeneous devices can be supported by shared
abstractions.” [4]
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Figure 1. Key functional aspects in different system concepts

Figure 2. Matrix of Non-functional Properties area

Figure 1 shows a graphical representation of the field and
the traditional areas incorporated into it. From the picture
it seems clear that no solution that has been traditionally
used in each area is able to cope with the complexities of
the others. Therefore interdisciplinary solutions are the only
ones that will be able to work in practice.

Regarding the research issues mentioned above, Figure
2 shows the estimation of the surveyed experts regarding
importance and complexity of non-functional properties in
the Cooperating Objects area. As can be seen, non-functional
properties such as mobility, security, timeliness, etc. are
considered, together with heterogeneity and deployment
issues the most important ones to work on, but also some
of the most challenging.

Among these non-functional properties, robustness sticks
out being one of the properties that researchers and experts
consider crucial for the acceptance of Cooperating Objects
technologies. Robustness in a system like the one explained
above can only be achieved if we have a system that is able
to achieve the following goals:

• Is able to monitor itself and determine whether or not
the network is behaving as expected.

• Is able to heal itself in case there are problems with
the current status of the network or its performance is
below the limit defined by the user.

Figure 3. The PLANET approach. Airfield photo: Phillip Capper

• Is able to provide feedback to the developer or to the
user in order to mitigate or even completely avoid future
problems.

Therefore, the goal of the PLANET project [5] is to create
an integrated platform that supports the efficient deployment,
maintenance and operation of large-scale deployments of
heterogeneous Cooperating Objects.

The remainder of the paper is organized as follows.
Section II gives an insight on the solution proposed by
PLANET as well as a description of the challenges that
need to be solved in the complete implementation. Section
III provides details on the experiments and use cases planned
and, finally, section IV concludes the paper.

II. CHALLENGES OF THE PLANET SOLUTION

Figure 3 shows the overall philosophy of the PLANET
project as well as the phases that an overarching solution
should have. As can be seen in the picture, there are five
phases needed to tackle the aforementioned challenges. Each
one of these phases has its own set of challenges that we
detailed in the following sections.

The complexity of the solution can be appreciated if
we take into account that the solution to each one of the
challenges needs to interoperate with the rest in order to
provide a common platform and solution that works in
different environments, as we will detail in section III.

Additionally, the solutions provided by PLANET have to
take the following issues into account:

• The cooperating objects used to implement the ap-
plication are highly heterogeneous with devices that
range from a simple networked sensor to a complex
Unmanned Aerial or Ground Vehicle.

• Security and safety are two of the most critical aspects
of the solutions presented since the network has to
operate with humans in the loop. This extends to the
notion of intrusion detection for the cases where critical
infrastructures such as airports are monitored by the
PLANET system.

• Connectivity[6] and scalability present two difficult
non-functional properties that the networks have to
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integrate. This has to be achieved even in the presence
of communication failures and/or in the case where
the area that needs to be monitored is not physically
reachable. For this particular case, data mules and the
combination of the use of mobile and static nodes
should be used.

A. User Input Processing Phase

To provide support for a user application, the PLANET
framework assumes that the user should provide information
about the deployment environment as well as application-
specific systems used for the CO simulations in the form
of models. In addition, the user should specify his require-
ments to PLANET with respect to all aspects including
deployment plan generation, deployment operations, CO
Control, application performance[7], network monitoring
and maintenance. The PLANET framework processes these
user inputs and uses them to configure different components
of the framework for system operations in different phases.

In this first phase, the most important challenges to tackle
are the following:

• The definition of a specification language that can be
used by a user to describe the deployment environment.
This implies not only the specification of the environ-
ment itself but also of the actors such as sensors, robotic
platforms, etc. that operate in this environment.

• The development of tools that allow for the refinement
of these models taking into account feedback from the
system after its real deployment has been performed.
This implies the development of incremental simulation
environments that allow partial changes without the
recomputation of the whole environment.

Therefore, PLANET aims at defining a specification lan-
guage that allows the user to describe complex and a variety
of configuration parameters including application-specific
models, deployment and application performance metrics,
pre-deployment simulation, network deployment, monitor-
ing and recovery. Such specification language can help in
efficiently configuring the PLANET framework components
in the initial phase.

B. Pre-deployment Phase

The goal of the pre-deployment phase is to create a
deployment plan that takes into account the current state
of the environment. The plan contains information such
as deployment positions and trajectories of the static and
mobile Cooperating Objects to be installed in the target en-
vironment. Especially, PLANET addresses the capability of
deploying COs using unmanned aerial and ground vehicles
(UAVs and UGVs)[8]. Thus, the effect of dynamic factors
(e.g., the wind, the speed of the deployment vehicles) needs
to be considered when creating the deployment plan.

In this phase, the most important challenges to tackle are
the following:

• The design and implementation of planning tools that
are able to generate deployment plans for the deploy-
ment of static and mobile nodes using autonomous
vehicles. These planning tools have the constraint that
the created plans need to be feasible in practice. Such
feasibility is difficult to achieve due to unavoidable
imprecision of simulation models and the complexity
of deployment optimization with heterogeneous COs.
Therefore, the definition of deployment metrics that are
used to evaluate the deployment plans is crucial for
the plan generation. However, it is not trivial to define
a deployment metric to evaluate the deployment plans
created for various application requirements.

• The accurate estimation of the position of static nodes
and the moving schedule of mobile nodes so that the en-
tire area of interest is covered. Coverage can be defined
as either static or dynamic, as determined by the case
where a mobile CO patrols an area providing temporal
sensory data during its movement. Additionally, differ-
ent parts of the network might have complementary or
even conflicting coverage requirements, which further
increases the complexity of the coverage solution.

• The evaluation of the deployment plan using the sim-
ulation tools with user-defined performance metrics. It
is challenging to design a simulation tool that precisely
simulates the interactions between heterogeneous COs.
Especially, the simulator needs to cope with differ-
ent simulation models provided by the user. Other
issues like scalability[9] and extensibility also need to
be considered. An alternative is to integrate multiple
simulation tools each of which is used to simulate
a limited set of COs. However, in order to integrate
different simulators, common input/output format of
the simulators[10] needs to be defined. Moreover,
time synchronization[11] between different simulator
presents an extremely problem to deal with.

Therefore, PLANET aims at creating optimized deploy-
ment plans by developing the planning tool that provides
optimized coverage solution. The usability of the deploy-
ment plan is further verified by running the application
simulation with the deployment plan. Thus, one important
feature of the planning and simulation tools is that they are
capable to generate the deployment plan in the presence of
potential errors and inaccuracies derived by the simulation
models. Furthermore, given the fact that not all applications
have the same requirements, the planning and simulation
tools require that the user should be able to determine the
deployment and performance metrics in order to generate
optimized deployment plans.

C. Network Deployment Phase

In this phase, network deployment operations are launched
to perform CO deployment in real-life following the deploy-
ment plan generated in the previous phase. Most importantly,
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the deployment operation can be performed by autonomous
vehicles in PLANET. The challenges found in this phase are
the following:

• The execution of the deployment procedure in such
a way that a collection of autonomous UAVs and
UGVs are able to carry COs and place them at the
positions specified by the deployment plan. To ac-
complish a successful deployment, it is important to
precisely coordinate and synchronize the operations
between deployment vehicles. Such coordination[12]
and synchronization are difficult to achieve due to
the strict requirements on the efficient and reliable
communication between on-duty deployment vehicles.

• The need to identify the actual deployment positions
of COs[13][14]. Due to the dynamics of the environ-
ment and deployment vehicles, the COs may not be
dropped at the specified positions. Therefore, acquiring
the actual deployment position becomes necessary to
ensure the coverage of the deployment. However, such
localization information could be difficult to obtain de-
pending on whether there is pre-existing infrastructure
to support localizing COs. Without localization support,
additional assistant objects, e.g., anchor nodes with
GPS, need to be deployed first in order to provide posi-
tion information about the deployed COs. Moreover, the
precision of the localization techniques also presents an
important issue to be tackled.

• In addition to deployment position, the deployment sta-
tus such as connectivity and coverage[15] needs to be
gathered to be able to automatically determine whether
re-positioning of nodes is required. The position and
deployment status reporting requires a data delivery
path to the deployment control center. In the situation
that there is no pre-installed network infrastructure,
either the deployed nodes form an ad-hoc network, or
additional gateway nodes need to be deployed in order
to report the status information. In the case of a large-
scale deployment, a hierarchical network is required
to perform efficient data delivery. Moreover, issues
including data aggregation and reliable data collection
need to be considered to ensure the integrity of status
report data.

Therefore, PLANET aims at providing CO deployment
support by providing techniques for coordinating operations
of deployment vehicles, localizing the deployed nodes, re-
porting actual node positions and deployment status. More-
over, the deployment operation in PLANET needs to be
adaptive. That is, given the status information collected
by the deployment vehicles, PLANET is able to determine
whether node repositioning is required in order to achieve
full coverage.

D. Deployment Debugging Phase

In this phase, the network of cooperating objects has been
deployed and has been put into debugging mode[16]. In this
mode, the application logic is performed, and application-
specific data is collected to analyze the level deployment
completion. The network is monitored and the health of the
system is determined while the application is running. The
following challenges play a crucial role:

• The design and implementation of the deployment
analysis tool to ensure the CO deployment has met the
user requirement. The performance metrics defined by
the user are main elements used by the analysis tool to
determine the success of the deployment. Additionally,
complex deployment diagnosis algorithms are required
in case that the deployment fails to reach the application
performance requirement.

• The design and implementation of non-intrusive mon-
itoring algorithms that enable the gathering of infor-
mation regarding the health and performance of the
network in order to validate the expected results as
estimated by the simulation tool in the first phase.

• The capability to tune the network parameters in such
a way that they continue within the performance ex-
pectation of the user, as defined in the first phase.

Therefore, PLANET aims for providing a deployment
analysis tool that determines the completion of the CO
deployment, and identifies the need for re-deployment based
on the gathered monitoring information and the performance
evaluation using the user-defined performance metrics.

E. Network Operation Phase

In this phase, the network has been taken out of debug
mode and is able to operate in normal mode. After several
iterations in the previous phases, the network reaches this
phase because given the information, modeling and moni-
toring capabilities of the network, it is not possible to find
a better solution than the one proposed. This does not mean
that the network configuration is optimal, just that the used
methodology is not able to determine a better solution given
the aforementioned constraints. However, there are still a
number of challenges that need to be dealt with in this phase:

• The non-intrusive monitoring [17] of a network in
operational mode. The challenge is, in this phase,
even more difficult than in the previous one since the
monitoring overhead affects a running application. The
goal is obviously to make measurements that affect as
little as possible the normal operation of the network.

• The non-intrusive reporting of information and alarms,
if needed, that will trigger another iteration from the
network or the intervention from the user. This should
happen even if the network only has limited information
about its state and in a fast and accurate way, trying to
avoid false positives as much as possible [18].
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Figure 4. Doñana Biology Reserve. Source: CSIC

Figure 5. Highly Automated Airfield. Sources: (left) Mario Roberto Duran
Ortiz; (right) Phillip Capper

• The automatic detection and suggestion of changes that
need to take place in the network in order to repair it or
improve its performance. In general, this could imply
the following changes to the current deployment:

– Changes to the location and position of static
cooperating objects.

– Changes to the routes of mobile objects because of
the unexpected effects with certain obstacles in the
network not foreseen in the pre-deployment phase.

– Removing nodes that are misbehaving as seen by
the performance evaluation and the metrics of the
network.

– Adding new nodes in certain areas in order to
improve on a specific metric.

Therefore, PLANET aims for providing light-weighted
and low-overhead monitoring solutions that efficiently and
accurately detect network failures[19]. Moreover, failure
recovery and network healing techniques are also expected
to developed in order to maintain the continuous operations
of the deployed CO network.

III. EXPERIMENTAL EVALUATION

As stated in the previous sections, the purpose of the
PLANET project is not only to come up with solutions that
work well in each one of the phases described. The ultimate
goal is to show that our approach works in practice under
different conditions and scenarios that differ fundamentally
from each other.

For this reason, there are two main settings considered
for the scenarios: The Doñana Biological Reserve (DBR)
and an Automated Airfield Scenario (AIR). The former is
a world heritage site located in the south of Spain that
contains a variety of animals as well as four different types

of terrains that make it very challenging for Cooperating
Object applications. The latter is a fully automated airfield
built also in the south of Spain for the purpose of testing
UAVs and their interactions in a safe setting.

It seems obvious that both settings are distinct enough that
providing solutions for one of them cannot be transferred
without changes to the other. Naturally, the kind of appli-
cations (or use cases) that can be tested in each scenario is
very wide and, in cooperation with biologists and aerospace
engineers, we have identified the following use cases for
Doñana (DBR) and the airfield scenario (AIR):

• DBR1: Pollution monitoring, where unmanned aerial
and ground vehicles together with a pre-deployed sen-
sor network will ensure the health of the water by
detecting the presence of pollutants using different
cross-validating techniques.

• DBR2: Animal Monitoring and Tracking, where a
mobile network of sensors installed on different types
of animals will determine their behavior as well as their
relative positions to well-known beacons. Unmanned
aerial and ground vehicles will be used as data mules
if the spread of animals in a large area is so sparce that
it is impossible to guarantee connectivity.

• DBR3: Documentation of Animal Behavior, where
several unmanned aerial vehicles will be used to doc-
ument the behavior of the Greylab goose using high
definition cameras during the day and night time.

• DBR4: Aerial Stratification of Insects, where un-
manned aerial vehicles will be used to sample insects
at different altitudes and to correlate this information
with that of sensors installed in bats. This will allow the
improvement of the understanding of the key ecological
interaction between bats and insects.

• AIR1: Automated Mission Service Provision, where
a network of unmanned aerial vehicles are able to
coordinate their missions by combining information
about their own data and sensor information from the
airfield using a pre-deployed sensor network that is
assumed not to fail.

• AIR2: Perimeter Security Service Provision, where
the infrastructure of the airfield, composed of sensors
and unmanned ground vehicles that patrol the area, are
able to detect an intruder in the perimeter and to act
upon it.

• AIR3: Sensor Healing Service, where unmanned
ground vehicles are used to heal the sensor network
by carrying the appropriate sensors to the locations
where they failed in order to re-establish connectivity,
coverage, etc.

• AIR4: Emergency Communication Service, where
unmanned aerial vehicles need to establish an ad-
hoc network among themselves since their satellite
connection to the control tower is lost. The unmanned
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vehicles are supposed to relay data from the sensors
on the ground to the other vehicles on the air using
multi-hop communication.

• AIR5: Emergency Airfield Tower Control Failure
Service and Landing Aid Service, where an un-
manned ground vehicle will re-establish the connec-
tion to unmanned aerial vehicles using a mobile, low-
overhead control tower that can be carried and moved
to the appropriate position as needed in order to assist
in the landing of vehicles that have lost some of their
sensing and tracking capabilities.

IV. CONCLUSION AND FUTURE WORK

The challenges presented in this paper clearly show
the necessity to integrate existing solutions for individual
problems in such a way that the combined system exhibits
an emergent behavior that cannot be achieved with the
invidivuals solutions alone. Moreover, the additional con-
straints on the uncertainty of the environment as well as
the capability of the PLANET platform to use knowledge
from the real world to refine its internal model, will make it
possible to apply it to the most heterogenous environments
and in cases where more theoretical solutions will fail.

We, therefore, believe that only solutions that combine
the capabilities of different disciplines into one integrated
solution will be able to cope with the complexity of real-
world applications and, in the long run, be successful in real
deployments.
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