UBICOMM 2010 : The Fourth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

Improvement of Channel Decoding using Block Cypher

Natasa Zivic

Institute of Data Communications Systems
University of Siegen
Siegen, Germany
natasa.zivic@uni-siegen.de

Abstract—This paper introduces two methods for the
improvement of performance of channel coding using
cryptography, based on concatenation of codes.
Cryptography as an outer code is combined with charel
coding as an inner code. The first method improvedecoding
of cryptographic functions. The second one uses thfirst
method for improvement of information decoding usig a
block cipher Advanced Encryption Standard. Computer
simulation results are included.
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l. INTRODUCTION

This paper researches the interoperability between
channel coding and cryptography in order to redBER
of the channel decoding. Therefore, soft outpigacalled
L-values of SISO (Soft Input Soft Output) channel
decoding are used for correction of the input ofeise
cryptographic mechanisms. The channel code can be
considered as an inner code and the output of the
cryptographic mechanism as an outer code (Fig. 1).

Cryptographic Channel
mechanisms coding
—
w
Z
Z3y
<
I
&)
Inverse
. Channel
cryplogra_phlc decoding
mechanisms
OUTER CODING INNER CODING

Figure 1. Cryptography and channel coding as concatenategscod

Cryptographic mechanisms are used for the recagniti
of modifications by errors or manipulation. Softtjmut of
the channel decoder enables cryptographic mechanism
perform error corrections by Soft Input Decrypt[@h
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The following problems are investigated and sohgifor
them are proposed:

1. Improving cryptography usind-values of channel
decoding (solution: Soft Input Decryption) — expledl in
Chapter Il of the paper

2. Improving channel decoding using-values and
avalanche effect of error spreading [2] by wronguitnof
a decryptor (solution: Improving channel decodirsing
block cipher) — explained in Chapter Ill of the papAES
is used as a block cipher because it is one ofrithst
widely accepted block ciphers [3].

II.  SOFTINPUTDECRYPTION

Soft Input Decryption (SID) improves decrypting
mechanisms using soft output of the channel decidder
A decryptor is used for verification of cryptograpleheck
values.

Algorithm of SID is as follows:

The security mechanism is successfully completed on
the receiving side if the verification results issjiive. In
case of negative verification, the decryptor anedysoft
output of the channel decoder, changes the bits thi¢
lowest |L|-values, performs the verification process and
checks the result of the verification again.

If the first verification after starting Soft Input
Decryption is not successful, the bit with the letv|-
value flipped, assuming that the wrong bits arebabdy
those with the lowedt |-values. If the verification is again
negative, the bit with the second lowdsf-value is
changed. The next try will flip the bits with theatest and
second lowes|L [-value, then the bit with the third lowest
|L|-value, etc. The process is limited by the numlfdaits
with the lowest|L|-values, which should be tested. The
strategy follows a representation of an increasimary
counter, whereby the lowest bit corresponds tdothwith
the lowesiL|-value, etc.

If the attempts for correction of cryptographic cke
values fail, the number of errors is too large assalt of a
very noisy channel or an attack, so that resouscesnot
sufficient to try enough combinations of flippingtsb of
low |L|-values.

I1l.  CHANNEL CODING USINGBLOCK CYPHER

This chapter explains the method of improving clehnn
decoding usingL-values and avalanche effect of error
proposed error correction improvement scheme.
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Figure 2. Error correction system using block cypher.

Fig. 2 shows the proposed error correction
improvement scheme. The two blocks, which are namsed
first block and second block, are actually respgaasfor
error correction improvement. The second block me
into operation in the case that first block is abte to do
error correction.

Scheme in Fig. 2 includes decision blocks, which ar
used for making decision between two inputs appieed
them. The decision block selects only one inputciiias
the minimum number of errors.

The AES is a symmetric key (uses the same key for
encryption and decryption) block encryption aldarit
The AES block size is 128 bits and that is the arder
using a block of 128 input bits in the simulatiofgy. 2
shows that in the case of the first block, decopts used
because the input data was encrypted. If the itk is
not able to make error correction, the second btmrkes
into operation. In the second block, the outputard ‘d’
will also be compared to perform error correctionttie
case that first block is not able to do it.

A. Error Correction considering the First Block

The two outputs ‘a’ and ‘b’ applied to decision d¢io
have the following possibilities:

1) Both have errors

2) The output ‘a’ applied to decision block is error
free whereas the output ‘b’ applied to decision
block has about 50% errors (avalanche effect)
The output ‘b’ is error free whereas the output
‘a’ has errors.

The first block will be able to improve error
correction considering all of the above possilgtti The
output ‘b’ in lower branch exhibits avalanche effec
because of the use of AES. It means that if MARodec
is not able to correct all errors, then the outjutwill

3)
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have about 50% errors. The output ‘a’ will have
significantly smaller number of errors as comparethe
output ‘b’. Therefore decision block will alwaysmpare
output ‘a’ and output ‘b’ to check if this differea is
above a certain value. This value depends uposigmal
to noise ratio and is named threshold. The decislook
calculates a value, which is called BER_comparesfmh
iteration. It is calculated as a difference betwB&R of
the output ‘a’ and BER of the output ‘b’. If BER ropare
for each iteration is higher than the threshol@&nthhe
output ‘b’ has about 50% errors. In this case Sised
for achieving error free output ‘b’ (if SID is suessful). If
BER_compare is lower than the threshold, then thput
‘b’ is error free; the decision block will seledtet output
‘b

B. Soft Input Decryption using AES Block Cypher

Soft Input Decryption using AES is able to corraltt
errors (if it is successful) occurring after dedigp at
output ‘b’ by taking the output ‘a’ as a referentteuses
soft output of the channel decoder. As the magaitfd.-
value gives the reliability of the decision, it da@ used to
correct all erroneous bits at output ‘b’. Soft Ihpu
Decryption using block cipher AES uses the lowedeen
L-values, which means that SID will have 65536 aptism
for error correction. In each attempt a bit or enbmation
of bits are flipped (0 to 1 or 1 to 0) and thenrgption is
performed. For each attempt BER_compare is cakxilat
and compared with the threshold until it becomes than
the threshold.

When BER_compare is less than the threshold, all of
the errors at output ‘b’ are corrected. The denidiock
will then select the output ‘b’ because it is effree. It can
also happen that within 65536 attempts, SID is not
successful. In that case second block comes irgatipn.
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C. Error Correction considering the Second Block

If Soft Input Decryption is not able to correctas in
the first block, the second block attempts to achiie. In
the case of the second block, upper branch is ptedy
after MAP decoder, so the avalanche effect wilpbesent
at output ‘c’. The decision block will therefore#at output
‘c’ exactly like output ‘b’ and output ‘d’ exactlyike
output ‘a’. The error correction can be done in tlaene
way as it was performed for the first block. Insted SID,
the second block performs Soft Input Encryption. If
BER_compatre is higher than threshold, the lowegésn
|L|-values will be flipped at the input of the encigpt
block until all errors are corrected (if Soft Input
Encryption is successful).

IV. SIMULATION RESULTS

It is explained that the improvement in error cotin
can be achieved using Soft Input Decryption andt Sof
Input Encryption which depends upon the threshdlk
simulated curve for threshold vsy/Byis shown in Fig. 3.
The curve shows that threshold decreases witmtirease
of Ey/Ny. The reason is that with the increase giNg, the
channel introduces fewer errors.
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Figure 3. Threshold versusdgiN,for error correction system using
cryptography.

The proposed system shown in Fig. 2 has an overall
code rate of 1/4, if it compared to a standard rerro
correction system without cryptography having a
convolutional encoder of rate 1/4. The convolutlona
encoder of rate 1/2 is a non-systematic (2,1,3)
convolutional encoder and a convolutional encodente
1/4 is a non-systematic (4, 1, 3) convolutionalosles [4].
These two encoders were selected because theyttave
same coding gain and the similar structure, whitdbées
fair comparison of decoding results [4].

BPSK modulation, AWGN channel and MAP [5]
convolutional decoder are used in simulations. For
purposes of Soft Input Decryption / Encryption, fnaxm
16 lowest_-values are used (2correction trials).
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Fig. 4 shows that the error correction system using
cryptography achieves considerable coding gain Gyr
convolutional decoder: 1.3 dB for BER ofand 1.85 dB
for BER of 10'.

For B/N, higher than 2.4 dB, there is a coding gain of
the error correction system presented in Fig. 3ickwvh
increases with increase ofy/By in comparison to 1/4
convolutional decoder. For N, lower than 2.4 dB,
presented error correction system gives worse degod
results than the comparable 1/4 convolutional decod
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Figure 4. BER versus ENofor error correction system with and
without cryptography.

V. CONCLUSION

The paper introduces two methods of interopergbilit
of channel coding and cryptography: improving
decryption using Soft Input Decryption and imprayin
decoding results using block cipher and princigeSoft
Input Decryption. The characteristic of cryptograph
check values to give about 50 % of wrong bits apotof
decryptor if one or more bits at input of decryptoe
wrong, is used for bit error correction of decoded
information. Bit error correction scheme with twimdks
(for Soft Input Decryption and Soft Input Encrypt)ois
presented and simulated.

Simulation results show that, if 16 lowest L-values
are used for Soft Input Decryption / Encryption, a
remarkable coding gain in comparison to the stahdét
convolutional decoder can be achieved fgiNg higher
than 2.4 dB: for BER of I®coding gain is equal 1.3 dB
and for BER of 10 coding gain achieves 1.85 dB. For
E,/No lower than 2.4 dB, 1/4 convolutional decoder is
stronger in error correction than the presentedrerr
correction scheme.
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