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Abstract — Proper functioning of smart spaces demands
semantic interoperability of the knowledge processs
connected to it. As a consequence it is required tdevelop
models that would enable knowledge processors tonperm on-
the-fly translation and interpretation between theinternal and
smart spaces ontologies. The paper presents our ston to the
above stated problem, which has been implementedrf8mart-
M3 platform.

Smart spaces; ontology matching; semantic similarity;
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Smart-M3 is an open source software platform [Ht th
aims to provide "Semantic Web" [2] information shgr
infrastructure between software entities and varitypes of
devices. The platform combines ideas of distributed

INTRODUCTION

networked systems and Semantic Web [3]. The major

application area for Smart-M3 is the developmensmofrt
spaces solutions, where a number of devices caa sisared
view of resources and services [4], [5]. Smart epacan
provide better user experience by allowing usergdsily
bring-in and take-out various electronic devicesd an
seamlessly access all user information in the raeliice
system from any of the devices.
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key enabler of this functionality. But in order fdhe
presentation to be shown, the UKP has to share the
information about the presentation location (URjhwthe
PKP. As a result the following conditions have te b
fulfilled:

1) The UKP has to know that the PKP is a part of the
smart space;

2) The UKP has to share the presentation’s URI in such
a way that the PKP can understand it.

( Smart Space

)

Application, \Kplj
Ty
m Knowledge
Application, KP, Base

C

—

Figure 1. Smart space based on Smart-M3: simpliiéefence model.

Even from this simple example we can see that prope
functioning of the smart space requires semantic
interoperability between knowledge processors ccoieaeto
it. As a consequence it is required to develop aehthat

The simplified version of the Smart-M3 smart spacesyould enable knowledge processors to translatehesty
reference model is shown in Figure 1. The Knowledggetween their internal and smart space’s ontologydertain
Processors (KPs) represent different applicatibasuse the extent. In this paper, we present our solutionther above

smart space. The smart space core is implementetédypr
several Service Information Brokers (SIBs) interected
into the common space. The information exchange
organized through transfer of information unitsp(esented
by RDF triples) from KPs to the smart space ankbabe
information submitted to the smart space becomeadadle
to all KPs participating in the smart space. Thes KBn also
transfer references to the appropriate files/sesviato the
smart space, since not all information can be pteseby
RDF triples (e.g., a photo or a PowerPoint presiema As
a result the information is not really transfertaat shared
between KPs by using smart space as a common ground

However, real implementation of any smart spaces

solution faces a number of problems. Let’s consédsimple
case study when a user is having his/her mobilécdewith
KP running on it. Assume that the user KP (UKP) is
configured to make some presentation. The LCD ptoje
represented in the smart space by Projector KP YRKRE
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is

stated problem.

Il.  SIMILARITY IN SMART SPACES

All the similarity metrics in the performed statktbe-art
review are based on the two information retrievatnns of
precision and recall. As it was mentioned earlergase of
smart spaces it is necessary to avoid false aligtsneo the
precision should be preferred above the recall.s Tiki
achieved via choosing the right threshold value.e Th
possibility of choosing the right threshold valuashto be
taken into account in the development of the matghi
models.

Since in smart spaces most of knowledge processers
problem-oriented it should be proposed to utiliresable

._ontology patterns for ontology creation. This woeldable

unification and standardization of the ontologiead a
significantly simplify ontology matching.
Table 1 summarizes the results of the state-ofthe-
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TABLE 1. STATE-OF-THE-ART SUMMARY

Criteria Possibilities / Requirements
Agent Matching approach for different ontologies
anonymit Matching of different versions of the ontolc
Information/ | Format independent
knowledge | RDF
representation KIF
format Graph-based formats
Ontologies | Any
aligned Lightweight
Large-scale
Automation Semi-automatically
Automatically
Algorithm High complexity
complexity | Low complexity
O(N?), N — the number of elements in the contexts
the concept to be matched
Precision Supported
N/A
Matching Contextual:
method distribution-based
class(es) graph-based
structural
similarity structural propagation
Linguistic:
similarity-based
Statistical:
data type compatibility
Combined:
pattern-based
heuristics
rule-based
Usage of No synonyms
synonyms | Synonyms supported:
Thesaurus-based
WordNet-based
Ontology One-to-one
element Any to any entities matching
matching One to any entities matching supported
Internet usagg  Internet is used
Internet is not used
Internet can be used

Based on it, the following concluding remarks can b

made.

The goal of ontology matching is basically solvitg
two major problems, namely:

As a result of matching the following types of etnts
mapping proximity can be identified:
1) One-to-one mapping between
(Associate-Professor to Senior-Lecturer)
2) Between different types of elements (the relation
AdvisedBy(Student, Professor) maps to the attrilagtésor
of the concept Student)
3) Complex type (Name maps to the concatenation of
First Name and Last Name)
All methods can be separated into the followingrfou
groups.

the elements

A. Linguistic methods

These methods are focused on determining similarity
between entities based on linguistic comparisonthalse
entities (count of the same symbols estimatiorimasion of
the longest similar parts of words, etc.).

B. Statistical methods (instance based)

These methods compare instances of the ontolog@iesnt
and based on this estimation entities can be cadpar

C. Contextual methods

The aim of the contextual similarity is to calcelah
measure of similarity between entities based onir the
contexts. For example if parents and children efdhtology
classes are the same consequently the classdbalsame.

D. Combined methods

These methods combine specifics of two or threthef
above methods.

In the M3 approach, there is no strict definitioh o
instances and differentiation of them is not anydasks.
Because of this reason the techniques and metledyglag
on instances were not considered for further devetnt.
Hence, the developed models presented below in&gih
of the above techniques (except those dealing ingtances)
and propose a set of combined methods having fainir
the linguistic and contextual methods.

Ill.  PRINCIPLES FORCREATING ONTOLOGICAL

1) Qntology entl_tles which have the same name CANDESCRIPTION FORSMART SPACE K NOWLEDGE PROCESSORS
have different meaning.

2) Ontology entities which have different names can

have the same meaning.

For this purpose a number of technigues are apptied

different combinations. These techniques include:

1)

similarity)

Identification of synonyms
2) Similarity Metrics

(name similarity,

linguistic

In this section, seven principles for creating todal
description for smart space knowledge processoes ar
proposed. The correspondences between the priacipid
the criteria are indicated in Table 2.

A. Synonyms

Synonyms of the used in the ontological description
terms have to be provided. Synonyms can be provided

3) Heuristics (for example two nodes are likely to chat additional RDF-triples. For example:
if nodes in their neighborhood also match)

4) Compare sets of instances of classes instead cempar

classes

5) Rules: for example, if class Al related to class Bl

(relation R1), A2 related to class B2 (relation R2)d Bl
similar to B2, R1 similar to R2 therefore Al simita A2.
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RDF Triple:

(“URI", “is”, “http://myexample.com/prl.ppt”)
Synonym1:

(“URL”, "Synonym", uURln)

Synonym2:

(“location”, “synonym”, “URI")
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TABLE 2. STATE-OF-THE-ART SUMMARY

Criteria Corr esponding Principle:
Agent anonymit Taken into account in the matching appre
Information/knowledg« | Connected graj-based RD-triples (sutsec.

representation format | C)

Fullness and consistency of the descriptio
of the knowledge processors possible acti
(subsec. E)

Taken into account in the matching appre
Fullness and congency of the descriptio
of knowledge processors possible actions
(subsec. E)

Usage of ontology patterns (subsec. G)
Triples for determining format for valu
(subsec. F)

Taken into account in the matching appre
Taken into account in the matching appre

Ontologies aligne

Automatior

Algorithm complexit

Precisiol Taken into account in the matching appre
Matching methoc Synonyms (contextual methodsutsec. A)
class(es) Abbreviations shouldn’t be used (linguistic

methods) (subsec. B)

Connected graph-based RDF-triples
(contextual methods) (subsec. C)
Combined methods are used in the matchi
approac

Synonyms suksec. A)

Abbreviations shouldn’t be used (subsec. B)
Taken into account in the matching approdch

hg

Usage of synonyn

Ontology elemen
matching

Homogeneous ontological descriptior
elements (subsec. D)

Taken into account in the matching approd
Taken into acount in the matching appros

Internet usag

B. Abbreviations shouldn’t be used

Abbreviations of the ontological description terms
complicate matching of the ontologies. They shobkl
avoided in ontological description.

Instead of using triple:

(“START_D", “is”, “06+11+2004") — VCal

or

(“DTSTART", “is”, “20041106") — iCal

The following rule should be used

(“start date”, “is”, “2004-11-06")

If it is not possible avoiding using abbreviatiofesg.,
when they are standardised like in the examplesegliban
it is recommended to resolve this potential problbyn
adding appropriate synonyms for these abbreviatifms
example:

(“START_D”, “synonym”, “start date”)

(“DTSTART”, “synonym”, “start date”)

C. Connected graph-based RDF-triples

RDF-triples have to be joined with each other. This

allows to process such ontological descriptionsaagaph
and to apply graph-based methods of ontology nadchi
(“URI", “is”, “http://myexample.com/prl.ppt”)
(“slide”, “is”, “5")
It is important to connect the above triples,
complimenting database by the following additicmiales:
(“slide”, “part_of”, “presentation”)

(“presentation”, “property”, “URI")
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D. Homogeneous ontological description of elements

Ontological description elements have to be
homogeneous. For example, if an element is a subjec
object in one rule it cannot be a predicate in lagotule.

Instead of using triple:

(“presentation”, “URI”, “http://example.com/prl.pp)

The following two rules should be used:

(“URI", “is”, “http://fexample.com/prl.ppt”)

(“URI", “part_of", “presentation”)

The triples describing synonyms are specific tdpdad
they can contain predicates as subjects and objects

E. Fullness and consistency of the description of the
knowledge processors possible actions

Ontological descriptions of the knowledge processor
have to include all their possible actions andti@tis, but at
the same time shouldn’'t include any unnecessary
information.

An example of projector ontology RDF triples is
presented as a graph in Figure 2 and as a list of
corresponding triples under the picture.

URL

Figure 2. Ontology of the projector.KP.

(“projector”, “has”, “state”)
(“projector”, “show”, “presentation”)
(“presentation”, “action”, “open”)
(“presentation”, “action”, “close”)
(“slide”, “part of”, “presentation”)
(“slide”, “is”, “Number”)
(“presentation”, “has”, “URI")
(“presentation”, “is of”, “Type”)
Synonyms:

(“URL", “synonym”, “URI")
(“location”, “synonym”, “URI")

F. Triples for determining values format

In case of complex formats of data values it isde€eto
add special triples into the ontology, which ddserivalue
format. For example, vCal has description:

“Start_T”, “value”, “07+29+30")

To let the system recognize this time format ihéeded
to add the following triple:

(“Start_T", “format”, “hh+mm-+ss”)

G. Usage of ontology patterns

Most of knowledge processors are task-orienteditaisd
expected that there will be many knowledge proassso
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performing the same functions (e.g., knowledge ¢ssors 3) For knowledge processors, which can access Internet
representing functionality of LCD projectors). Asresult e g., WordNet or Wiktionary, the model of searching
utilizing reusable ontology patterns for ontologgation is  semantic distances was developed.

proposed. This would enable unification and stadidation a) Compare all elements of two ontologies and fill the
of the ontologies and significantly simplity -ontglp matrix M’. Matrix M’ is of sizem to n, wherem is the

matching. Such patterns should be problem-orierdasd . . .
knowledge processors themselves. As an examplaobf & number of elements in the first ontology anis$ the number

pattern the projector knowledge processor ontology! €léments in the second ontology. Each elemerthisf
presented in Figure 2 can be considered. matrix represents the degree of similarity betweao

ontology elements.

V. MULT"MODELAPPRSACBFOFON'THE'FLY b) Update values in matrix M, where each new value
MATCHING KPS AND SIB ONTOLOGY . of elements of M is the maximum value of (M, M’)
dThSeleelowl propfosedh approach allqul\(vs matching of KPS 4) |mprove distance values in the matrix M using the
an ontology for the interoperability purposasd is graph-based distance improvement modidscribed in
based on the ontology matching model illustrated-igure Section VI

3. The approach takes into account that the majchin As a result the matrix M contains degrees of siitjla

procedure has to be done “on-the-fly’ by mobile idey between ontology elements of two knowledge proassso

with limited resources and rem(_embering the _fact_t thaThis allows determining correspondences betweemegits
knowledge processors are responsible for perforrotin by selecting degrees of similarities which are Welban the

concrete and well-described tasks, which means ttat
pre-selected threshold value.

corresponding ontology generally should be smal—to . . .
medium size and describe only very limited domains. The next sections d‘?SC“be major elements of the
proposed approach in details.

Matching model MCGI’;Z‘;d V. SIMILARITY -BASED MODEL FORONTOLOGY
- MATCHING
Comparison of elements ¢f . o A
two ontologies using Combined The similarity-based model for the ontology matchis
synonym: presented in Figure 4. It contains a stemming mhoee to
[ normalize words, improved fuzzy string comparison
Y Y procedure, and normalization procedure. The nomadin
Comparison of elements ¢| Comparison of elements of procedure makes it pOSSIb|e to reduce the resuiimgarlty
two ontologies using two ontologies using | Linguistic for its easier interpretation and is not considehede in
similarity-based method || semantic-based distanc detail.
search method -
Stemming
Graph-based distance Contextual Improved FSC

improvement

Conventional Fuzzy strin
comparison (FSC)

Figure 3. Multi-model approach to on-the-fly matehKP and SIB
ontology. ¢

Normalization

Ontology is represented as RDF triples, consistingne
following ontology elements: subject, predicate,jecb
Degree of similarity between two ontology elemeésti the
range [0, 1]. The approach consists of the follasteps: )

1) Compare ontology elements taking into account™ Stémming
synonyms of both ontologies. The degree of sintjfari ~ To improve the matching quality the applicationtié
between equal elements is set to 1 (maximum valiteeo Stemming procedure is proposed. This operation make
degree of similarity). possible to identify ontology elements even if thase

2) Compare all elements between two ontologies ahd fiIWritten in different forms. The following conversi® can be

the matrix M usingsimilarity-based modedescribed in dorl\e/;rtli?:?k:r?d %o:i()z%ifal”c'evﬁliri;Jnge\'?ﬁié p:/r?)rctsglljre
Section V. Matrix M is of size m to n, where m et .~ ! - .
. . ' . is uniquely tuned for each supported language.
number of elements in the first ontology and rhis number quely PP guag
of elements in the second ontology. Each elemerthisf B. Fuzzy string comparison

Figure 4. Similarity-based model for the ontologataiing.

matrix contains the degree of similarity betweea sfring The basis of the string comparison algorithm iswiedi-
terms of two ontology elements using the fuzzyngtri known conventional algorithm that calculates oocence of
comparison method described in Section 111-B. substrings from one string in the other string.
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1. Perform the comparison based on the above #igori
twice: FC; = FuzzyCompare(Elemant Elemenf) and
FC, = FuzzyCompare(ElemenElemeny).

2. Calculate the result as an aggregation of theveb
results in accordance with the following formula:

Ré=n*FC,+(1n)*FC,, wheren is a weightn][0;1].

n=05 sets the same weight to the both strings,0
searches only Request within Class, arell searches only
Class within Request. It is proposed to set05.

VI. GRAPH-BASED DISTANCE IMPROVEMENTMODEL

VII.  SMART-RoOM CASE STUDY

This is an extended use case scenario originatiyqeed
in one of our previous publications [6]. A meetitakes
place in an “intelligent room” that is equipped witCD
projector, whiteboard, and access to Internet-based
translation service.

Users that are planning to make presentation heeeia
knowledge processor (called User Knowledge Processo
UKP) installed on Nokia MAEMO device and it implente
the required functionality as described below. Upwant of
user entering to the smart space meeting roongaat lthe

The graph-based improvement model for propagatiofiollowing information from users’ mobile devices dogne
similarities from one ontology element to another i accessible for other smart space UKPs:

presented in Figure 5. The main goal of this maddeio
propagate the degree of similarity between clos&yching
ontology elements to ontology elements related htemt
through RDF triples.

Ontology 1 Ontology 2

X%

X'j

Figure 5. Matching of two ontology model.

» user profile information (hame, photo, domain of
interests, e-mail, and phone number, etc.);

» presentation information (title, keywords, URI).

Before the meeting starts the agenda is automigtical
built and shown on the whiteboard including spesker
names, photos, and presentation titles. The current
presentation data is highlighted on the screen.nfdkting
participants can see the detailed agenda on theerscrof
their personal mobile devices.

Users can change their user profile items. For this
purposes the appropriate GUI has been impleme¥itben
the user changes the information about his/hereptason
in the profile, UKP changes the appropriate rulesthie
smart-space. A GUI interface for visualizing thetailed

SetX=(x4, X, ..., X, is the set of subjects and objects inagenda on the screen of participants’ MAEMO devitas

the ontology of two knowledge processors. Bet (d(x;, X)),
...) is a degree of similarity betweer and x. Set

been implemented as well.
At the scheduled time the appropriate presentatiars

R=1(ry,r> ...,I'n) is a set of predicates in the ontology of two automatically, i.e., the LCD projector is switch@dll and the

knowledge processors. Sé& = (d(r;, r}), ...) is a set of
degrees of similarity between and r;. ConstantTr is a

threshold value that determines whether two oniplogbPefore the presentation ending time and when

elements mapped to each other or not.
The following algorithm allows propagating similgri
distance to RDF subjects and objects.
d(%, %) = maximum(k)
while (d(x, %) > Tr) do
for each d(x, X’j) as xrm X'; and xr, X’j do
if d(rm, 1) > Trthen . ) .

dox, x) = 2/d(x, x;)0d(x, X, )

endif
endfor
Exclude d(x x) from D,
d(x, %) = maximum(R)
endwhile

The following algorithm allows propagating similgri
distance to RDF predicates.
for each d(x %) > Tr do
for each d(x, x7) > Tras xry X and YRS do

d(w 1) = 3/d(x, x; JOd(x, X, )d(r,,,1,)

endfor
endfor
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appropriate presentation is shown. The user catraiahe
slideshow directly from the mobile device. Five oties
the
presentation time is about to be over the whitaboaminds
the speaker about the time restrictions.

The overall architecture of this case study is méd in
Figure 6. It includes the following knowledge prssers:

Whiteboard

Figure 6. The case study architecture.

 KP1 - whiteboard (PC)

» KP2 - projector (PC)

» KP3 - translator (PC + Internet service)
* KP4 - coordinator (PC)

e« KP5... N-UKPs (e.g., Nokia N810)
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The application of the matching procedure is shamvn
Figure 7. Let us consider the following examplee Tuser
having mobile device with a knowledge processore(UsP
or UKP) running on it and he/she is going to givieaure.
The corresponding ontology is presented in Figure 8

The following ontology describes the user in respdc
giving a lecture:

(“user”, “gives”,

(“current slide”, “

lecture”)
part of”, “lecture”)
(“current slide”, “is”, “Number”)

(“lecture”, “has”, “Location”)

Participants’ UKP Projector PKP

current slid type

numbe location

Figure 8. Ontology of user KP.

(“lecture”, “is of”, “Type")

(“slide”, “is”, “Number”)

(“presentation”, “has”, “URI")

(“presentation”, “is of”, “Type”)

(“URL", “synonym”, “URI")

(“file location”, “synonym”, “URI")

For this purposes the UKP and PKP ontology haugeto
merged. The elementetture’ from UKP is merged with the
“presentatioh from PKP as a result of the semantic-based
distances search method. Distance between theserdkeis
0.3. The elementlécation’ from UKP is merged with the
“URI" from PKP as a result of checking the synonymesul
of the PKP ontology.

The element Current slidé is merged with the element
“Slide’. The degree of similarity between these elements
estimated via the fuzzy string comparison methdi5s.

As a result of this matching UKP knows that thédieing
rule has to be added to the smart space to staketkure:

(“URI”, “is”, “http://example.com/presentation1.pg)

VIIl. CONCLUSION

The paper proposes the multi-model approach tden-t
fly ontology matching in smart spaces. The approhak
been developed by integrating the most efficieohtéues
applicable to Smart-M3 and based on analysis ofthie of
art. It takes into account that the matching havdodone
“on-the-fly” by mobile devices with limited capaieis and
uses the fact that knowledge processors are rabjmrisr
performing certain concrete and well-described sadke
experiments showed that the matching proceduredbase
the proposed algorithm takes less than a seconNodia
N810 mobile device.

In this study we could not find fully automated wg@n
for defining threshold value, but we are continutogthink
in this direction and your ideas on how it can blved are

The LCD projector represented in the smart space byery welcome.

Projector KP (PKP) is capable of this functionjtas shown
by ontology of the projector KP in Figure 9. Thist@ogy
currently located in the smart space. In order floe
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The description of corresponding projector ontolagy
presented below:

(“projector”, “has”, “

", “show”, “presentation”)

(“projector”,
(“slide”, “part of”, “presentation”)
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