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Abstract—Today, a wide range of sensors and mobile systems
both aerial and ground-based — are available for sweillance
and reconnaissance tasks. For example, they providérst
responders with current information about the situaion at the
operation site. In many cases those systems haveeithown
dedicated control and exploitation station. The jait control of
heterogeneous sensors and platforms, as well as the
exploitation and fusion of heterogeneous data is ehallenge.
The surveillance system AMFIS presented in this payr is an
integration platform that can be used to interconnet system
components and algorithms. The specific tasks thatan be
performed using AMFIS include surveillance of scere and
paths, detection, localization and identification b people and
vehicles as well as collection of evidence. The majadvantages
of this ground control station are its capability © display and
fuse data from multiple sensor sources and the higfiexibility
of the software framework to build a variety of suweillance
applications.

Keywords - ground control station; sensors; unmanned aerial
vehicles; security; surveillance; disaster management

l. INTRODUCTION

This paper presents a generic surveillance systetrita
control station called AMFIS. AMFIS is a compondaised
modular construction kit currently under developimas a
research prototype. It has already served as thkes liar
developing specific products in the military andntetand
security market. Applications have been demonstrate
exercises for the European Union under the PASRram
(Preparatory Action for Security Research), GerrAamed
Forces, and the defense industry. The tasks thet ttabe
supported by such products are complex and invafweng
other tasks, control of sensors, mobile platformsd a
coordination with a control center.

infrastructure is available. The sensor carrier¢hia multi-
sensor system can be combined in a number of elfter
setups in order to meet a variety of specific regqaents. At
present, the system supports optical sensors {iaeffaand
visible) and alarms (PIR, acoustic, visual motiatedtion).
There are plans to add support for chemical sengotise
future.

AMFIS has established standardized interfaces and
protocols to integrate and control different kirafssensors.
This “plug and sense” approach allows the seamless
integration of new sensors with a minimal efforf. |
necessary, all sensor data is automatically coedelty
dedicated services to a format usable by the graaomdrol
station.

After a short survey of related work an overviewtlod
application scenarios is presented, followed byetaitéd
description of the apparatus in Section IV. Sedtigrand VI
outline selected services and introduce a comnieftigjat
platform modified to reach a higher level of autoryoand
extending the ground control station presentedextiGn V.
Finally, in Section VIl some first practical resulire shown.

Il.  STATE OF THE ART

To the best of our knowledge, the combination of
heterogeneous sensors and sensor platforms (graind,
water) in an open homogeneous system allowing ubt
of various sensor data to generate a complex mitupicture
is quite a unique project. The integration of difet sensors
into one system has already been realized in pusvio
systems but mainly in order to create specialirgtividual
solutions tailored to individual customer requirgrnse
Many projects deal with the development of supéais
systems, new sensor platforms or control of sensthe
combination of these innovative supervision and
reconnaissance attempts to one modular systemdiagen

The surveillance system AMFIS [1] is an adaptablebeen done.

modular system for managing mobile as well as@taty
sensors. The main task of this ground control gtats to
work as an ergonomic user interface and a datgratien

Systems similar to AMFIS are the ground stationghef
French company Aerodrones [2] and the American emp
All [3], both developed as stand-alone controlistet for

hub between multiple sensors mounted on light UAVamultiple airborne drones. Another example is thedpct of
(unmanned aerial vehicles) or UGVs (unmanned groun¢he US company Defense Technologies [4], which $esu

vehicles), stationary platforms (network cameras), hoc
networked sensors, and a superordinated contraticen
The AMFIS system is mobile and portable, allowihgpi
be deployed and operated anywhere with relative.é¢asan
supplement existing stationary surveillance systenact as

on military standardized interfaces to control @iént sensor
platforms on the ground, in the air and in the wate

In contrast to AMFIS, Aerodrones and All deal
exclusively with airborne sensor platforms. Defense
Technologies does not commit itself in the kind used

a surveillance system on its own if no preexistingsensor platforms and is therefore more similar MFAS.

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



All and Defense Technologies are concentrating ditany
solutions while AMFIS is mainly intended for civil
applications.

The security feeling of our society has signifitant
changed during the past years. Besides the righiagfrom
natural disasters, there are dangers in conneatiith
criminal or terroristic activities, traffic accidisnor accidents
in industrial environments.

Even though a lot of effort is put into protecting
threatened or vulnerable infrastructure, most tsreannot
be foreseen in their temporal and local occurresoethat
stationary in situ security and supervision systere not
present. Such ad hoc scenarios require quick isittetlated
action.

Possible scenarios that deal with these specificatare
the supervision of big events or convoys for ségugasons,
natural and man-made disasters such as earthqoakegor
fire control but also intrusion of unauthorized gmns into
sites and buildings, e.g., to take hostages oem@aplosives.

Especially in the civil domain, in case of big ents
there is a need for a better data basis to supipertescue
forces in decision making. The search for burieopfe after
a building collapses or the clarification and lematof fires
at big factories or chemical plants are possiblenados
addressed by our system. Only in the minority cfesathe

APPLICATION SCENARIOS
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localization, tracking and identification of peopland
vehicles.

When several sensor systems and platforms areimsed
complex scenario at the same time, conventionatraon
systems designed as single use- and controllingsgs
quickly reach their limits. First of all, every system needs
its own console and a specially trained operata wuthe
fact that each system has its own interface. Sdégahe
fusion and synchronized filing of sensor and stdaits. from
different systems is not an easy task.

The control of the individual sensors and platforfrasn
the situation center is hardly practicable on antaf the
complexity, delay in the data transfer and distateehe
place of action (often several kilometers).

As a connection between the sensors and the situati
center an authority directly on the site of the réves
necessary, which processes the reconnaissanceomsissi
independently. That includes steering sensor plato
controlling sensors as well as filtering and decatfon of
sensor data so that only information relevant fecisions
like situation reports, alarms and critical videmgsences are
transmitted in an appropriate way to the situatienter.

An analysis of the demands in complex scenarios
incorporating micro UAVs has shown that at leasb tw
operators are necessary on the ground controbsttdideal
with the requirements and problems arising fromhsac
scenario. One operator is exclusively responsible the
control and supervision of the mobile sensor piat The

rescue forces can rely on an already available osenssecond operator looks after the evaluation of #resar data

infrastructure at the incident site. If there wesensors
available, there is a significant chance they hdldestroyed
or at least partially corrupted. A transportablasge system
to be used remotely at the site of the event ipgsed to
close this gap.

The micro UAVs used in AMFIS can deliver a highly-u
to-date situation picture from the air during a ftagration
in a chemical factory or a similar scenario. Grounbots
can enter the building in parallel to the fire-fiiglg work and
penetrate areas, which are not yet accessiblehforfite
fighter and search for injured people or unknowarses of
fire without endangering human life. Additionallthe
mobile sensor platforms can be complemented bipstat

systems. These can be temperature sensors forirthe f

aftercare or the measuring of the fire developmamnd
expansion or vibration and motion sensors to useain
collapsed building. These sensors can be usedeiept or
at least to warn of any further structural changesa
collapsed building by detecting vibration and moeainin
the debris. The UAVs or ground robots can also axt
platforms to deploy sensors at points of interest.

Besides the system’s capability of ad hoc deploymen

during disasters or accidents, AMFIS can also gl &S a
versatile protection and supervision system. Presnier
vulnerable infrastructures can be monitored withygles of
sensors and actuators. Equipping the perimeter mvition
detectors and cameras is a typical setup. In addithobile
ground robots can patrol the area and respond ¢otgv
Other tasks that can arise are the detection ofgetan

potential, the supervision of scenes and ways @& th

streams and the communication with the situatiorese

According to a recent Frost & Sulivan report [5]cnai
UAVs are already used in vast and diverse civiliappons.
Some of the tasks that can be supported with UAVS i
general include but are not limited to: enhanciggcaltural
practices, police surveillance, pollution contehyvironment
monitoring, fighting fires, inspecting dams, pipes or
electric lines, video surveillance, motion pictdilen work,
cross border and harbor patrol, light cargo trartgfion,
natural disaster inspection, search and rescue, naing
detection.

- = =

Ml ali &
Figure 1. A team of micro UAVs

Obviously some of these tasks are not suitableifagle
micro UAVs due to their limited operating range and
payload. With groups or swarms of micro UAVs (Figd)) it
is possible to realize scenarios that are inefficaz even not
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feasible with a single micro drone. Some situatismere  UAVs, land vehicles or vessels (sensor platforms)ywell as
cooperating MAVs (micro aerial vehicles) add valugdude:  stationary autonomous ad hoc sensor networks agheovi

» A wider area has to be searched. A team of MAVsameras. Depending on the used sensors and sensor
can increase coverage and reduce the time requiredplatforms, the system is extended with suitablextfoasting

« A UAV loses connection to the ground control Systems for the transmission of the control sigrald the
station because it moved too far or the signals aréensor data (e.g., video recordings.)
blocked by an obstacle. In a group of UAVS, one of
them can be “parked” in reach of the ground contro
station and act as relay station.

e Several intruders enter the site. They later spdit
each taking different directions. A single drone
would have to decide, which person to follow, while
a swarm of UAVs can form subgroups and track
each intruder individually.

e The duration of surveillance exceeds battery life
time. In a team, assignments can be planne
accordingly and another UAV can take over the tasl
of an out-of-battery drone. ‘

* A threat has to be monitored with different sensor -‘f
types. For example, an intruder who is tracked #
visually suddenly places an object. Besides the
visual sensor some CBRNE (chemical, biological,
radiological, nuclear, and explosive) detection
devices are needed. Since the payload of a single

quadrocopter is very limited, a swarm could carry gy the universal approach, the system is ablentowiith
different sensors. , a wide range of sensors and can be equipped véthriek

* Multi-sensor capability can also be used to visuall gptical or infrared cameras, with movement dispaidérs,
control the action of different drones. For exampleacoustic, chemical or radiation sensors dependimgthe
an infrared sensor equipped UAV could begperational aim. If supported or even provided i t
employed by the operator located at the groungnanufacturer, these sensors can be mounted on emobil
control station to navigate a chemical sensolsensor platforms or be installed in fixed positiofise only
equipped micro UAV through a dark building. requirement such sensors have to fulfill in a nbitenario

) i is that they work properly without the need for gone-
These use cases illustrate that there is a needhéor existing infrastructure.

coordinated use of micro UAVs. The combination vather

Figure 2. The AMFIS ground control station seragsntegration
platform for various sensors and vehicles

sensor platforms, such as UGVs (unmanned grounidlesh flying flying unmanned mobile ad-hac
or stationary sensors, adds further value to thesy. platform 1 platform n vehicle network
‘ Sensors ‘ ‘ Sensors ‘ ‘ Sensors | ‘ Sensors ‘
IV SYSTEM OVERV|EW ‘ GPS, compass | | GPS , compass ‘ | GPS, compass ‘ ‘ GPS , compass |
In order to be adaptable to a W|de range Of diﬁere ‘ flight ctrl ‘ ‘ flight ctrl | vehidle ctrl. | ‘ MANET conf. ‘

requirements and applications, AMFIS was develoged ‘ o ‘ ‘ P ‘

mobile and generic system, which delivers an eitens paatink | | _omaunk |
situation picture in complex surroundings - evenhwhe ’ t t t
lack of stationary security technology. In orderachieve ‘ Ground Control Station |
maximum flexibility, the system is implemented opamd ‘
mostly generalized so that different stationary amobile
sensors and sensor platforms can be integratety et ‘ Command and Control ‘
minimal effort (Figure 2), establishing interopeitigp with Figure 3. AMFIS interfaces
existing assets in a coalition such as UAVSs.

The system is modular and can be scaled arbitraribe The AMFIS system is scalable and can be extended to

adapted by choosing the modules suitable to theifgpe any number of workstations. Due to this fact sdveeasor
requirements. Because of the open interfaces, thglatforms can be coordinated and controlled at shme
accumulated data can be delivered on a real-tinsesstia  time. The most different sensor platforms can belle in a
foreign systems (e.g., command and control systems similar manner by a standardized pilot's workiragish that
exploitation stations, cf. Figure 3). in turn minimizes the training expenditure of thaffsand

The AMFIS system can be divided into a mobile gbun raises the operational safety. The user interfase i
control station, which can control and coordinatiéerent
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automatically adapted according to the sensor ois®se
platform at hand by using standardized descriptions

Data fusion is one of the most important tasks oftdti
sensor system. Without merging the data from differ
sensors the use of such a system is very limitieding data
of sensors that complement each other can geraraatire
situation picture.

All information gathered during the operation
immediately available to the crew of the ground tomn
station, in which a GIS-supported, dynamic situafcture
plays a central role. At the same time all receideth is
archived and stored into databases, e.g., a CSRli{iGo
Shared Data) [6] or SSD (SOBCAH Shared Data) [AisT
serves the perpetuation of evidence and allowsdditianal
subsequent analysis of the events.

is

Direct control
of sensors and
vehicles
(Pilot working
place)

Situation awareness
(Semi-) autonomous
control
Task planning

Fusion
Exploitation
Archiving
Reporting

- I~ = /4
Figure 4. The AMFIS ground control station arguser interface

The open interface concept supports the integration
AMFIS in existing security systems so that data ten

exchanged on a real-time basis with other guidance,

supervision or evaluation systems. Mission plannmgnual
and automatic vehicle guidance, sensor controlallend
temporal linking (coalescence) of sensor data,
coordination of the people on duty, reporting ard t
communication with the leading headquarters instheation
center belongs to the other tasks of a reconnaiessystem.
Combination of sensor events and appropriate actoa
implemented by predefined rules with an easy to us
production system for situation specific adaptation

A. User Interface

The user interface of the AMFIS ground controlistaat
Fraunhofer I0SB consists of three workstations {fgg4).
Basically, the system is designed such that eaglayi can
be used to interact with each function allocatedAMFIS.
The standard setup consists of two workstation$ wite
operator each, and one situation awareness disjplay
between that supports both operators. The duti¢beofwo
operators can be divided into sensor and vehiclgralp
called pilot working place, and data fusion, aratmy
exploitation and coordination tasks.

The user interface of the latter working place puiiy
provides a function for the visualization of sensiata
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of the situation and to inform the higher authestiabout
important discoveries. He provides the associata do
that external systems or personnel can utilize that
information. It is incumbent on him to mark impartalata
amounts and to add additional information when ssasy.
Furthermore, he is the link to the pilot and cooatiés and
supports the pilot in his work. The analyst as \aslthe pilot
relies on the central geographical information eyst
supported situation representation that provideevamview
of the whole local situation. The geographical tiefa is
established here and the situation and positiche&ensors
and sensor platforms can be visualized. This iregutbr
example, the footprints of cameras or the positaord
heading of UAVs or UGVs.

The pilot's workstation is designed to control many
different sensor platforms. It is not clear frome thtart,
which sensor platforms will be used in the futunel at is
also not clear, which situation information will peovided
by the different systems, or which information &eded to
control the future platforms in a proper way. Huos tpurpose
the pilot workstation provides a completely adalgtatser
interface, which allows selectively activating @adtivating
the required displays. For example, an artificiatizon is
completely useless in order to control a statiorsaviveling
camera but very helpful for controlling an airbortne.
The surface can be adapted to the particular cstames
and is configurable for a wide range of standamlieations.
No matter what sensor platform the user is curyentl
controlling or supervising, the task is the same.ddes not
have to switch between different proprietary cdrgtations.
The user interface is identical except for indivativolitional
or necessary adaptations.

System and Software Architecture

The physical sensors and sensor carriers are mapped
logically to the so-called sensor web. This ises tstructure

thgdescribing the real-world entities: The root notihe, sensor

web itself, connects to different sensor networkach
representing a number of similar sensor carriersexample
a team of UAVs. Each of those sensor networks idemap
of one or more sensor nodes, equal to a physigaose
8arrier (e.g., a single UAV), which in turn containmerous
sensors (e.g., camera, GPS receiver, etc.). Tisosamrb is
permanently stored in a database, from which an XildLis
generated at runtime by the central message hutheof
AMFIS ground control station, the Connector.

The standard communications protocol within AMF$S i
based on XML messages transported via TCP socket. T
ease the use of this protocol, implementationsteixis
various runtime environments (e.g., .NET, Java),
encapsulating the XML-handling and offering the ruaa
object-oriented view of the messages. When a client
application connects to the Connector, it firsterees the
aforementioned XML-version of the sensor web fokoWby
a steady stream of XML messages, each containingda
(e.g., sensor values, commands, etc.) originatiogn for
destined to one of the sensors in the sensor web.

streams. Therefore the operator gains access to the A client application can be anything from a GUI

accumulated data. His task is to obtain and keepvarview
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« The various GUI applications of the user interface formerly Jabber [8][9]) has been implemented, which
most importantly the analyst’s interface, the ginra ~ seamlessly integrates into the AMFIS ground corstation.
overview and the pilot's interface. Those Figure 5 shows a logical representation of the AMFI
applications offer a visual representation of reegdi  system.
metadata to the user, for example by displaying the

current geographical locations of the various senso
carriers in the map, and transmit commands to the ( Sensor ) Sensor Sensor
. e.g. Voltmeter, .g. -g.
sensor carriers, for example a user-generatect ° (6.9 Camera)] {(eg. Camera)
i ©
WaypOlnt for a UAV. . . . & Sensor Node Sensor Node Sensor
* A number of services running in background, Sensor (e.g. UAV) (e.g. Stationary | (e.g. Heading
notably the video server, offering time shiftingdan 2| | &% 5% T & /Lpizcamera | _Senson
archiving for both video and metadata (more on® ] Qéi@%qygg
. . . < &
video management within AMFIS see below), the 2 od\Q@%" S
. . . N
rules engine, the flight path planning tool and the g 7
multi-agent system, all supporting the user by '
automating certain processes (see Section V). L
. . . o} P n
*  Drivers for various sensor carriers, for examp_le ag| £ PGB Sonsol] Suation || Analyst Interface
dedicated control software for UAVs, which G| £g Carter Conirol (GUI Application) | |GV Apptication)f g
. . . . -— oftware =
translates high-level flight commands like waypsint =| 28 P i /‘ <
into the proprietary RS232-based control protodol o g| 3 & (GUI Application) g8 8 o8> 8
. . = = e T P o
the respective drone, and in turn generates metadat®’| = £ 80 §§q’" &
- g g
XML status messages containing the current a L Metadata _ %Ef  S59 7
. . . . . (Commands / Status Data) [$)7) g&;
position, heading, remaining flight time etc.
« Interfaces to third-party applications or networfios, /
example superior command centers. g
AMFIS Connector g8
. . . . o o
The current implementation of the communication v 7 g% H
rotocol is strictly multicast-based: Every messagat to P j e > 58 | 8
; ; PP & FSFe02 o § £ |o
the Connector is relayed to every connected cllentg &0@%& & LES LS FE = g
. . . . . . . = -
application, leaving it to the respective applicatto decide g O $ c?é@‘? %O%% gﬁ’g s
what to do with it. For future versions, a subsiimipbased ~ §|[ Dedcaied | & [ristognel] Bk &
model is planned Sensor Carrier || & | Multi-Agent \ /S
t Control $oﬂware > System /... Vides 5
The protocol relies on lower-level protocols sushT&P (Oriver) __|¥ (Service) Servios)
to ensure delivery of the messages. Since mosthef t I —— | Archiving
messages contain live status data, they are traedfn a o e ot oo & Metacate | Motaata «Playback:@
fire-and-forget manner, thus eliminating possiblacer (Interface) Multiplexer Datibase
conditions within the Connector. : _
While all metadata — be it sensor values, commamds Figure 5. AMFIS system overview
user-generated textual comments — is transmittedXiiL,
the extensive amount of video data accumulated Hey t
. V. AMFIS SERVICES
various cameras has to be processed and storedhby o - _ . .
means. A central application within AMFIS is thede® In addition to being an integration platform, AMFIS

server, which receives and records all availablevexk  offers a number of support services related to esllance
video streams along with incoming XML messagesc&in and reconnaissance tasks. Those services facilatirce
the analyst's interface heavily relies on the céjtjgio go ~ planning, sensor and vehicle coordination, sensata d
back in time and review critical situations, thelao server exploitation, and training. Three of these serviées, rule-
serves the dual purpose of both recording the valemmams based event response, photo flight and simulatiane,
for later archival as well as providing time shifiienabled described in the following paragraphs.

streams to other clients. If required the videwsecan store A. Rule-Based Event Response

(and later play back) the accumulated data usistpadard , T )
MySQL database. This service is a support system for the automatic

In order to interface with third-party systems,can COmbination and selection of sensor data sources in
become necessary to transcode available data imither ~ Surveillance task. Autonomous reactions, e.g.,aeding to
format. Upon request, the video server can spasmealled ~an intrusion alert triggered by a motion detectne very
transcoder process, multiplexing video and metadtataa  important during a surveillance scenario. Therefae
single stream to be transmitted to a remote comnsanter.  Solution was developed, which grants users an easy,
To receive incoming commands from a command ceater, Powerful and versatile platform for defining reacts.

XMPP client (Extensible Messaging and PresenceoBogt The implementation is universal so that the support
system can be adapted to several scenarios atrediffe
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individual sites. This is accomplished by the useute sets,
which are created site and task specific. Thess rabntain
work flows which are pushed if a certain predefireent
occurs. Thus, for example, a watchman can be atitcatia
informed or a UAV can be sent off for reconnaisgaot a
defined area without any user interaction.
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targets. Before the message is sent, this listvéduated.
Only if the new target has at least the same pyi@s the
current target, the camera pans to the new target.
Additionally, a tool providing a graphical userearface
has been developed. It facilitates the definitibmutes and
the creation of priority lists for cameras. Theerilcan be

The support component in AMFIS is implemented withassembled by clicking and saved as XML file. THése are

the Drools rules engine [10] using production rufes
representing procedural task knowledge. The engges the

editable by the user at any time. Furthermorertleengine
can import these files and convert the content ithe

Rete algorithm, which repeatedly assesses the rturrespecific rule language.

situation and selects the rules to execute. Dramlepen
source and contains a well developed rule language.

B. Photo flight

The rule language is based on the when-then schema The photo flight service assists the operator itaioing

(Figure 6). Additionally, Boolean logic,
compiled Java source code and their return valaesbe
used.

rule “rule”
when
sensor triggers alarm
<additional preconditions>
then
camera turns to sensor position
drone flies to sensor position
end

Figure 6. Layout of a rule

methods of an up-to-date situation picture of a site. One orarlJAVs

with camera payloads fly to defined waypoints aagtare
high resolution still images. These images are enbined
to a mosaic. The photo flight service manages tdable
assets (i.e., UAVs and payloads) and automaticallyulates
flight paths based on a user-defined area of istere

In the flight path planning tool, the user can defany
polygonal shape on the map. He then selects ormaocoe
UAVs from a list of available drones, which is distuted by
the AMFIS Connector. The Connector
necessary information about all drones and theireati
payloads. For each selected UAV the user is regqdetst
enter some variable parameters like desired phiight f

The integration of the rule-based event respons8€ight or safety height. The safety height paramistean

application into the AMFIS system is depicted igu¥e 7.

AMFIS
Connector

creates and updates data structures

Cont[oller

= |
I-I_l Sensors ||-I_| Cameras l-l_l UAVs

A

Rule Engine
—~ " [Yetches data and executes actions

determine which describe actions

actors react dependent on data

| Rules |

| Priorities

Figure 7. Integration of a rule engine

The rule engine uses AmfisCom, a communication

library for interfacing the AMFIS Connector (cf. @®n
IV.B) to establish a connection to the Connectavise, the
message hub of AMFIS, and receives data. Datatstasc
containing e.g., positions and IDs of sensors, casmand
UAVs are created and updated with the received tfdten

additional safety feature that defines individualising
heights in order to prevent collisions between UAVs
After that, the operator can start the photo fligint
add/remove additional drones to/from the list. Oralk
necessary information has been entered correctly tha
“Calculate” button is clicked, the planning algbnt starts
and shows the resulting flight path on the mapyfEd).

== x|

& Flight Path Planing - Fraunhofer 108
5 H

Sx o@|X % mE| e

2| 2o | 2o | 2o | 2o |20

Yo
oty

Statue: cornected X 459012,5%,

’ Fig‘ure 8. GUI of the flight path planning service

there is an alarm message it can be assigned to its

corresponding sensor through the unique ID. Afteis t

initialization phase the rule interpretation stavithen a rule
becomes applicable messages are sent to the camdisg

Additionally, the flight path planning service aféethe
possibility to export the calculated waypoints im AMFIS
specific file format or upload the points directly the

assets (cameras, UAVs, etc) to change their positio respective UAV using the Connector.

accordingly. Furthermore, every camera has a pyitist of
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C. Smulation

In order to assess different cooperation stratefpes
teams of UAVs and other assets, a simulation tasltheen
developed. The tool is also useful when it comesaiming
and briefing of the operators. Modeling and visation of
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Our approach is to increase the level of autonofmgazh
drone. Therefore a vast amount of effort has be¢imfo the
selection of the flight platform. Such a platformeferably
comes with a range of sensors and an advancechahter
control system with autonomous flight features, ahhi

scenarios was done using a computer game engirie wifinimizes the regulation need from outside. Wherpines
to flying autonomously, the system has to be higbliable

and possess sophisticated safety features
malfunction or unexpected events.

corresponding editing tools. An interface betweedFAS
and the engine has been implemented. It allowscfutitrol
of the virtual entities as well as feedback frora thrtual
world. The simulation tool is fully integrated intioe AMFIS
ground control station allowing seamless combimatadf
virtual and real assets. Virtual vehicles can baitoced and

controlled analogous to real assets through the ISMF

situation map, whereas real UAVs can be displayethé
virtual world next to simulated components.

\

An example scenario that simulates an intrusionblegs
realized (Figure 9). Besides the UAVs and the actorthe
scenario, sensors have also been modeled. Diffkirad of
sensors such as motion detectors, cameras, ultia so
LIDAR (light detection and ranging) sensors canmmleled
with their specific characteristics. The simulatitool can
determine if an object lies within the range ofeasor. This
helps evaluate and optimize the use of differemtsiog
techniques.

Figure 9. The AMFIS simulation component

in cdse o

Figure 10. Sensor p

Other essential prerequisites are the possibitityadd
new sensors and payloads and the ability to irderféath the
UAV’s control system in order to allow autonomolight.
A platform that fulfils these requirements is theadrocopter
AR100-B by AirRobot. It can be both controlled fraime
ground control station through a command uplink bpdts
payload through a serial interface.

A. UAV Control Hardware

To support the pilot at his work at the ground oaint
station and to give him the possibility to supesviaultiple
flying sensor platforms at the same time, sevelepssare
necessary. The first step is to enhance the haedinasrder
to reach a higher level of autonomy. Therefore aglqad
was developed, which carries a processing unitdhattake
over control and thereby steer the quadrocopter.

Due to space, weight and power constraints of the
payload, this module has to be small, lightweighid a
energy-efficient. On the other hand, a camera asreor
system should not be omitted. An elegant solutiothé use
of a “smart” camera, i.e., a camera that not oraptares

The intelligence of team members is implemented ifMages but also processes them. Processing power an

software agents as described in Section VI.C. Tiheyface
with the simulation engine using the same contoshimand
interface as the actual quadrocopters. This sulestigucan
allow the simulation to be transferred to the realrld
without changes to the agents.

VI. AUTONOMOUSSENSORPLATTFORMS

AMFIS as an open and generic system supports
simultaneous operation of a large number of senaocs
sensor platforms. While the handling of single fplahs is
already well understood, control and coordinatibseveral
mobile platforms can be a challenging task.

For this purpose one of the research focuses lieth®
improvement of the application of multiple miniagUdAVs.

functionalities of modern smart cameras are confparto
those of a PC. Even though smart cameras became mor
compact in recent years, they are still too heavye carried
by a quadrocopter such as the AR100-B. In most
applications, smart cameras remain stationary vidyetteeir
weight is of minor importance. However, a few madate
available as board cameras, i.e., without casingtlaa usual

nalugs and sockets (Figure 11). Thus, their sizevegight are

reduced to a minimum. The camera that was chossraha
freely programmable DSP, a real-time operatingesysand
several interfaces (Ethernet, 12C, RS232). Withnigsght of
only 60g (without the lens), its compact size angdoaver
consumption of 2.4W, it is suitable to replace #t@ndard
video camera payload.
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* Opening of data channels to transmit the results to
the base-station

* Opening of control channels to transmit any kind of
commands to the UAV

» Sending broadcast messages to all UAVs

e Opening direct communication channels between
UAVs

_ In addition to the new demands, the standard
Figure 11. A programmable camera module conthasJAV requirements for UAVs still must maintain the foling:
*  Monitor the status of every UAV in the air

The camera can directly communicate with the done’ . panual control of every UAV as fallback function
controller though a serial interface. The cameceikes and

processes status information f_rom the UAV such(mi;tipn, To fulfill these needs the (video-) downlink is femed
alt|tl_Jde or battery power, and is able to conlrtbi_yl sending by a module capable of using networking commuroeei
basic control commands or GPS-based waypoints. In our prototype we use a WiFi module because high

A drawback of the board camera is its lack of angata rates and good range, though other technelogight
analogue video output thus rendering the quadrecspt e feasible too. The UAV's uplink channel is retainas
built-in video downlink useless. Image data is aamilable 5 1back control option in case of an emergency.
through the camera’s Ethernet interface. To enable \yith the WiFi network. we implemented  a
communication between the smart camera and thendrou communication solution that meets the demands dliste

control station, a tiny WiFi module was integraiatb the  gpove. This solution differentiates between UAV drasse-
payload. The WiFi communication link allows streagiof  giation, i.e., the ground control station. Thereoidy one
live video images, still shots and status inforomtirom the  p5se_station within the network. A base-station itoos the

UAV to the ground control station. Furthermore, gams  gia1ys of every UAV assigned to it. It also actgasway to
can be rapidly uploaded to the camera during ojperat other system components.

Currently, the above enhanced UAVSs are able tooperf Our communication setup uses four types of char(oéls
basic maneuvers, such as take-off, fly to positiand Figure 12):
landing, all autonomously. Furthermore, a softwaiedule
was implemented, that calculates the footprinhef¢amera,
i.e., the geographic co-ordinates of the curresitl fof view.
In the future we will also use the camera’s imageessing
capabilities to generate control information. Assafety
feature, it is always possible for the operatoroteerride
autonomous control and take over control manually.

* Broadcast channel
a channel, which offers random access to every
subscriber in the network
e Control channel
a dedicated channel between a UAV and the base-
station to transmit status information from the UAV
and to receive commands from the base-station
Data channel

B. Communication Infrastructure

For a single UAV communication usually consistsved a dedicated channel between UAV and the base-
dedicated channels, an uplink channel for conmoimands station to send results of task i.e., images
and a downlink channel for video and status infdioma In *  Co-op channel _
present UAVs, each of these channels has its own this channel is opened between two UAVs if one of
communication technique in a special frequency band them needs assistance to finish a task

complex scenarios that require multiple UAVs thhes to
be twice as many RF channels as UAVs used. Thes
channels are all point-to-point connections, whiétat all,
see the other UAVs only as interferer. There ischannel
between two UAVSs; all communication goes via theeba
station.

Besides this direct control of UAVS, there is a eor
abstract way, which can use the benefits of arliggat
payload. The group of UAVs receives complex tasksch
they will fulfill autonomously. This kind of conttdnowever
brings the standard system with up- and downlinkit$o
limits because it poses demands, which cannot Kidefl
with the standard communication:

* No interference between communication of multiple

UAVs (ideally: use of multihopping) Figure 12. Communication channels between UAMtaa ground
e Adding UAVs to the swarm must not require a new control station
RF channel
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1) Broadcast channel

The broadcast channel is mainly used for initiatizthe
other channels. If a UAV is not assigned to a tsaten it
will look for a base-station on this channel. Aisa UAV
needs assistance to finish a job, e.g., when iteryaruns
low or it needs a UAV with another sensor, the Ugalls
for assistance on this channel. Through the bradteannel
it is possible to reach all UAVs with a single mags. If a
UAV, for example, detects an obstacle it can infalhother
UAVS in the group. Another main feature of this ichal is
communicating new tasks. When this task is tranethito
the whole group instead of a single UAV, the dexcisi
regarding which UAV best fits the needs for thisktgan be
done by the group.

2) Control channel

The control channel is a dedicated channel betwaeen
UAV and a base-station. Over this channel a UAWseits
status as well as an “Alive” Message. These datkeniia
possible to monitor the UAVs in the base-statiome T
second feature of this channel is a command upbnthe
UAV. It can be used to transmit tasks as well asotafigure
the UAV. Reconfiguring can be done by changingrimaé

parameters of the UAV or by uploading new software

modules.
3) Data channel
The data channel sends results (usually video ig)age
the base-station. The format of the data has frdéaefined.

4) Co-op channel

The co-op channel is opened between two UAVs, if

necessary. If the UAV has a task, which cannotdreedn
its own, it seeks a wingman over the broadcast redlarf
there is an idle UAV, which can assist, a co-opncieh is
opened between the two drones. Over this chanadU&V
has the possibility to send subtasks to the wingmdier
completion, it receives the results over the calogmnnel.

Replacing the standard downlink with a networking

module is a big step towards autonomy of each U¥th

this adaptive communication solution it is possitiieset up
an expandable network of UAVs. The implemented nkbn
provide communication links between all subscriliarthe
net.

C. UAV Control Software
The second step to reaching a higher level of aumgris
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“An agent is a computer system, situated in some
environment that is capable of flexible autonomacison in
order to meet its design objectives” [12], a mafjent
system appears to perfectly meet the challengesatizing

an intelligent swarm of autonomous UAVS.

Software agents are computational systems thabinhha
some complex dynamic environment, which sense ahd a
autonomously in this environment, and by doingrealize a
set of goals or tasks, for which they are desigfig].
Hence, they meet the major requirements for a ldeita
architectural framework: to support the integratiand
cooperation of autonomous, context-aware entitiesai
complex environment.

The agent-based approach allows a natural system
modeling approach facilitating the integration dight
platforms, sensors, actuators and services. Theagents of
the multi-agent system presented in this papebased on
the following three agent classes:

Action Listener: This agent has two basic tasks:
connecting the agent system to the AMFIS ground
control station and managing the different
Teamleader Agents (see below). The Action Listener
receives messages from the AMFIS Connector and
sends corresponding commands or data to the
relevant Teamleader Agents. Through the Action
Listener, the operator can directly task a UAV,
bypassing the agents’ logic.

Teamleader Agent: A team leader agent controls a
group of agents consisting of at least one othenfag

It co-ordinates higher tasks and assigns sub-tasks
team members, for examples areas they have to
monitor. A team leader is always aware of the
positions and capabilities of all team members. A
team leader itself can be controlled by a
superordinate team leader.

Universal Agent: This agent represents a single
UAV. Every drone must be assigned to a team
leader. The Universal Agent manages all basic
behaviors and data of the UAV it represents. Basic
behaviors are for example the direct flight to a
waypoint and receiving and handling messages from
the team leader.

UAVs in a team can be equipped with different pagis
for example cameras or gas sensors. Therefore,ifispec
agents exist, such as Video Agents and Sensor #gehich
inherit the basic behaviors from the Universal Agen
Additionally, they also have their own specific betors. By
this separation in universal and specific agerdaptations

based on the development of a multi-agent system tof the general behavior or the specific behavior lva made

implement team collaboration. An agent-based fraomkws
implemented where the individual entities in a teafn

very efficiently, i.e., only one agent has to bedified. For
example, if we want to change the behavior to flyat

UAVs are represented by software agents. The agenwaypoint we only have to do that in the Universgeat, not

implement the properties and logic of their phykica
counterparts. Their behavior defines the reactian t
influences in the environment, such as alarms gg¢serby
sensors in the AMFIS network.

in the specific payload agent.

The communication between the agents of one team is
direct. It is not possible to directly communicatith a
Universal Agent of another team. Communication to a

An agent is “..any entity that can be viewed asUniversal Agent of another team has to go through t

perceiving its environment through sensors anchgatpon
its environment through effectors” [11]. Incorpadngt that

corresponding Teamleaders. A communication betviwen
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agents in different teams is usually not necesdaggause

every team has its own task.
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now, humans are still indispensable in their varielés as
head of operations, pilot, analyst, watchman ette AMFIS

The use of this multi-agent system is not limited t system with its ability to integrate different serss sensor

UAVs. As well,
heterogeneous fleet of ground and air assets.

VIl. RESULTS

it can be applied to coordinate aplatforms and data sources can support and assigilg

with those tasks.

With the use of the mobile AMFIS system in industayg
well as at authorities and organizations like firegade,
search and rescue services, and police, the gdogahpnd

Figure 13 shows a high-resolution situation pictureinformation data bases can be improved decisiWfith the
generated with AMFIS using its photo flight toolepented ~ gathered reconnaissance information fused or linked

in Section V.B. The picture is geo-referenced and be
overlaid onto the existing GIS-based, dynamic sibmamap.

: a1 e m- o a1 | %,
Figure 13. Situation picture generated with thFAS photo flight tool
(ca. 9500 x 9000 pixel)

CONCLUSION

The presented surveillance and reconnaissancensyste

AMFIS with its extensions is constantly under depahent.

Due to its generic nature, it forms a rather ursaer

integration platform for new sensors, platformsgifaces,
supporting application programs and customized tigois.
The knowledge gained from the participation in eas
exercises is constantly used to optimize the engic® of
the work stations and to improve the algorithms data
fusion. The advancement of sensor technology abatias,
increasing processing power, progress in informatmd
network technology provide continuous

system.

Presently, the human is still the most importank lin
the supervision chain. The operator must evalustedata,
which is delivered by the sensors and derive dmussito
meet the existing dangers. Lastly, it is a persoat ts
accountable and bears the responsibility for thsultent
action, not the supporting machine.

The above introduced duties of the situation atslged
situation response are so versatile and complicéted
further research is inevitable to fully automatenth Up to

input for the
permanent development and optimization of the AMFIS

information extracted from different sources, thsktforces
deploying the AMFIS system can be better protectad
coordinated and decision making in critical sitoasi can be
optimized.
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