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Abstract—The purpose of this article is to analyze the trade-  Generally, the requirement for successful penetratiorPof |
off conditions between battery saving opportunities at the user pased voice services, such as VoIP, is that the voice quality
terminal and Long Term Evolution network performance. T0  gha1d pe comparable to what is available using traditional

achieve the goal Voice over IP with discontinuous reception . .
and a vast amount of different settings, including on duration, CS voice [6]. There are numerous factors affecting VoIP QoS,

inactivity and discontinuous reception cycle timers, have been Which include, e.g., delay, packet loss and packet cowupti
studied. An adaptive discontinuous reception with synchronizing These performance indicators are challenges especiathein

the on duration time with the Voice over IP packet arrival has  wireless domain due to more unreliable transmission media.
been proposed to minimize the delays caused by dlscontlnuousRe"ab”ity in LTE networks is addressed through several

reception. In addition, a channel quality indicator preamble time . . ;
has been introduced to enable channel quality indicator update radio resource management technologies sudhyasid ARQ

prior the on duration period. The quality of service and battery (HARQ) Link Adaptation (LA) Channel Quality Indication
saving opportunities have been evaluated with a dynamic system (CQI), Packet Scheduling (P9nd shortTransmission Time
simulator enabling detailed simulation of multiple users and cells |nterval (TTI)of 1 ms. The purpose of this article is to address
with realistic assumptions. It can be concluded that high battery LTE performance together with discontinuous reception and

saving, i.e. increased talk-time opportunities, can be achieved VoIP. Di i fi | im to i h
without compromising the performance when discontinuous re- VO'F- DlScontnuous reception cycles aim to improve the

ception is properly adapted. Adaptive discontinuous reception €nergy efficiency at the terminal by allowing possibilities
and channel quality indicator preamble can effectively mitigate turn off the receiver circuitry during certain times. Thamndk
the capacity loss when more stricter DRX settings enabling higher of solutions are parallel as battery consumption at theiteaim
energy efficiency at the terminal are applied. can very well become the limiting factor in providing sais
Keywords-DRX, VolIP, Battery savings, Energy Efficiency, Ca- tory user experience along side of the network performance.
pacity, CQI, Preamble, Adaptivity The rest of this article is organized as follows. Section I
covers the motivation and related studies, which are falbw
by description of modeling and simulation assumptionsteela
aspects in Section Ill. After those, simulation scenario is
High peak data rates, low round trip times and hi@gtmality presented before simulation results and analysis. Caondlis
of Service (QoSgnabled by current and upcoming wirelespresented in Section V and finally in the Appendix reliailit
cellular technologies such asong Term Evolution (LTE) analysis of the used research tool and results is covered.
[3][4] have driven the increase of wireless (data) subscsb
to whole new levels. Despite of the fact that the growth is
fueled by various innovative data services, the simple evoic
call service and especiall@ircuit Switched (CSyoice calls Optimizing the VoIP over LTE performance in terms of QoS
still remain as the main source of revenue for the celluland the usage of radio resources has been studied in severa
operators. However, the situation with CS voice is startirgyticles [7][8][9]. From those it may be concluded that wehil
to change: Future systems, such as LTE, support Batket the overall VoIP capacity may be control channel limited th
Switched (PSkervices meaning that voice calls would alssituation can be improved effectively by utilizing eithexgket
have to be delivered via PS domain. Thus, this leads boindling or semi-persistent packet scheduling. Howeweces
situation where voice services are offered through Voiocer ovthe battery life of small hand-held devices might also very
IP (VolP) protocols [5]. One of the benefits of sole PS systemell become a limiting factor in providing satisfactory use
from the operator perspective is low&apital Expenditure experience, a prominent option to prolong the battery kfe i
(CAPEX)and Operating Expense (OPEXjue to not having to use downlinkDiscontinuous Reception (DRXycles in
network elements for both CS (voice) and PS (data). conjunction with VoIP in LTE. DRX cycles, introduced by

I. INTRODUCTION

Il. MOTIVATION AND RELATED STUDIES
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TimeElement IAIways|n(|uded> Skeleton | < tnherits from Simulator a1

Third Generation Partnership Project (3GP®)[10] and [11],

allow an idleUser Equipment (UEJi.e. UE that is currently o
not scheduled, i.e. neither transmitting nor receivingsdoe L [femme
battery by turning off the radio receiver for a predefinedquér [Eemenfocony) > i ¢ E—

(according to predefined, network-signaled parametetsis T
produces battery savings at the cost of somewhat redugggli. skeleton simulator
scheduling opportunities at tHevolved Node-B (eNB)

Discontinuous reception has previously been studied both
related to 3rd Generation systems as well as to LTE in seveasld DRX, since the performance degradation due to DRX
articles. In [12], the effects of DRX cycles and related timeis expected to be the highest with real-time delay sensitive
to the queue lengths, packet waiting times, and the powteaffic. Secondly, most of the previous work has focused on
saving factor were studied in Rel’'99 wideband code divisiomdio resource point of view of DRX and not on the battery
multiple access networks. The study showed quantitativedpving opportunities. However, the DRX parameterizat®n i
how to select appropriate DRX cycle values and the relatetbarly a trade-off between the capacity and battery saving
inactivity timer for various traffic patterns. In [13] thegme Finally, our analysis have been performed with a fully dyiam
is extended to consider DRX together with delay sensitiystem simulator capturing the effects of dynamic nature of
VoIP service over high speed downlink packet access, ambbility.
the paper indicated that there are possibilities for higlvgro

savings but VoIP capacity can be compromised if improper [||. M ODELING AND SIMULATION ASSUMPTIONS

parametrization is applied for DRX. The purpose of this section is to cover briefly the modelin
In [14] the DRX in LTE has been compared to DRX of purp y g

3rd G : K diti luded that LTE DRX issues related to dynamic system simulator used in these
rd Generation networks and It is concluded that Sudies. Previously general modeling issues are presented

able to achieve more efficient battery usage through theUseDﬂeﬂy in [18] and VoIP specific issues, e.g., in [7]. In the
short and long DRX cycles. In [15] an analysis of DRX Witg} ’ ’

: ollowing subsections the most critical aspects in termghisf
best-effort type of traffic over LTE networks was conducte a di d
. ) . ) per are discussed.
The paper showed with a single user simulations that a 95 %
reduction of the UE power consumption with a moderate 10- _ )
20 % loss in throughput was achievable. In [16] the analysfs Overview of the simulator
is extended to a short DRX cycle and an inactivity timer. The general principle of all network simulators is quite
Both the short DRX cycle and inactivity timer aim to providenuch the same, where the simulation is configured through
adaptibility to the variable traffic patterns. Both meclsamé parameters, simulations are run with certain modelingrapgsu
improve the performance over a pure static DRX in term®ns and details and statistics are gathered e.g. by mdans o
of throughput and power consumption. However, short DR3verages, cumulative distribution functions and time dsac
with inactivity timer shows a gain of 0-3 times over DRXFor examples of other network simulators, see [19] and [20].
with just an inactivity timer. In [17] the DRX in LTE has The simulator used for generating results is a fully dynamic
been analyzed with video streaming and VoIP applicatiorsystem simulator, which means that the element of time
It is concluded that DRX can save about 40-45 % of URassing is considered in details: channel conditions ahang
battery power without significantly impacting video quglit users move, traffic arrives at uplink and/or downlink buffer
while for VoIP applications the saving can be approximatelgcheduling happens and data is sent in downlink and/or
60 %. However, the estimations are based on simple andlytioplink. The simulator works according to step-wise sinialat
calculations. principle: at each step, actions are executed in certairrord
A part of the results in this article have earlier beehefore proceeding to the next step. The actions that are done
published in conference articles [1] and [2]. In [1] we havdepend on which features are turned on in the simulator (e.g.
studied DRX in a LTE network with high number of VoIPDRX can be turned off fully so that no UE uses it) and one
users. The focus was on the impact of DRX cycles argimulation lasts for a certain number of predefined steps.
related timers on the system capacity as well as on batteryl) Simulator library: The simulator utilizes a library built
saving opportunities. In [2] we proposed a CQI preamble fdor the purpose of enabling fast simulator development. The
improving the VoIP performance with DRX. In this articlelibrary is coded in C++, and contains many ready-made and
we have extended the work presented in [1] and [2] imsted implementations (i.e. sub-libraries) for e.g. pggtion,
several ways. We introduce an adaptive DRX, where the channel, traffic and mobility models, as well as general pur-
duration time and VoIP packet arrival times are synchrahiz@ose tools like scenario creation modules, parameter reade
for buffering delay minimization. The CQI preamble schesie random number distributions and simulation statisticdecel
analyzed with higher UE velocity where most of the CQI gainon utilities. At the heart of the library, there is also acalled
have been lost proving that most of the loss caused by DRKeleton simulatora built-in model of a simple simulator that
arise from the usage of out-dated CQI information. Finally, dynamically loads simulator modules and executes themein th
statistical confidence analysis of the used simulation teol desired order. This is depicted in Fig. 1.
presented at the end. This kind of modularization of functionalities into stand-
Our focus has been to study the combination of VolRlone libraries enables code reuse in the future: For exgmpl
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several simulators may use the exact same modules that do
the same basic functions of the simulators, which enables
easier comparison between such simulators. For examglg, [2 «
which shows a comparison of real network VolP capacity for
HSPA and LTE, was done with two such simulators, which
enabled an easy comparison of just the system differences
without a massive campaign of verification simulations ensu
ing the modeling is compatible between the simulators. Also
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these common parts are handled within the com'fction
object that remains.

In general, many algorithms (such as DRX, CQI or
handover measurements) are further separated to their
own modules as much as possible: Keeping the simulator
as object-oriented makes it relatively easy to maintain and
extend.

new simulators can be created with small effort by taking the \/q1p Traffic

skeleton and adding the needed modules on top of that.
2) Simulator structure:The most important part of sim-

ulator is theSignal to Interference plus Noise Ratio (SINR

calculation engine: It is abstracted so that the SINR is gdva

VoIP traffic is used in the simulations to model an IP based
oice call. The traffic model used is closely based on AMR
odec, and a figure illustrating the anatomy of a VoIP call is

calculated between two radio objects (typically eNB an%hown in Fig. 2. For more detailed description, see below.

UE, but UE-to-UE is also possible). Since these objects also®
contain the information about the antennas, relative joosit
and any UE-specific information (such as UE-specific random
number sequences for determining the current channel con-
ditions), the interference calculation can be abstractaiteq
easily. Further, there is a class call@dysical Resource Blocks *
(PRB) manager that acts as an initiator for the calculation
between the radios: Newly scheduled PRBs are inserted to the
PRB manager, which then (at the end of each step) handles
the calculation of C and | for those PRBs that currently exist
At the end of each TTI, the existing PRBs are destroyed,
keeping the interference calculation machinery gener. (i
easily maintainable and modifiable if need be) and safely
isolated from the actual scheduling decisions. .

The rest of the simulator consists of inter-working between

modules:

« UEs and eNBs are modeled as entities witltcanec-
tion object joining them together, representing the active ®
Radio Resource Control (RREpnnection.

« The tasks of the UE are to monitor the relevant down-
link channels (i.e.Physical Control Format Indicator
Channel (PCFICH)Physical Downlink Control Channel *
(PDCCH), Physical Downlink Shared Channel (PDSCH)
and Physical Broadcast Channel (P-BCHand transmit
data in uplink when triggered by protocol stack and when
scheduled to transmit.

« The UE also maintains measurements of serving cell and®
neighbor cells, which may trigger measurement report
according to eNB-configured RRC reporting configura-
tion. The UE may also notice a connection failure (called *®
Radio Link Failure (RLF) and take appropriate actions
after that (see [10] for further details).

« The tasks of the eNB are to transmit downlink data to

A VoIP call consists of both downlink and uplink traffic
The duration of each WoIP call is randomly distributed
according to truncated negative exponential distribution
The mean, minimum and maximum value of the distri-
bution are given as parameters.

A VoIP call can be in two states: Active or DTX
The states have different packet generation patterns and
the duration of each state is distributed according to
parametrized negative exponential distribution. The rel-
ative time a user spends in Active state determines the
Voice Activity Factor (VAF)f the call: For example, a
50 % VAF means that on average, a user spends half of
its time in Active state and half in DTX state.

Only downlink direction is considerebh these simula-
tions, but the simulator supports simultaneous traffic in
uplink and downlink (e.g. synchronized so that DTX in
uplink occurs when downlink is in Active and vice versa).
During Active period fixed-size packets (i.e. AMR voice
packets) are generated at constant intervals. In this study
\VoIP packet is assumed to be 38 bytes and the interarrival
time between packets is 20 ms [22].

During DTX period fixed-sizeSilence Descriptor (SID)
packets, used for generating comfort noise, are transmit-
ted at constant intervals. In this study, the SID packet
size is assumed to be 14 bytes and the SID packets are
generated at 160 ms intervals.

Robust Header Compression (ROH@) not modeled
explicitly but ideal ROHC is assumed by taken it into
account in packet sizes.

The characteristics of a VoIP call are fully parametrized
and can be varied between the simulations. It is also
possible to have a mix of different types VoIP calls in
the same simulation.

UEs when necessary, handle the scheduling for uplink The traffic model described above is the same as described

and downlink and decide on handovers for UEs.

in [22], but could also be further enhanced by considerigg e.

« The connection object contains information relevant te effect of explicit ROHC or jitter in packet arrival (i.the

both UE and eNB, like scheduling assignments, UL/DL

data generation and protocol stacks handling the data. The,, .
connection also maintains the linking between eNB and
UE, enabling an easy process when handover happens J0HH0

38 bytes

O 0 0-

| | | Il |

The linked eNB is simply exchanged for another and
appropriate actions done separately within the UE and
source/target eNBs, but there is no need to create/destroy

Al
Active
period

all objects related to traffic models and data buffers sin€&@. 2. Voice over IP traffic model
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Time domain (TD) Next, a FD-scheduler chooses which resources Rtg/sical
scheduling Resource Blocks (PRB$0 assign to which candidate. After
N, Channel this, the scheduling allocations are sent to the users., Nwe
: | Ay if PDCCH is explicitly modeled, then MSU in TD scheduler
formaton Physical Downiink | is not limiting the amount of scheduling candidates, but the
'”g;‘;‘o“g— {PDCCH) Link PDCCH resource check is done in between TD and FD
Noooen —?:gg'f;‘:g schedulers.
outer loop) Scheduling decisions done in TD-scheduler are based on
Frequency domain Head-of-Line (HoL)packet delay, i.e., the user with the oldest
(FD)scheduling packet in the buffer (i.e. the packet with the largest delay)
Mapping of Neo selected first in order to prioritize users who have the worst
4 userio PREs delayed packets. In FD-scheduler, the candidates from TD-

scheduler are treated in the order of delay: The first catelida

is allocated the best PRBs based on CQI information sent by

that user, and then the same is done for the next candidate
d so on. The PRBs are assigned until it is deemed that

Fig. 3. De-coupled TD/FD-scheduler

packet arrival would not always be constant but could va

a little. However, in this paper, we concentrate on the badfé€ User gets enough PRBs to empty its data buffear

model, to better account the basic interactions between DR}re are no more PRBs available or the maximum limit of
and VoIP. allocated PRBs for one user is reached. Finally, it should be

noted that both HARQ retransmissions and control message

. . (e.g. handover command in downlink, measurement report

C. Scheduling and Resource Allocation in uplink) transmissions are prioritized by TD- and FD-
In this study, we assume dynamic resource allocation fschedulers since these types of traffic are consideredariti

\VoIP over LTE, i.e. we model a scheduler in the eNB thdbr the call.
takes care of physical resource allocations for users. E&ath
the eNB sends the scheduling allocations for users corshect® performance Evaluation Criteria
fn;hzég?e:dp?hy:'scgggdov;{mmk C_ontrol Cihanr:jel (I:DCCI—;)_ While the simulation enables a wide variety of possible
. : uliing assignments and act accor ”%qgltistics, here we present the simulation results throagh
(i.e. do nothing, transmit on uplink or receive in downlink)

: ; . X comparison ofQuality of Service (QoS) criterioand Battery
Since the scheduler is fully up to eNB implementation, ther ?ving Opportunities (BSO)

is no clear default behavior how the scheduling is done, bu 1) The QoS Criterion: The QoS criterion, also called

typ|c,allyhthe sThedlél_et:_r as§|gnshresources dl;\sed kl)asedl:_?n Eé?lstem capacitiater in this paper, is defined as a combination
user's channel conditions: each user sen@hannel Quality of user and celbutage levelsA user is in outage if too many

Indication (CQIl)report to eNB either at periodic intervals or_ -
when requested by the eNB. of its packets are dropped or have large enough delay, and a

. cell is in outage if too many of its users are in outage. More
Thus, the scheduler could vary the resource allocation ? g y 9

. L : isely,
each user on a TTI basis. But this kind of fully dynami eciey” . ; i than 5 % of it .
scheduling of VoIP packets requires high amount of PDCCH * Cell 1S In outage It more than o OTIIS users are in

resources, since each allocation for a UE consumes control outgge. . .
o A single user is in outage if 2 % or more of the packets

channel resources each time it is signaled. Moreover, the ored the whol I i ved "
scheduling assignments can be coded separately, i.e. they (”.“’.”' ored over the w ogca)are notrecelved correctly
within 50 ms (one-way) time.

may consume different amount of resources depending on the C. o o
selected coding scheme, so the limited availability of PBICC Note 11 In addition to monitoring delay at the receiving end,

resources also results in a varying amount UEs that can be packets can also be discarded at the transmitting side
scheduled per TTI. However, in general in this study we are if the delay of the packets in the buffer reach the
assuming static amount of users (i.Blaximum Schedulable discard delay threshold. _

Users (MSU) that can scheduled per TTI, i.e., PDCCH is notNote 2: The 50 ms delay I!m|t is called the radio network
explicitly modeled. Exclusion of explicit PDCCH modelingj i Delay Budgetand is based on ITU e-Model re-
done to better account the basic interactions between DRX quirements for good quality voice [25] as well as to
and VoIP. The MSU value was chosen by estimating the slightly stricter benchmarking requirementséxt
average PDCCH capacity, though. Still, the impact of réalis Generation Mobile Networks (NGMNgnd 3GPP
PDCCH following modeling aspects from [23] and simulation evaluations [26] for VoIP.

principles from [24] are briefly addressed in this paper. Since it is very difficult (and not even realistic) to achieve

The scheduler used in these simulations has been a @gactly the same load in each cell even within one simulation
coupled Time Domain (TD)¥requency Domain (FDkched- the overall system capacity is interpolated from a largeo$et
uler, presented in [18] and depicted in Fig. 3. This means tha, o o . .

h heduling is done in two stages: First. a TD-schedu With some adqunal limitations: In this paper one user may smgmed
the sche g > g g ’ t@gources so that it is able to send up to a maximum of two packeisg
selects the candidates for the scheduling (up to MSU users)e TTI. This is calledpacket bundling
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Lol turned on by eNB by RRC (see [28]) signaling when eNB
[0 mw/T| Deep sleep Light steep > [1Lmw/rTi] transmits the DRX parameters to the UE.

- DRX consists of a cycle of alternating active period (called

o] o mr On Duration in MAC specification), during which UE func-

e Whentheraisno tions just as without DRX, and an inactive period (also nefer
e A/A;ge;::;gﬁ\) “ ('j’t%te:"éggci{%z as DRX period), during which UE is not mandated to receive
: T much lower power PDCCH (which means any scheduling assignment during that

[255:5 MW/ Actve with no data Rx = SOnsHmpton time would be lost so in practice eNB will not schedule the
UE during that time) and can save power by turning off its

Fig. 4. Power Consumption Reference Model receiver hardware. A set of timers, illustrated in Figurenfl a

covered below, further control the operation of DRX cycle:

1) DRX Cycle Timer:specifies the periodic repetition of

simulated user amounts per cell (which lead different aitagh oo duration (active) time, which is followed by a possibl
levels / cell). The target level for this interpolation isvéé eriod of inactivity time

Wtr:erle tat most 5| %tOf use? W(?[ul(:hbe mgutgtge', thlc;l:;}ﬁ)ez) On Duration Timer (ODT): represents the minimum
absolute upper limit according to the QoS criterion dessi time in Downlink (DL) subframes that the UE is required to

above. .
. o . monitor the PDCCH at each DRX Cycle.
2) Battery Saving OpportunityThe BSO is presented as 3) Inactivity Timer (IAT): specifies the number of con-

the time a user _spends In DRX state, |._e._the time during Wh.'ggcutive subframes that UE shall stay active and monitor
the UE can be in reduced state of activity. The battery savi CCHs. Timer is (re-)started every time when the UE is

opportunities are calculated according to model preseinted e
3GPP contribution R2-071285 [27] and illustrated in Figur%%?:?f;ﬁgrsiggigzccessm”y decodes a PDCCH indicating new

4. Power consumption levels are calculated with and withou - . .
DRX from which the relative power savings are finally calcu- 4) HARQ Round Trip Time (RTT)pecifies the minimum

lated. In the power calculations one TTI is assumed to be tﬁrenount of subframes before a DL HARQ re-transmission is

) . . ' : expected by the UE. UE can enter to inactivity during RTT if
time used to receive one transmission. Time spent in active

. ng otherwise required to monitor the PDCCH.
state, deep sleep and light sleep are collected for each cal ) Retransmission Timer (RTxTkpecifies the maximum
and the total 'Active with data Rx’, illustrated in Figure i4, Issl : X1 Bpecll Ximu

. ) number of consecutive subframe(s) that UE waits for incgmin
calculated for each call in a following manner: L .
g retransmission after HARQ RTT. UE is not allowed to enter
Rz active = (Nvorppackets + NsrppPackets) X TTmean, (1) inactivity while retransmission timer is running in order t

where T is the average number of transmission be able to receive the HARQ transmissions. However, when
Tmean 9 ?—'|ARQ transmissions are prioritized, as the case is in this
Nvorppackets @Nd Ngrppackets represent the total number

study, the retransmission timer does not have substantial
of VOIP/SID packets per callVy orppackets ANANS1D Packets impact. RTXT is stopped when retransmission is received.
are defined as follows:

Npackets = (teaur X 1) /trA- 2 F. CQI preamble concept

In Equation 2. represents the voice activity factat,,;; the According to 3GPP specifications ([10], [11], [28]) UE only
total length of the call and;4 interarrival time for packets has to do measurements once during a DRX cycle, which

(SID or VoIP). means that the UE will typically do measurements (CQI or
other) only during the active period. However, performing
E. Discontinuous Reception (DRX) the measurements, processing and transmitting them and eNB

The discontinuous reception (DRX) feature was introducdgCeiving the measurements consumes time, so the active
to LTE as a network-configured feature (meaning it can be alig'¢ may have passed before up-to-date CQI information is
turned off) that provides improved battery saving oppdttes available in the e-Node B scheduler. Moreover, the lack of

for the UE. DRX is specified at MAC level (see [11]), but i&/P-to-date information can lead to lowered performancés Th
procedure is illustrated in Fig. 6.

Inactivity ~ Retransmission
timer timer
«—>

DRX cycle

— >

DRX Period On duration On duration
-No —F —
"ione andior vee ([ | W T T T T 7T MM T T T T 7]

data sent T
‘ ‘ CQI_2 is measured

CQI_1 is measured CQI_2 is available at the scheduler

UE scheduled i .
-— CQI_1 is available at the scheduler

DRX cycle

Fig. 6. Example of CQl measurement procedure with normal DRX.
Fig. 5. Diagram of DRX operation Assuming total CQI delay 3, on duration 2 and DRX cycle 7 TTIs
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DRX cycle it Sgoncrne:
Preamble  On duration Preamble  On duration l 18 ms additional delay for the packet before 1st Tx l 45
ver [T W T T T [ T T T T 7] FE LR R R -
‘ T DRX Cycle On duration
20 TTIs 2TTIs
CQI_2 is measured
e €01.2 is available at the scheduler Fig. 8. Example of possible problems without adaptive DRX

CQI_1 is available at the scheduler

Fig. 7. Example of CQl measurement procedure with CQI preamble.
Assuming total CQI delay 3, on duration 2 and DRX cycle 7 TTls

To avoid possible performance loss, this paper considers a
so-called CQI preamble scheme as a potential enhancement
for the CQI measurement operation described above. With the
CQI-preamble scheme, a CQI preamble time is applied before
the actual on duration time takes place. During preamble tim
the UE turns its receiver circuitry on to perform and report
the CQI measurements in addition to other possiRbio
Resource Management (RRiMgasurements. Naturally, when ] ) ]
performing the measurements, the normal requirements, shi¥- 9 Simulation scenario
as CQI measurement granularity and the CQIl measurement

period (i.e. minimum time since previous measurement), i, each UE. However, if the offset setting and timers are
apply. With the preamble scheme UEs could be schedulgghsigured “blindly’, i.e. without considering the expette
with up-to-date CQI information for any potential DL datgy,cket arrival times, possible problems could occur esfigci
transmission as Fig. 7 illustrates. The downside of this-0P§q; gelay critical services such as VoIP. Fig. 8 illustrates
ation is m_creased activity time, which leads to higher POW&his through simple example: Blind offset setting can lead
consumption and shorter talk time from the UE/user point @f sjiyation where a single VoIP packet can have additional

view. delay of 18 ms, which, in the context of the typical 50 ms

The current 3GPP specifications already allow this kind ?ifelay budget, means that almost 40 % of the delay budget is

improved operation. UE s allowed to do CQI measurementgeady consumed before the first transmission, thus reguci
(and fall back to inactivity) before actual on duration. Tgb, ihe time for possible retransmissions.

according to [11] UE is not allowed to send the CQI report 1, mitigate the negative effects of offset setting this pape
on PUCCH before the active time / on duration begins. Thu§yos that DRX offset could be adapted to the data flow tim-
from the UE side, CQI Tx part of the preamble scheme wou|dy | terms of the example presented in Fig. 8 it would mean
be achieved through slightly prolonged on duration to allojat instead of having the DRX cycle starting 2 TTIs befoee th
the transmission. 'Chfemges could, howgver, be needed for ket generation (blind setting) the DRX would be adapted t
e-Node B scheduling: eNB should consider the time when t@g, .t quring the time when packets are generated. This could
last CQI report has been received from a UE that has its BB achieved in real networks, e.g., by monitoring the data flo
duration started / ongoing. Once CQI report is receivedmiuri some time before configuring the DRX. Even though there can
preamble time or within CQI requirements (e.g., period) UBe some jitter for the packets in real networks, on average th

becomes schedulable, not before. Also, changes could algpined offset would not cause as high additional delays as
possibly be needed in eNB implementation for evaluatinge plind offset would in the worst case.

and indicating the length of CQI preamble time for DRX
purposes. CQI preamble time consists of the time before CQl|\yy 5 MULATION SCENARIO AND RESULTSANALYSIS
is measured, transmitted, received and processed. Inaperp

preamble length is estimated to be as long as the total sum O§imulations were run in a hexagonal macro cellular scenario
COQI delay (defined through parameters) and the time thatW{th three tiers, see Fig. 9. Scenario consists of 7 actiee ba
‘8tions withinter Site Distance (ISDpf 500 m. Each base

takes to measure the CQI (1 TTI). Moreover, UEs are as;sum“:(at . S -
to be active throughout the preamble time to better undedsta® ation ha§ 3 sectors resulting into Iayo'ut containing E_Iillcac
the "'worst-case’ SCenario. cells. Statl_stlc_s are collected from 6 _mldcﬂe ceII_s. Thitd,,
the outer tier is simulated as interfering tier, which adapt
) the load of the statistic cells. Users are not allowed to move
G. Adaptive DRX to the third tier but only within two inner tiers. The main
As described above, DRX operates in predefined cyclsgnulation parameters are shortly listed in Table I.
of active and inactive states. Moreover, different UEs can In the following subsections the performance of VoIP over
(and should) be allocated with slightly different offsebrft LTE downlink is analyzed with respect to system capacity and
which their cycle timers start so that even amount of candidgpower saving opportunity criteria covered in Section IlI-D
set for scheduling remains balanced in the downlink. Thahe analysis for the trade-off between increased talk-time
is handled by eNB, which signals the DRX configurationspportunities and LTE performance is based on vast amount
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TABLE |
SIMULATION PARAMETERS.

Simulation time
Time resolution

1 million steps
1 step, i.e., 0.0714 ms

350
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VolP DL Capacity, On duration timers

e-Node B Max. Tx power 46 dBm 300+ ]

Transmission Time

Interval (TTI) 1ms _ I No DRX

Pathloss model Modified 8 =g: Pl
Okumura-Hata [29] § 2501 1| C__]on duration 3 TTIs

Channel profile Typical Urban (TU) g [__]On duration 4 TTIs

UE velocity [3, 30] kmph §

Handover Hard, 3 dB threshold

MSU [8, PDCCH]

CQI resolution 2 PRBs per CQI (fullband) 200

CQI delay 2ms

CQI measurement period 5ms

VoIP packet size 38 bytes [22]

VoIP packet 20 ms 150 U u

interarrival time Cycle 10 TTls Cycle 20 TTIs Cycle 40 TTls

SID packet size 14 bytes

SID packet 160 ms Fig. 10. \olP DL capacity, ODTs, IAT 2 TTls

interarrival time

VoIP call length Negative exponential

diStI‘ibUtiOﬂ, DL Power saving opportunities, on duration timers
truncated, mean 20 s I No DRX
min 5 s I o vt 2 1
max 60 s [C10On duration 3 TTIs
Activity / Silence Negative exponential L_]0On duration 4 TTis
period length distribution,
mean 2.0 s £
Layer 3 packet 50 ms <
discard threshold g
Max. VolP packet delay 50 ms 2
HARQ transmissions (max. 7 8
HARQ RTT 8 TTls g
Retransmission Timer 10 TTIs e
On duration timer [1,2,3,4] TTls
Inactivity timer [2, 10, 20] TTIs
DRX cycle timer [10, 20, 40] TTIs

Cycle 10 TTIs Cycle 20 TTIs

Cycle 40 TTIs

of different DRX adjustments and enhancements, includi
on duration, inactivity and DRX cycle timers as well as CQI
preamble scheme and adaptive DRX.

.11. DL power saving opportunities, ODTs, IAT 2 TTls

to poor performance also from the system level perspective.

A. On Duration Timer Impact Similar phenomena is seen and emphasized when the cycle

Figure 10 shows the impact of on duration timers (fixel¢ngth is very long. However, long cycles could possibly be
inactivity timer of 2 TTIs) to the LTE downlink performancetaken into use when the cell is not fully loaded, assuming tha
in terms of maximum number of VoIP users that can be servB¥RX adapts to the different system loads.
per cell with acceptable QoS. The power saving opportumitie
for those cases are illustrated in Figure 11, respectivisdy.
those Figures show, with DRX cycle timer 10 TTIs the o
duration results in significant power saving opportunitiéth The trade-off between VoIP DL capacity and DL power
only minor impacts on DL capacity, providing that the timesaving opportunities when inactivity timer is also variedtop
value is higher than one TTI. Similar trend can be seen witf on duration and DRX cycle timers is shown in Figure 12
20 TTI cycle with the exception that the LTE performancand 13. When compared to on duration timer results presented
numbers are lower than with 10 TTI but at the same timebove the longer inactivity timer does not provide much aigh
the power saving opportunities are high&5{90 % versus capacity improvements, especially with cycles 10 and 2GTTI
55-80 %). The reason behind the poor performance when thewer saving opportunities are also much lower when longer
on duration is one TTI is that the scheduling opportunitigeactivity timer is used. With cycle 40 TTIs the inactivity
are very scarce and with high probability there will be manymer can provide benefits as the cycle is so long that users
users competing of that scheduling slot. Competition tesutill have multiple packets to be transmitted once they bezom
into missed scheduling opportunities, which again leads aative from DRX. Thus, longer inactivity timer allows uséos
highly increased queuing delays for VoIP packets due to DRi¢plete their packet buffers and possibly transmit new gisck
cycles. Increased queuing delays lead to increased améunawiving their buffers while the inactivity timer is runrgn
discarded packets already at the transmitting end and thideswever, this combined effect of prolonged inactivity and o

F" Inactivity Timer Impact
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VolP DL Capacity VolP DL Capacity
350 350

I No DRX a7
I On duration 1 TTIs
[ On duration 2 TTls
[ on duration 3 TTIs

On duration 4 TTls

300

250

Capacity per cell
Capacity per cell
N
a
o
T

I AT 2 TTIs, ODT 2 TTIs
200 | Il AT 2 TTIs, ODT 3 TTIs 2001
[ IAT 10 TTIs, ODT 2 TTls
[IAT 10 TTIs, ODT 3 TTls
[ 1IAT20 TTIs, ODT 2 TTls
[ lIAT20 TTIs, ODT 3 TTls

150

Cycle 10 TTIs Cycle 20 T1:|s Cycle 40 TTIs Cycle 10 TTI.;, Cycle 20 TTIs Cycle 40 TTIs
Fig. 12. \olP DL capacity with different IATs and ODTs Fig. 14. VolP DL capacity, realistic PDCCH
DL Power saving opportunities VolP capacity vs. Power saving, Max bundled PDUs 2, Inactivity timer 2 TTI
1 1

I No DRX

I On duration 1 TTIs
[ On duration 2 TTIs
[ On duration 3 TTIs
[_]On duration 4 TTIs

-
I No DRX

I (AT 2 TTls, ODT 2 TTls
I AT 2 TTIs, ODT 3 TTls
[ IAT 10 TTIs, ODT 2 TTls
[T IAT 10 TTIs, ODT 3 TTls
[_1IAT 20 TTls, ODT 2 TTlIs
[ JIAT 20 TTlIs, ODT 3 TTls

Power consumption ratio
o
o

Power consumption ratio

I

Cycle 10 TTis Cycle 20 TTis Cycle 40 TTis Cycle 10 TTis Cycle 20 TTis Cycle 40 TTis

Fig. 13. DL power saving opportunities with different IATRcaODTs Fig. 15. DL power saving opportunities, realistic PDCCH

duration timer together with long cycle cannot reach signifP- Performance with CQI Preamble

cantly difference in power savings to justify the compraenis DRX and CQI preamble scheme (see Section IlI-F) perfor-

in the system capacity. More optimal trade-off point can b®ance in terms of VoIP capacity and power saving opportu-

achieved with timer settings described above. nities are illustrated in Figs. 16 and 17, respectively.Hose
figures three types of DRX scenarios are presented in additio
to 'no DRX’ case:

« Ideal CQI, which equals to the case where CQI is updated
To further verify the trends presented above the performanc  regardless of the DRX and power savings are unaffected.
of DRX is studied with realistic PDCCH modeling. This In reality this would not be possible but it is considered
means that PDCCH resources can be exhausted even with a as a reference to benchmark the performance.
few users and PDCCH transmission can be erroneous leading Normal DRX which equals to the case where normal
to varying amount of users that can be scheduled per TTI. DRXsettings are used and thus CQI is updated only when
Previously presented results assumed fixed number of users UE is active.
that can be scheduled per TTI (MSU). « Preamble 3which equals to the proposed scheme where
The performance of DRX with different activity timers ~ UE wakes up before the actual on duration time to
and realistic PDCCH is illustrated in Figure 14 and 15. As  perform the measurements and to send them to e-Node
the capacity Figure shows the absolute capacity numbers are B. Preamble length of 3 TTls is assumed for this study.
on lower level, which indicates that the averaged number of When normal DRX operation is compared to the case with
schedulable users per TTl is actually a bit lower than the ofeal CQI feedback (or no DRX case) it can be seen that
that was assumed in this study as a basis (MSU 8). Apart fralre VoIP capacity is rather sensitive to the up-to-date CQI
the absolute numbers the performance follows the samedreidormation availability. With cycle length of 20 TTls the
presented without detailed PDCCH modeling. difference between those is around 15 % and with cycle of

C. DRX Performance with Realistic PDCCH
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VolP DL capacity VolP DL Capacity
350 160 48
300- [ 140
120
250
= = 100+
S 200k @
2 - 2
2 I > 8or
g 150 g
S 8 el
I o DRX 60
Il 1deal CQI, On duration 2 TTIs
100" | N \deal CQI, On duration 3 TTis w0
[ CQI Preamble 3 TTls, On duration 2 TTIs
ol [ normal DRX, On duration 2 TTIs
[__Inormal DRX, On duration 3 TTIs 20 I No DRX
[___Inormal DRX, On duration 4 TTls [ Normal DRX, on duration 2 TTls
[ lideal CQI, on duration 2 TTls
0 Cycle 10 TTls Cycle 20 TTIs Cycle 40 TTls ° Cycle 10 TTIs Cycle 20 TTIs
Fig. 16. VolP DL capacity with and without DRX preamble, 3 kmph Fig. 18. VolP DL capacity with and without ideal CQI, 30 kmph
DL Power saving opportunities
' I 0 DRX = preambles). Preamble scheme can even outperform 'ideal CQI
09 o S O duraton 3 1T case in some situations due to preamble scheme forcing the
08 e Mo suraton 2 Tls periodic CQI measurements being synchronized with data
1 | DRX, On duration 3 TTI: H H A IH ) . H :
o e Inorma) DRX. o duration 4 1T transmissions. With 'ideal CQI’ the periodic reporting paps

every 5 ms regardless of the data flow / DRX.

In terms of downlink power saving opportunities the per-
formance of CQI preamble scheme is expectedly lower than
with normal DRX operation, as Fig. 17 implies. However, as
the performance in terms of system capacity is much more
robust against potential losses, the loss in battery sawiritip

H preambles can be considered as acceptable to guarantee mor

o
o

Power consumption ratio
o o o o
N w B o

o
e

satisfactory service provision. Moreover, this paper @atid
only the scheme where UE stays active for the whole duration
of preamble time but in principle after the UE has performed
Fig. 17. DL power saving opportunities with and without DRXeamble, the measureme_nts the UE C_OUId fa”_baCk_to '_naCt“”ty be_fore
3 kmph actual on duration. By turning receiver circuitry off dugin
those periods higher battery savings could be expected.
Finally, the findings and conclusions from CQI impact with
40 TTIs even more. Moreover, as it can be seen from Fig. 1IBRX are confirmed in Fig. 18 where VoIP performance with
mere increase of on duration time might not be adequate alkusers moving with higher velocity is illustrated. As [30
UE can be scheduled at any point during that time, likely witthdicates and this study confirms with higher UE velocity the
outdated CQI information. This implies that some mechanisffequency selectivity gain of CQI is lost to most extent and
to guarantee newer CQI information for scheduling should beus no additional gain could be achieved even with ‘ideal
considered, CQI preamble scheme for instance. cQr.
When CQI preamble scheme is benchmarked against normal
DRX cycle of 10 TTIs with different activity timer values i _
it can be seen from Fig. 16 that preambles do not provide Performance with Adaptive DRX

extra value as the capacity is not compromised with so shortFinally, the purpose of this section is to cover how adaptive
cycle. However, even though (normal) DRX cycle of 10 TTI®RX presented in Section IlI-G affects to the performance.
implies roughly 30-45 % power consumption versus 'no DRXFigs. 19 and 20 illustrate the performance in capacity and
the higher cycles imply possibilities for even higher powesower consumption ratio, respectively. As the capacityréigu
savings, as Fig. 17 shows. Thus, more focus should be psitbws, adaptive DRX can provide noticeable gains, espgcial
on longer cycles, which could guarantee longer UE talk timegith longer cycles than 10 TTIs where practically no losses

With CQI preamble scheme and longer cycles of 20 @re seen if on duration is long enough. In terms of battery
even 40 TTIs the deterioration in terms of VoIP capacity witeavings the adaptive DRX leads to slight increase in battery
DRX can be mitigated quite well. The gain from preambleonsumption. This due to the fact that blind offset settiogld
scheme over normal DRX becomes higher when the DRMrther induce the packet bundling and reduce the amount of
cycle length is longer, which is quite intuitive as then theetransmissions due to increased delays and thus reduce the
CQI information available in the scheduler is older (withouime needed to keep receiver circuitry active.

|

Cycle 10 TTIs Cycle 20 TTIs Cycle 40 TTIs
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TABLE Il

VolP DL capacity
g CONFIDENCE INTERVALS FOR INTERPOLATEDVOIP CAPACITY 149

| Capacity [UEs/cell]

MEAN 260.305
STANDARD DEVIATION 3.85448
CONFIDENCE INTERVAL, 90 % | + 0.44 %
CONFIDENCE INTERVAL, 95 % | + 0.52 %
CONFIDENCE INTERVAL, 99 % | + 0.69 %

200~

Capacity per cell

@
=)
T

slightly increased performance (capacity) as the traflénof
battery saving opportunities is too high.

\VoIP performance in terms of capacity may, however, be
reduced by some extent if sub-optimal DRX settings are
chosen. One main reason for reduced performance, especiall

I No DRX
I Normal, on duration 1 TTIs
[ Adaptive, on duration 1 TTIs |l
[ INormal, on duration 2 TTls

[ Adaptive, on duration 2 TTls

Cydle 10 TTI Cycle 20 TTIs Cycle 40 TTI . L . .
yas e yaeen T yaea e with long cycles, is linked to outdated CQI information.
Fig. 19. VoIP DL capacity, adaptive DRX CQI preamble scheme, introduced in this paper, mitigates th
reduced performance quite well in terms of VoIP capacity
DL Powar saving opportunifies when dynamic user scheduling is assumed. Moreover, the
I ORx improvements can be achieved with acceptable trade-off in
I Normal, on duration 1 TTls . .
....................... N I Adaptive, on duration 1 TTIs|” termS Of battery SaV|ng Opportunltles.
---------------------- T e s T Finally, this study introduces concept where DRX (offset)

would adapt the data flow. The result show significant im-
provement in terms of capacity in situations where blind DRX
configuration show losses. Moreover, adaptive DRX brings
only minor impact to the power consumption ratio.

Power consumption ratio
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V. CONCLUSION

The purpose of this article was to evaluate the trade-off APPENDIX
conditions between energy efficiency at the user termindl an Research tool used in this study was presented briefly
LTE performance. That goal is achieved by studying VolBbove. This appendix is aimed to deepen the presentation by
over LTE with various DRX related timers, which limit theproviding statistical confidence analysis for the usedesyst
scheduling freedom of users while increasing battery spvilevel tool.
opportunities at the terminal. Increased power saving pppo Statistical analysis is based on evaluating the performanc
tunities lead to increased talk-times for the terminals g with a few selected test cases, namely VoIP simulations
more satisfactory user experience. The study was conducwéth different random number generator seeds. Based on the
with dynamic system simulator modeling LTE network wittseed all random generators are initialized, these incluge e
high level of detail. starting position and direction of the movement for the UEs.

This article indicates that for dynamic and PDCCH corkven though, all of the simulation results depend on random
trolled scheduling, short DRX cycle timers together witlprocesses, the results are reproducible with certain lefel
appropriate on-duration timer is an attractive choice fBEL accuracy, which is defined in this appendix.
energy efficiency: Substantial power saving opportunities ~ An interval estimation can be used to define a confidence
achievable with minor trade-off in terms of maximum VolRnterval, which means that the sampleis within a defined
over LTE DL capacity. Regardless, this article also points ointerval with a certain probability. This probability care b
that in lower load situations different (more stricter) DRXexpressed as follows
adjustments could be used as then the capacity might not be
compromised and the power savings would be higher. This Plas¢<b=1-a 3)
article also shows that prolonging inactivity timer togath where the intervaja, b] is a(1—«) x 100% confidence interval
with on duration and DRX cycle timers does not justify thef ¢. A probability that the¢ is not within the interval is

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



«. When the number of samplesis < 30 the standardized [12]
normal distribution N (0, 1), can be used to define confidential
interval, which is [13]

(T — zaj2 X /N, T+ 242 X 5/3/1). 4)

In Eq. 4 theT is the average value,, , is the critical value |14
taken from the standardized normal distributidif0, 1), s is

the standard deviation andis the number of samples i.e. in
this case the number of simulation runs. [15]

The simulation environment used for confidence analysis is
the same macro cellular layout used for DRX studies. Main
parameters are as well similar to the simulations presenigg
above with the exception that dynamic scheduling MSU is
assumed to be 6. This is done so that simulations take PDCCH
restrictions better into account. [17]

Confidence intervals are calculated for radio system cgpaci
i.e. at the point where 5 % \oIP users are in outage. Capadiy/!
is interpolated from different cell loads i.e. from anotlogre
where the system outage level is below 5 % and another where
it is above that. Thus, the required simulation amounts f&°]
confidence analysis equal two times= 31.

The results for dynamic LTE system level tool are showiao]
in Table Il. As that table shows the difference even with the
highest confidence interval are very minor. Thus, this giv
the confidence that the results produced with the tool far thi
study are also well within the required level of reliabilayd
reproducibility.

[22]
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