International Journal on Advances in Systems and Measurements, vol 7 no 3 & 4, year 2014, http://www.iariajournals.org/systems_and_measurements/

Cartesian versus Newtonian Paradig

209

ms for Recursiverogram Synthesis

Marta Franova

LRI, UMR8623 du CNRS & INRIA Saclay
Orsay, France
mf@Iri.fr

Abstract — In this paper, we bring a new solution to two
unusual questions in Computer Science relative toecursive
Program Synthesis (PS). To clarify our ideas we inbduce the
concepts of Newtonian and Cartesian paradigms to ientific

creativity when related to PS. The main contribution of the
paper is a thorough discussion on the difference beeen
disruptive Cartesian creation and classical Newtomin

construction of a theorem prover devoted to PS. Walustrate

these ideas by an analysis of Peano’s axioms defigithe set of
non negative integers, from the point of view of @ativity and

we explain why Newtonian systemic creativity is nosuited for
conceiving this simple recursive system. This anais is then
applied to a more complex case of the general framerk for

our own ‘Constructive Matching Methodology’ (CMM) as a
Cartesian paradigm to the creation of an autonomoutheorem
prover for PS. This methodology illustrates that Catesian

Intuitionism can be viewed as a ‘generator of newdeeas’.

Keywords evolving systems; Cartesian
Newtonian construction; Cartesian creatiot©MM.

Intuitionism

l. INTRODUCTION

Autonomous Program Synthesis is a desirable gaat ev
though, in case of synthesis of recursive prograinss
recognized as a theoretically inaccessible oneerAtirty
years of experiments and deep systemic and epikigical
studies to build solid justifications for new praafin
foundations, we were able, in [1] and [2], to laurcclearly
defined new approach. This paper goes deeper heo t

fundamentals of our approach. These fundamentas al

useful for all who are concerned by systemic siient
creativity in their work.

There are two main ways to tackle with recursive

Program Synthesis, namely
Automatic construction of programs speeds up
conception process and, in the case of deductivwe Wa
guarantees the correctness of synthesized progra
Therefore, in this paper we are interested in thdudtive
approach to Program Synthesis (PS) introduced bgnsla
and Waldinger in the eighties [57] and followed tmany
authors, for instance [10], [64], [32], [11], [29B9], [61]
[18], [30], [55]. This problem is however undecitialas a
consequence of Gédel's Theorems [51]. In this paper
shall present an attempt to, as much as possjipepximate
the automation of the deductive approach to PS b
introducing the conceptual switch of ‘Cartesian
Intuitionism’, described in the book [41] in andnfmal way
and presented shortly in [2] and [1]. This paradigimfrom

th
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inductive and deductiver

an epistemological point of view, an interestingl aven
necessary complement to the more formal Newtonian
paradigms. From a practical point of view, by idoing
concepts that are disruptive in Newtonian paradigm,
Cartesian Intuitionism improves the rigor of comication

and increases the creative potential of researéhesarious
domains not only in those related to PS.

Since dealing with existentially quantified variedlin
inductive proof is recognized by scientific comntynas a
difficult problem (see [13], [17] it is still too soon to
compare the application of Cartesian and the Newaton
paradigms in PS on performance basis. However, our
presentation in this paper will show how a somewhat
disruptive but pragmatically and epistemologicgtigtified
conceptual switch (or ‘epistemological rupture’, @aston
Bachelard says in [4]), may change the perspedfvthe
focus in conceiving a PS system and thus enlargk an
improve not only a frame of thought of the creatmfs PS
system but also of a user of a theorem provereénptiocess
of recovery from a failure.

The paper is structured as follows.

In Section Il, we recall the formulation of the detve
paradigm to PS and we present two basic problemigvam
unusual questions related to PS. We present a melv a
disruptive way of perceiving the limitations detémed by
Godel [51]. This disruptive way is justified in the
epistemological (rather than mathematical) Canesia
Intuitionism we present in this paper. In Sectidh Wwe

resent the main features of Newtonian and Cartesia
aradigms to scientific creativity related to P8.Section
IV, we use the example of Peano’'s axioms in order t
underline the deep gap between Cartesian creatsej af
axioms, and Newtonian making use of a given seixafms.
his detailed example enables us to precise whahds

Qlifference between Newtonian synergetinstructionand

Cartesian symbioticreation of a system. In Section V, we

MZcall the basic notions of Cartesian Intuitioniginstrated

in Sections Il and IV. We shall devote Section tgl the
description of our Constructive Matching Methodglog
(CMM) in the light of Cartesian Intuitionism. In padler,

we describe a technique call€d-formula construction that

is a strategic basis not only in conceiving indeetproofs
typical for the deductive paradigm but also in @ining our
whole PS system. In Section VII, we present thenmai
drawbacks and the main advantages of our appraach i
comparison with Newtonian approaches.
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II.  PROGRAMSYNTHESIS

A. Definition of the Deductive Approach to Program
Synthesis

By Program Synthesis (PS) we call here the dedeictiv

approach to automatic construction of recursivegrams
introduced in [57]. This paradigm starts with adfieation
formula of the form
Ox [z {P(X) = R(x,2)},

where x is a vector of input variables, z is a eedf output
variables, P(x) is the input condition. R(x,z) isj@antifiers-
free formula and expresses the input-output relatice.,
what the synthesized program should do. For instdet us
suppose that ‘member’ is a predicate deciding wdreth
natural number is an element of a given list amkl i§ a
predicate that decides whether a given natural eurisdess
than or equal to all elements of a given list. Then

Ox O LIST [z O N {x # nil = member(z,x) & ltl(z,x)},
is a specification formula for a minimum of a It natural
numbers.

A proof by recursion of a specification formula, evh
successful, provides a program for the Skolem fancsf
that represents this program, i.e., R(x,sf(x)) bdior all x
such that P(x) is verified. In other words, PS sfarms the
problem of program construction into a particulaedrem
proving problem.

The role of the deductive approach is thus to baild
inductive theorem prover specialized for specifaat
formulas (ITPPS).

B. Problems

There are two main problems with respect to the goa
build an inductive theorem prover specialized for
specification formulas:

(1) treatment of strategic aspects of inductive theore
proving system specialized for specification foramyl

(2) treatment of strategic aspects of creativity relatethe
design of such theorem prover.

As to (1), there is the above mentioned limitation
determined by Godel [51].
importance of PS, to build an ITPPS, standard ambres to
PS use this worst-case limitation as an argumeradapting
already existing mechanisms that may too be undbtgd
such as general term rewriting systems (see [3ippling
(see [15]) or SMT (see [24]).

To our best knowledge the problem (2) was not ye
treated in Computer Science. We think that it isssoply
because, as we have just mentioned, researchées adapt
already existing tools to PS instead of asking questions:

a) Can the logical limits of Godel's results be
‘overcome’ by a pragmatic reformulation of PS
problem?

b) Can there be a custom-designed theorem prover f
PS?

We have asked these questions in eighties and otk w
is directed by these questions since. This is wkg/gaper is
concerned mainly with (2), which puts then (1) mother
perspective. In the following sub-section we présear
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argument in favour of positive answer for a) andnttwe
shall proceed to an extensive answer for b).

C. Addisruptive idea to ‘overcome’ limitations of Géide
results

The goal of this section is to present a new praigma
interpretation of Godel's results. It is in no wiayended as
challenging Gédel's results. In other words, Godedults
hold also in this new paradigm. However, they have
stimulation effect instead of paralysis one. Untgrding
this new pragmatic interpretation is necessary
understanding the remaining parts of this paper.

First, let us recall what are the limitations sfiedi by
Godel’s results [51].

The first limitation is the total incompletenesssuk
concerning natural numbers N. This practically nsetirat
there is a true statement F such that both F at@)noan
neither be proved nor disproved in N. MoreoverFifis
added to the axioms defining N then there can Istilfound
a new formula that is undecidable in this new systand
this holdsad infinitum

The second limitation is the affirmation that théseno
finite decision procedure for proving or disprovirail
formulae. This practically means that there is eduttive
algorithm that could decide in a finite time whethen
arbitrary formula G is true or false.

Let us consider the first limitation. What does
incompleteness means practically? We have a venplsi
illustration for this problem in fifth Euclid’'s podate
(postulate for parallels) for geometry. For a lotime
mathematicians could not decide whether this patsul
really is necessary for defining the usual geomeisy.,
whether the first four Euclid’s postulates form @mplete
axiomatic system. It is only in 19th century thatlachevski
and Bolyai showed that when only first four postegaare

for

n%onsidered, one can add to them one of negatiotiedffth

postulate and obtain thus new geometries completely
different from that specified by Euclid. Neverthede while
the notion of the straight line exists in all gednies, itlooks
ifferently in each of them. Similarly, in all geetnies there
xists the notion of triangle. However, in non-kdien
geometries the sum of its angles is greater orthess 180°.
So these triangleeok differently from the Euclidian’s one.
This means that one postulate (in the case of ¢doengtry
the fifths one) can completely modify the perceptaf an
incomplete system. What is the link to natural nersB The
ncompleteness of N means that presently even hasek$or
computations a system of calculus which, for thenesa
problem, can have different values for differenhksmsuch
as we have seen for sum of angles of a trianghfifiarent
geometries. Nevertheless, there is a ‘faith’ thatssituation
cannot happen. It is thus possible that we alkbelin some
kind of ‘practical completeness’ of our natural rhers.

cwsing this incomplete system we all believe thae th

formulae independent of N are somewhat propertfesl o
that we do not need, that they are more a ‘toy’ for
mathematicians to keep them busy in employing the
undecidability results. More seriously now, as wanfed
out previously, we do not suggest that the problein
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undecidability does not exist. What we try onlypmint out to ‘Cartesian’ formulation that oscillates withomuch
that if possible change of N will occur, we shailk (we  difficulties between this classical formulation artte
should) simply ‘be ready to deal with the situatias we are following disruptive one:
used to be with our changing times. What it mean®£? O Specification FormulalPS-System

There are two cases to be considered but the coligi Solves(PS-System, Specification Formula)
pragmatically similar in both cases: We say that such an oscillation will not be a reafw
* an incomplete axiomatic system with respect tounbearable difficulty since difficulties are her@od for
which a specification formula is given learning and discovering new paradigms and Susgini
» anincomplete ITPPS system that provides proofs foopportunities.
specification formulae is built Once such an opening of our perspective is accepted
Let us consider the first case. can open our perspective even more as we shall Ettemin

We enlarge our view here by focusing not only te th this paper.
consideration of incomplete system N, but to ammpmplete
theory T. As far as the second limitation is concerned (ngntedt
Classical way to the PS problem is to develop datis there is no algorithm for a decision procedure liagdPS),
procedures for specification formulae. Decisioncedures we first need to describe this limitation in a mpragmatic
are interested only in providing one of the two glole  way. Godel's results concern dealing with the fdrma
answers (TRUE or FALSE). Such procedures are thutheories in which such a decision procedure shdadd
unsuitable to deal with the failure cases due te thexpressed (and, in fact, it cannot be). Withoutewting the
incompleteness of T. Cartesian way is to build anecessary rigor in formulating an ‘algorithm’ faioping the
‘construction’ procedure which, in case of failuhge to the specification formulae in the complete theories, suggest
incompleteness of T provides a suggestion for missi that some creative features of human’s mathemabich
axioms. These axioms have then to be approvedéoyshr are exploited when custom-designing an ITPPS proeed
who knows (or should know) by which model he watots We suggest here developing custom-specified machine
complete T and thus these missing axioms or news ondearning (computational creativity) techniques. sTmeans
proposed by the user are added to T. In [48] aff, Me that we shall no more be allowed to employ the word
have presented a successful solving of a simplmpbeain  ‘algorithm’ for this procedure, however, we can apabout
robotics that suggests two missing and immediatelgful  an artificially intelligent procedure or technolofyr PS. In
axioms for the given incomplete description of fieblem.  short, we shall speak of a technology and not of an
This is why this constructive Cartesian paradignens® algorithm. This means that we shall no more trjind an
promising. ‘approximation’ of a decision procedure, but welktise our
The classical way (building decision procedures)tbas  brain to invent a custom designed evolving techgwlo
be formalized in the following way:
OTheoryd Specification Formula We have thus introduced two features by which the
Has_a_solution_in(Theory, Specification Formula). Cartesian paradigm differs from the classical Neweto one.
This means that the classical decision procedures a ¢ First, as a response to the incompleteness results,

restricted to considering only one theory and thianother consider evolving systems instead of closed ones.
reason why they are not well suited to handle faguvhen « Second, as a response to the restriction of purely
the given theory is incomplete. formal framework, to consider a custom-designed
The Cartesian way (building a construction procedur artificially intelligent technology instead of foah
instead of a decision procedure) can be formalirethe decision procedures.
following way: At a first glance our suggestions may seem too
O Specification Formulal Theory disruptive. This is why, in the next sections, we going to

Has_a_solution_in(Theory, Specification Formula) give an epistemological justification provided bwr@sian

This formalization says that the construction teeor Intuitionism rediscovered by our study of Descartesrk
proving procedure builds up the theory at the sime as it  [41]. In contrast to a logical justification thatopides a
constructs the proof for the specification formula. logical proof for a considered hypothesis, an epistiogical

It means that instead of fixing our focus on buifdione  justification consists in giving arguments confingi a
closed system and arguing that such a system camigit reasonable character of the hypothesis and, ifilgessn
what is a mathematical truth, we change our foaus tgiving references to recognized predecessors.lcase, the
building ‘evolving’ systems that are changed when goredecessors are Francis Bacon by his idea ofsigeupng-
necessity brings a formula by which N (or a giveadry T)  term Progress and René Descartes by his developofient
has to be completed. Formally, this can be expdessea Cartesian Intuitionism. Cartesian Intuitionism isunter-

change from the classical formulation of PS problem intuitive in usual thinking and this is also theasen why
OPS-Systent Specification Formula philosophical commentators of Descartes’ work ergid it
Solves(PS-System, Specification Formula) in terms of the linear systems. This makes our takk

transmitting Cartesian Intuitionism more difficidince we
lack contemporary supporters. This means that ¢tbess to
Cartesian Intuitionism is not an easy one and & ribxt
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sections we give the reader an opportunity to wstded why
it is so. This means also that we need to presenbasic
notions of Cartesian Intuitionism intertwined wiglkamples
and only then, in Section V, we give a recollectanthe
basic notions used.

I1l.  NEWTONIAN AND CARTESIAN WAY OF CONCEPTION

NEW SYSTEMS
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the reference system of the conception of a program
synthesizer, that is, the axioms, the rules ofrerfee and the
mechanism of control of the program synthesizeryels as

the reference system of a given PS problem, thheisheory

in which the PS problem has to be solved, are gatethe
beginning by the past history of scientific resbar@he
Newtonian paradigm in PS takes as foundation ttwedstrd
knowledge of the mathematical formal framework, athi

The main difference between Newtonian and Cartesiaip€vitably inherits the negative results of Kurtdet By

paradigms is easily perceptible from comments puaned
by Newton and Descartes themselves.

consulting the first paragraph of Godel's arti€la formally
undecidable propositions of Principia Mathematicada

Newton wrote: “If | have seen further (than you andrelated systems[b1], we can observe that the keywords of

Descartes) it is by standing upon the shouldefSiaifts.”

Newtonian science is thus established on logic of °

sequential research. In a little more formalized/,wae can
thus describe the Newtonian way by the sequence
beginning ... advancement-1 ... advancement-2
... advancement-n ... end.

Descartes wrote his first rule in tHaiscourse on the

Method of Rightly Conducting the Reason, and Sgekin

Truth in the Sciencd®7] in a following way: “The first was
never to accept anything for true which | did nbviously

this standard knowledge are
exactness
« formal system justified in a logical way
* methods of demonstration reduced to some axioms
and rules of inference
* decision and undecidability
Previously, we have described the Newtonian stylthb
sequence
beginning ... advancement-1 ... advancement-2
... advancement-n ... end.
Godel's results are called negative because thew sh

know to be such; that is to say, carefully to avoidthat the aim of synthesis of programs formulatedthas

precipitancy and prejudice, and to comprise notimage in

“beginning” in the classic framework cannot lead &0

my judgement than what was presented to my mind seuccessful ‘end’ of the task. In other words, tiseépw the

clearly and distinctly as to exclude all groundiofibt.”

impossibility to define a formal logical framework

Descartes speaks about the obvious truth. As saysntaining the natural numbers allowing to appro#of

Descartes’ commentator Ferdinand Alquié in [26¢ #ct of
thought that seizes the obvious truth is the immitdefined
by Descartes in hiRules for the direction of the mind
(Regulae ad directionem ingeni29]). So, the study of
Descartes’ intuition, as presented in the bdeérmal

resolution (confirm or counter) of specificationsen in a
general way. Nevertheless, there are approaches ia the
Newtonian style and they are very interesting fitbi short
term perspective as well as from the point of viefv
developing long term Cartesian evolving systems.

Creativity [41] enables to notice that Cartesian science is The best-known paradigms are presented in [57], [64

based on logic of recursive research.

The same thing is expressed by Descartes in e fittire
complicated way by saying that “beginnings ...
persuaded well only by the knowledge of all thendjsi that
follow later; and that these things which follownoat be
understood well, if we do not remember all thosat th
precede them.” [26], p. 797. Thus, the Cartesiamgigm
takes into account that the demarcation of a nasorot the
initial stage but the final stage of its formation.

The Cartesian way can be described by the loop

beginning — end
AN v
mean
where the arrow—» means “leads to”. This recursive loop

will be illustrated in Section IV by description tife process
of the creation of Peano’s axioms defining natacahbers.

Thus, there are two basic styles to approach tblelgm
of PS.

A. Newtonian paradigm for Program Synthesis

Newtonian paradigm in conceiving a system means its

linear development. As far as PS is concerned @nsé¢hat

[11], [20], [25], [59]. Since the problem of prognby
induction specification formulas, i.e., formulasntaining

can beexistential quantifiers is very difficult, reseaech focused

on the problem of proving purely universally qufied
formulas and on treating formulas with existengiaantifiers
by assisting the users in developing their own f&odhe
best known are the system ACL2 [12], the system KGR,
the system NuPRL [20], the Oyster-Clam system [114,
extensions of ISABELLE [60], [30], the system CO€],[
Analytica [bauer01], KeY [7], HipSpec [19], Zeno5[6and
Matita Proof Assistant [3]. All the mentioned appches
have done a very good work in modellingman reasoning
by exploring possibilities otransformational methods to
inductive theorem proving and PS. The construati&lioulus
of [21], that is the basis of the system COQ, t®@astructive
way of representing transformational methods. The
paradigm presented in the next section attemptintb a
constructiveway of solving an ‘almost’ same problem by
modelling human creativitybased on Cartesian style of
research.

B. Cartesian paradigm for Program Synthesis

Cartesian paradigm for PS is based on a logic of
recursive research, where the reference systetmedffPPS
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system as well as the reference system of PS pnoble
formulated hand in hand with the development of th
solution, and where the exact demarcation of thé bo
reference systems is the final stage of the proegsbis too
a part of the solution.

Recall that the Cartesian paradigm takes into addbat
the demarcation of a notion is not the initial stdmut the
final stage of its formation. The Cartesian paradithus
specifies at the beginning the reference systeamiimformal
way only. It is much like a hypothetico-deductivetiod.

The hypothetico-deductive method is a procedure
construction of a theory that consists in puttimigthe start, a
certain number of loosely defined concepts or psafothat
are obtained by a study of experiments undertakepecify
these starting concepts or hypotheses. Then, bycted
reasoning, are obtained postulates that, when d@heytrue,
confirm the effectiveness of chosen
hypotheses. If they are not true, the problem, besaf the
loose definitions of concepts, allows their neworefulation
and the process is thus repeated on these newostikly
defined reformulations.

In contrast to hypothetico-deductive method
proceeds by deductive reasoning to access theh’trut
Cartesian paradigm uses Cartesian Intuition to szcde
‘truth’, i.e., to the final description and justétion.

Furthermore, in contrast to Newtonian paradigm an
hypothetico-deductive method, in Cartesian style can
specify even the goal in a rather ‘vague’ mannais s why
we introduced the term of ‘quite precise’ purpasénticate
that this formulation, though informal, must deBeria
reasonable project.

For the construction of recursive programs fronmfalr
specifications, it is possible to give a ‘quite gise’ purpose
by considering PS as a problem of realization eaton,
rather than a decision-making problem. We adoptes t
paradigm when starting to develop th@onstructive
Matching Methodologf(CMM) for Program Synthesis in
1983 [32]. In contrast with the Newtonian paradigttme
keywords of our particular Cartesian paradigm are
realization and creativity
system justified in an epistemological way
methodology of construction
realization of a program or sufficient conditiorts f
the realization of such a program.

The most suitable way is thus to considdviM as a
technology (in a general sense) rather than ayh&be next
section explains the main differences between
mathematical theory and an epistemological techgyolmm
the point of view of Newtonian construction and €sian
creation.

IV. NEWTONIAN CONSTRUCTION VERSUSCARTESIAN

CREATION

In this section, in order to underline the mairfedénces
between a Newtonian mathematical
epistemological Cartesian technology, we shallrberésted
in the set of natural numbers N, seen here as aiane
model for particular complex systems. More pregisale

of

concepts and

that
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shall point out the difference between the use (§eian)
eand the creation (Cartesian) of Peano’s axioms.

Peano’s axioms define the arithmetic properties of
natural numbers N. These axioms include a constanbol
0 and unary function symbol S. These axioms arallysu
used to build formal proofs about natural numbdrsis
section does not deal with the topic of theorenvipig It
deals with the topic of understanding and reasoabuyt the
construction of Peano’s axioms, that is the creagioocess
involved in their building.

Supposing that the membership relatidd” “and the
equality “=" are already defined, the basic PearaXims
read:

Al
A2.
A3.
A4,
A5.

OO N.
if nO N then S(nJ N.
for all nO N, S(n)#£ 0.
for all n, md N, if S(n) = S(m), then n =m.
if M is a set such that
o 00M,and
o foreveryndN,ifnO M then S(nY1 M
then M contains every natural number.

In order to tackle the difference between the uskthe
d:reation of these five axioms we need to precispbcify the
difference between synergy and symbiosis.

An object is constructedynergisticallywhen it can be
considered as a result of the application of sopecific
tools from an existing tool-box. This tool-box repents all
the tools that have been developed in all scientitmains
beforehand and, usually, for various purposes. dhesls
are not built in such a way that one calls anctbelrto solve
one of its problems before active tool has comgdidte
computations. That is, tool B can call on tool Acine way
only: the input of B contains a part of A compudas, once
A computations have been all achieved. It follohat these
tools must be used and constructed independentlach
other. The synergic construction is thus the maature of
Newtonian conception of independent modules forctvhi
is meaningful to consider and prove properties pedeently
of the whole system. For instance, the terminatiorppling
is proved by the team of Alan Bundy in [6], whiletsecond
order unification that is used by rippling (see])18 not at
all considered.

In contrast to this, an object is conceiv@mbiotically
when its parts, maybe seemingly independent (&s tihe
@ase for lichen that is a symbiotically living fursy and
alga), have, during the conception process, no megaas
isolated entities. It means also that a slight geaof one part
influences the others and the whole as we illusttelow.
The symbiotic composition is the main feature o€ th
intuition defined by Descartes in Hegulae ad directionem
ingenii[29].

theory and an Now, what we can underline about Peano’s axioms is

that theiruseis synergetic, while theitonstruction process
is symbiotic. In other words, wharsing them, we can use
several axioms as being independent entities ara th
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constructing elements 0, S, and N can be considased
isolated from each other, though they are interdéeet
elements as show Al and A2. The following exampik w
show in which way Peano’s axioms construction pseds
of symbiotic nature.

Let us first consider axiom Al dealing with 0 and N
However, the full meaning neither of 0 nor of Neiglained
in this first axiom. (Recall that in hypotheticoeltive
method the first notions, at the beginning, mayspecified
in a vague manner.) In particular, from this axiae cannot
conclude that O is a basic element and that N ésfitial
object we want to define. The axiom Al expressdg an
interdependence between two symbols 0 and N. Timbaly
0 does not tell more than 0 is an “element” and Nrie of
sets to which this element belongs. There is nferdifice,
except substitution, between Al and Bl: “rasegarden”.
This means that the creator of Peano’s axioms lneady in
mind a “vision” or an “informal specification” (ogs we say,
a ‘quite precise’ purpose) of what 0 and N meanhian in
this first axiom. This is why, in the cyclic presation of
Cartesian thinking (see Section lll), there are @mvoows,
one linking beginning to the end and one doingrtherse.
In other words, writing this first axiom, the axitarcreator
intuitively knows what 0 and N will be once thegstription
has been completed, i.e., when all the necessathi§ case
five) axioms will be provided. In the creator’s mijrthe first
axiom contains implicitly and intuitively all theemaining
axioms and all the axioms are constructed fromhéis/
intuitive vision of the “whole”, i.e., N. Therefar® and S do
not belong to an already given tool-box and the nimgpof
0, S and N in the construction procdsscustom-made
Moreover, 0, S, and N are symbiotic during the trmietion
process and they are not synergetic parts. Durhmy t
construction process, N steers the realization afd S and
vice versa, they cannot be considered as isolareddy
known elements. In this sense, the Newtonian pgmads
unable to provide and explain the process of aeatif N
and others systems that rely on Cartesian Paradigis.is
also why we say that N is a complex system, eveitsif
description is short one.

International Journal on Advances in Systems and Measurements, vol 7 no 3 & 4, year 2014, http://www.iariajournals.org/systems_and_measurements/

214

Now we can illustrate the symbiotic character of th
constructors 0, S and N. Let us consider Peand@mex
without A3. In such a case we have the liberty upp®se
that there exists il N such that S(n) = 0. Let us suppose that
S(S(0)) is such an element. We have then S(S(St®))Let
us call B3 this hypothesis. Then, Al, A2, B3, Adak5
constitute a meaningful definition of the set tlantains
three elements, namely 0, S(0) and S(S(0)). Thiw ne
axiomatic definition defines a set, N3, which isitk and
thus is different from the infinite set N definegt Beano’s
axioms. In other words, l#tle changein a property of one
constructor (as we have see also in the exampleahetry)
altered the properties of all the constructorsiuiiog N that
changed into N3. This is not the case in a synirget
construction, where a change of one constructiomnluteo
may influence the behaviour of the whole but hagdinect
effect on the other modules. This explains why wearsich
stress the difference between symbiotic Cartesiaation
and synergetic Newtonian construction. Once a sytitbi
creation of a whole is completed, we mthink of the
constructors as being “unconnected” synergetic efgm
(This is also the reason why Descartes’ episteniabdgvork
is misunderstood and explained in terms of lindéamking
and analysis, see our critics of [56] in [41]). \st have
shown that this synergetic thinking is not validridg the
creation process. This is why there is also a wiffee
between a creation process and the use of the etedpl
whole created by the same process. Descartes ispettifs
difference in his notions of clear and distinctqagtion [28].
A clear perception is typical for perception ande usf
synergetic systems, while clear and distinct pdioepis
imperative for symbiotic systems.

An interesting feature of a symbiotic creationhattone
cannot produce a sample or “architectural” miniatbefore
the whole creation process is completed. Moreopartial
results are often incomprehensible outside the tiorea
process, which works mainly with informally speei
problems that must be simultaneously solved. The
drawbacks we just exposed must be one of the reasbp

We shall below present an example illustrating thisCartesian creation is hardly reported in the siient

symbiotic feature. However, we need first to introe some
more notions.

communications that concentrate on the results hef t
creation, not on the creative process itself. Rebess
(and/or referees) seem to prefer tool-box Newtonian

N is constructed with the help of three “elements”,progressive construction that provides the secuofy

namely O, S and N itself. Note that self-refererscalready
acknowledged as a constructive recursive ‘trickodk in
Section Ill for the presence of the ‘mean’ in Csida
recursive cyclic thinking). These construction padre
usually named ‘the constructors’.

familiarity with such linear or modular processasveell as
immediate gratifications. This may also explain wbyr
original Cartesian paradigm is not followed in tlesearch
on PS.

We have already

mentioned that these parts are symbiotic during the Summarizing this section, we can say that Cartesian

construction process, while when using the Peaaxisms
for reasoning, we may consider them synergepar “la
penséé (as Descartes puts it §62 dfhe Principles of
philosophy[28]). In the following, instead of ‘construction’
we shall call this process ‘Cartesian creationtribute to
Descartes.

creation focuses on building a system, a whole, by
progressively inventing symbiotic constructors. ISua
progressive process is possible since the firsstooctors
and the whole are described by a ‘mere’ informal
specification. The standard Newtonian research @ n
accustomed to such an informal goal specificatiod &
usually gathers already existing mechanisms the¢ heen
certainly not custom-designed for the given goaisThoice
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leads, during the construction process, to new |lpnab,
more often related to the chosen basic tools thahet given
goal (we can mention the use of the second ordécation
in rippling [15]). These new problems ask for a nesarch
of already existing tools and to attempts for aithgpthem to
the given goal, a process that tends to fail whers i
completely automated. In other words, in Cartesiaation,
the basic tools, i.e., constructors and the whygttesn are
custom-made, while in Newtonian construction, tlesi®d
words are “choice” and “adaptation” of already #alale
tools.

V.

Cartesian Intuitionism is specified by Descarteshis
work mainly by four disruptive notions and the silef his
method. Namely, we have:

a form of constructive symbiotic creation called
intuition , in the Latin version of hiRules for the
direction of the mingR9];

the ability of thinking as isolated, one of many
mutually dependant featuresdi\ision ‘par la
penséd in 862 of The principles of the
philosophy[28];

clear anddistinct perception in 845 and 8§46 ofhe
principles of the philosopifi38];

the four rules of his method in his Discourse on
the method27].

These notions and rules are disruptive since thikgrd
from linear, analytical, rigid and unemotional tkiimy that is
usually attributed to Descartes (see, for instafigs, [22],
[23]).

CARTESIAN INTUITIONISM

illustrated by the quotation of Descartes befoeerdtursive
loop in Section Ill. However, the fact that hisnking is
recursive is illustrated best by his method. Namelye
should ask the question: “How is his method obtiieAnd
the (not so) obvious answer is thas method is conceived
by his methodThis contradicts Popper who claims, in [62],
that there can be no logical description of inuegthew
ideas. If one accepts that Descartes’ notion afitioh is a
logical way of inventing new ideas and that the dae®s’

method describes this way, then Popper's opinion is

challenged.

While the Descartes’ thinking comprises also anslys
(synergy), it is highly symbiotic. This manifesta his
recursive creation, the notions of intuition (thgnbiotic
creation), divisionpar la pensé€eand distinct perception.

Descartes’ thinking is not rigid since the ideawblving
systems is comprised in the possibility of ‘diviexelations’
(in the rule 1l of hisRules for the direction of the minthat
have to be ‘assimilated’ to existing knowledge Brt€sian
Intuition and deduction.

Descartes’ thinking is not unemotional, as the Xileof
his Rules for the direction of the mindsists on employing
all possible human resources in conceiving an dghlie
evolving system. From a pragmatic point of viewe th
emotions are hidden in our technological contextthie
notion of ‘trust’ and ‘faith’. With respect to iterge use,
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Newtonian conception is highly trusted since phrésults
are measurable in usual ways. However, Cartesiation
cannot be easily understood and measured (thugdjulsy

an external observer requesting simple explanations
Newtonian terms and measures. Partial results meslan
creation are more-less informal ‘chunks’ possibly
intertwined with other ‘chunks’ to be yet specified it is
written in XII rule of Rules for the direction of the min®n

the other hand, the notion of ‘faith’ is, in reduesCartesian
thinking, atechnicalterm that expresses the conviction about
the reasonable and realisable character of theggmhbbout
the soundness and the appropriateness of the method
employed for accessing to the goal.

We can here summarize Cartesian creativity reptiegen
the Cartesian Intuitionism in three points. Cagmasi
creativity

(a) focalises on the problem¥{specification formula
3 framework in which the given specification
formula has a solution}

(b) oscillates between the problem3 framework v
specification} and ¥ specificatiora framework}

(c) considers the creativity process in its recursive
cyclic version given by the scheme

beginning — end
N\ 4
mean

where the arrow means “steers”.
These three points give to Cartesian Intuitionidme t

The thinking of Descartes is not linear as we havéeature of a combination of what is called esséstraand

existentialism within the frame of logics by Girand50].

VI. CONSTRUCTIVEMATCHING METHODOLOGY

In this section we are going to

illustrate some consequences of adopting Cartesian
Intuitionism as epistemological justification ofeth
conception of a recursive system and the difference
between a Newtonian decision and Cartesian
construction procedure;

explain how the idea of evolving systems is acyuall
performed inCMM,;
present an informal
constructor oCMM,;
present assessment and perspectivesvii.

description of the basic

A. CMM in the light of Cartesian Intuitionism

The basic principle of Newtonian PS system is the af
a fixed set of specific strategies in order to eolhe
problems that are submitted to it. In case of failthe user
is requested to provide lemmas or axioms that [=ad
success.

The basic principle of Cartesian PS system is thisase
of a specific strategy defined by the axioms, which
themselves represent the whole system. But tHisiésonly
as long as the system meets no failure. In casailofe, we
build a new PS system possibly with a new solvingtegy.
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We already illustrated such behaviour by buildifge t calling a custom-designed constructor named “Syaihef
pseudo-Peano system by replacing A3 by B3 and Ndyf Formal Specifications of Predicates”. The initiabults in
this kind of incomplete natural numbers is usegrmve a  developing this constructor are described in [4%he
theorem containing the term, say S(S(S(S(0)))), theymbiotic systemCMM with this constructor included
‘synthesis’ will fail. In a Newtonian paradigm, theser generates the following formal specification foegicate <:

would be asked for a lemma specific to S(S(S(S(Ahat X<ye{Zy=S(kx+2)}

enables a success. In such a case our paradignd woul With this new definition (*) is transformed into
propose to modify the system of axioms by chang8aand Oa0n [Z { (S(0) < a)= (exp(a,n) =S(h+2))}. (*)
N3. We fully agree that, in this particular caséuanan feels Note that this last formula is a specification fotenby

the needed modification as being trivial. In congste, let introducing the existentially quantified variable @MM is
us provide a more complex example that illustrates then able to prove it (without interaction with thser).
situation where modifying system of axioms definiR$ CMM generates and proves autonomously the following
mechanism is not trivial. lemmas (that are formal specifications for six faxy sub-

In [8], a Newtonian system called Otter-Lambda isroutines of the program specified by (**)):
presented, together with several examples of iec@ion. |1 v avn1vb a3zl {S(0) < a= (n1 + b)*a + a = SS(nl +
We have chosen among them a formula

v avn { (S(0) < a= n < exp(a,n)) } *) z1) }

The Otter-Lambda system fails when the basid-2. ¥ avb3z2{S(0)<a= b*a+a=SS(z2) }.

information relative to (*) is given as a recursigefinition |3, v a3z7 { S(0) < a= a = SS(z7) }.

of the exponentiation function exp with respectite second | 4 v 3vm vd 325 {S(0) <a= (m+d)+a=S(m+z5)}.

argument:

(A1) exp(u,0) = s(0) L5. vavd3z3{S(0)<a=d+a=5(z3) }.

(A2) exp(u,S(v)) = exp(u,v)*u L6. Vadz4 {S(0) <a=> a=S(z4) }.

of the addition and of the multiplication with resp to the This example illustrates all three points (a), (), of

first argument: Cartesian Intuitionism in that, when meeting falua need

(A3) O+u=u for a complementary constructor transforming a rsige

(Ad4) S(V)+u=S(v+u) definition of a predicate into a non-recursive &glent is

(A5) 0*u=0 informally specified. Then, the successful formadizdesign

(A6) S(V)*u=(v*u)+u of this constructor enlarges the power @MM and thus
The definition of < is also recursive and given as: modifies the wholeCMM that is ready, when necessary, to

(A7) O<y,ify£0 be once again modified.

(A8) S(V)<y,ifv<y&y#S(v) The basic constructor @MM is presented in [2]. With

Since the Otter-Lambda system fails, it requestaeso respect to the notions introduced in this paper,readapt
help from its human user. In [8], the user is d@bl@rovide that presentation in Section VI.C. The other carcttrs of
the following lemmas that enable Otter-Lambda tmplete = CMM specified so far are described in our publicatiopdo

the proof of (*). 2001 [38]. Some of these constructors were impléatem
(A9) not(u<v) or (x*u < x*v) or not(0 < x) the systemProofs Educed by Constructive Matching for
(A10) (x<y)or(y<x) Synthesis(PRECOMAS) [36], [39]. With respect to the
(A11) not(y<x) or not(x <vy) symbiotic character of the constructors and thednek
(A12) not(u <v) or not (& w) or (U< V) treating the failure analysis by developing further
(A13) not(S(0) < z) or not(0 < y) or (S(Y z*y) constructors, we have interrupted the implememaid
(A14) 0+x=x PRECOMAS in 1990 and focused on developing an

We applied to the same problem our Cartesian pgmadi epistemic justification (see [41]) hand in hand by
which does not suggest getting any user’s help.siséem  reformulating our work in terms of this justificaii.
determines n as the induction variable, since @uox in
recursive arguments of all the functions and pegdiE and The example presented in this section helps us to
the other possible candidate variable a occurdénnon- illustrate some consequences of adopting Cartesian
recursive first argument of the function exp, whiebuld  Intuitionism as epistemological justification of eth
stop the evaluation process in an inductive proofconception of a recursive system and the differdretereen
Nevertheless, our method notices at once a prolshiece  a Newtonian decision and Cartesian constructiongatore.
of trouble: the predicate < is defined recursivwglth respect First of all, the development &MM is, in this stage, by-
to its first argument, while, in (*), the inductiorariable n  hand made. This is because we seek for a methodaleg
occurs also in second position of the predicatédithis  a conceptual capture of the all problems that alated to
stage, the method could suggest the user to proaide inductive theorem proving viewed as a construction
definition of < with respect to both argument (thi®uld  procedure. We seek (by-hand) for all the constrsabd the
actually fail), or with respect to the second argui(this resulting system by the on-purpose justified Céates
would fail as well), or else, a non recursive défin (that method called=ormal Creativityand described in our book
would succeed). As already mentioned, our methodots [41]. Classical Newtonian approaches focus on
expected to call on its user, and thus it will ged by implementing procedures that are checked out vagipect

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



to some benchmark formulas. The systems are coesdides
failing when they do not provide a decision in sotimee
constraint. For instance, [53] refers to experiraentwhich
timeout is set to 30 seconds. The failure of th&tesy is in
this sense unproductive for further research inudtisle
theorem proving. This is why the Newtonian reseolery
quick in producing implementations but slow in pding
conceptual descriptions of the problems that cqualitht out
the directions in which the research has to be désewe
mention in the next section, our by-hand resealtolvad us
to formulate already several major problems.
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perform a constructive proof relying on the resalteady
achieved byCMM. In other words, we start to solve the
problem having in mind the specification[sblution
Oproblem’, where the solution is tl&VM and the problem
is the given specification formula. If the powertbé CMM
is not sufficient to prove the given specificatimnmula, by
a failure analysis we try to conceptualize the fBots met as
methods rather than heuristics. In other wordsselee the
problem by focusing on the problemigroblem [(solution’
and then by a suitable process of conceptualizafioilar to
hypothetico-deductive method we try to come backh®

Second, instead of a modular system for which thepecification Fsolution Oproblem’, where the solution is
properties  of modules are formulated and provedyoy the extende@MM. This is why this paradigm is more

independently of the whole system, the Cartesigrogeh
allows us to consider the whole system as an atioma
system for which, as for Peano’s axioms, therebzaonly a
pragmatic justification expressed somewhat unsieaity
by the sentence: ‘The justification of the systemlivious as
it was conceived in such a way that it works’. Heer this
justification is scientifically valid when one loslat it from
the point of view of Cartesian notion of Intuitiobtained by
(and representing itself) a ‘luminous calculus’e(sele Il in
Regulae ad directionem ingerfi#9] and Bacon’s ‘luminous
experiment’ referred to iNovum Organunf5]). Because of
its powerful potential for generating new ideasnfgrly to
lateral thinking [23]), the term ‘luminous’ shoulthus
become actual even today in all scientific research

Third, since Cartesian Intuitionism justifies empiay all
possible human resourc&3\M relies heavily on the idea of
using machine learning (computational creativigghniques
whenever it will be appropriate.

the one of a mathematician trying to build a newotiy-
technology rather than that of a programmer foqusin
obtaining efficient programs.

In this way, we have conceptualized many new method
in inductive theorem proving for specification farlas, for
instance: implicative generalization, predicatetlsgais from
formal specification, synthesis of formal specifioas of
predicates, introduction of universally quantifigaiuction
hypotheses whenever appropriate, a particular etiatu
tool and a particular equation solving tool. We laip this
conceptual richness of inspirations @MM proofs by the
basic method for constructing atomic formul&-formula
construction’ that has been introduced in [33] #me most
complete presentation of which can be found in .[4%]
present we are working on a general algorithmic
presentation. In contrast to the basic methodsawthinian
paradigms that rely on simplification and rewritirogir CM-
formula construction is a constructive method andktit is

Fourth, as we shall illustrate below, our approachsery suitable for generating missing lemmas (seeti@e

generates multiple auxiliary procedures. This it passible
with second order unification that is able, asijppling ([52],

[15]), to generate auxiliary procedures on onellendy (i.e.,

during the execution, the unification does not gatee
further auxiliary procedures) and only with alreatbfined
functions.

B. Conceptual oscillation cEMM

As we suggested in Section Il, we are interested i
conceiving evolving systems. Such systems are oggatén
oscillatory way. We call oscillatory a paradigmvitnich, to
find an optimal result of a definition of a theovye oscillate
between both specifications of the problem

{solution Oproblem} and {problemsolution}

VI.A) and even axioms when the given data are irgete
as it is illustrated in [48]CMM is even suitable for proving
purely universally quantified theorems even if gieofs are
generally more complicated, since the basic metksod
construction and not simplification. The advantaligs
however in the fact that, during a proof of a ursedly
quantified formula, a formula containing existehtia
guantifiers can be generated, which replaces tbklgm of
Wnification in the framework of PS and thus it seeim be

conceptually more powerful.

C. CM-formula construction

Formulation
In the following, for simplicity, let us supposeaththe

More exactly, our paradigm oscillates between &gormula to be proven has two arguments, that isatp that

Newtonian formulation of PS and a Cartesian foriiataof
the same problem. It is clear that this purposenseeery
ambitious when one forgets the preliminary restitt (not
considering efficiency of synthesized programs,ofsdoy
structural induction only, specifications formulaepressed

we need to prove that L) is true, where F is the given
theorem. We introduce a new type of argument iretbenic
formula, which has to be proven true. We call tha@votal
arguments since the focus on them allows reducing what is
usually called the search space of the proof. Thegements

as conjunctions of atomic formulae and even moreye denoted by (or & etc.) in the following. The pivotal

restrictions that may come out in a further elatond.
These restrictions do not make the problem tritady only
enable to focus on the core of the problem thatnuest
specify and solve at first.

In practice, this oscillation is performed in thaldwing
way. For a given specification formula, we attempt

argument replaces, in the first step, in a purgyteactical
way, one of the arguments of the given formula. Tikst
problem is thus choosing which of the argumentd kgl
replaced by a pivotal argument

In the first step, let us suppose that we have erhds
work with F(,£). In an artificial, but custom-made manner,
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we state C = § | F(t,€) is true}. Except the syntactical 3 e exp(a,nl) = S(nl+e). (A)
similarity with the formula to be proven, therenis semantic In this induction hypothesis,

consideration in saying that Ef) is true. It simply e = sf(nl,a). (B)
represents a ‘quite-precise’ purpose of trying to fipom Assuming S(0) < a, the goal is to prove

F(t.,8) to F(t,t;). We thus propose a ‘detour’ that will enable z exp(a,S(n1)) = S(S(n1)+2). (C)

us to prove also the theorems that cannot be birpaiven
by the so-called simplification methods, i.e., with this

Here, z = sf(S(nl),a). Since the term S(S(nl)+mntains
an existentially quantified variable, namely z,sthierm
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‘detour’. In the second step, via the definitionFoand those  pecomes the pivotal argumerdt In the first step,¢
involved in the formulation of the term, twe look for the syntactically replaces the term S(S(n1)+z). Thehotgets
features shown by all tiiesuch that F({€) is true. Given the 4, artificially built set

axioms defining F and the functions occurring jnvwie are c={ | exp(a,S(nl)) £ is true }.

able to obtain a set;@xpressing the conditions on the set  |n the second step, the term exp(a,S(nl)) is etedua
{ &} for which F(t,&) is true. In other words, calling ‘cond’ using the axiom (A2). C changes to

these condit.ions and;@he set of th& such that condj is c={c | exp(a,nl)*a < is true }.

true, we define Cby G = {& | cond)}. We can also say In the third step, Cbecomes semantically related to (**)
that, with the help of the given axioms, we buildcand”  py the application of the induction hypothesis. Bye
such that the formuladg O Cy, F(t,§) is true. In the third  appjication of the induction hypothesis the methbthins
step, using the characteristics of @btained in the second Co={& | S(nl+e)*a=cistrue}.

step, the induction hypothesis is applied. Thus,bwid a This, by the application of (A6) gives

form of € such that F(&) is related to F(it;) by using the Cs = {& | (n1+e)*a + a Z¢is true }.

induction hypothesis. For the sake of clarityuetcallé: the In the fourth step, the method has to check wheter

result of applying the induction hypothesis tp8d G so  second term, i.e., S(S(nl1+z)), belongs {0 Tis leads to the
obtained is thus such that Fgt) is true. We are still left proplem of solving the equation

with a hard work to do: prove thatbelongs to & i.e., to 3z (n1+e)*a + a = S(S(n1+2)). (D)
prove thatéc and § can be made identical, i.e., that t = Thig equation cannot by solved B-term transformer
matchestc. In the case of the success, this completes thﬁ)resented in [35]) and thus the method generatesva

proof. In the case of a failure, a new leméa= t, with an
appropriate quantification of the involved variablés
generated. In some cases, an infinite sequencenaiés

lemma.
Since we reserve the name e for existentially dfieaht
variables coming from induction hypotheses, we mena to

may be generate@MM is conceived in such a way that the |, 544 thus the lemma noted in Section VIA as L1 is

obtained sequence is well-behaving (see [33]) & gbnse
that one can apply a generalization technique taimba
more general formula that has to be proved. Thimtfida

covers logically the infinite sequence of lemmad #rus it
fills the gap that cannot be overcome by purelyudéde

formal approach to theorem proving.

The works in [39] and [40] give a detailed desgoiptof
handling the pivotal argument in a rigorous frameivan

[2], we illustrate CM-formula construction on a simple

synthesis of a program for displaying the last eptrof a
non-empty list. This is why we can afford illusgatin
incomplete example, namely ho@M-formula construction
generates L1 for (**) from Section VI.A.

Example
The formula (**) reads
Oa0n [ { (S(0) < a)= (exp(a,n) = S(h + 2)) }.

The lemma L1 is generated in course of the indoctio

step for (**) and we shall thus focus only on tigisneral

case of inductive proof. With respect to the re@@s goynerimental system call®@RECOMAS(Proofs Educed by

analysis of the given definitions (see Section Yl.#he
induction variable here is n. It varies over ndtumambers,
and so, in the induction step, n = s(nl) for soratunal

number nl. We shall denote by sf the Skolem functio

corresponding to the existentially quantified vialéaz in this
formula, i.e., z = sf(n,a).

In the induction step for (**), the method assunaes
S(0) and, since n is represented by S(nl), thectimu
hypothesis is (see [16])

generated, i.e.,

VvV avnlvb3izl { S(0) <a= (nl + b)*a+a=SS(nl +z1)}.

Let us denote by sfl the Skolem function for ., izl =
sfl(nl,b,a). By (D) we thus obtain the relationwesn sf
and sfl, namely z in (D) is sf(S(nl),a) = sf1(rd),ewhich,
by (B), gives the partial program

sf(S(nl),a) = sfl(nl,sf(nl,a),a), ifa> S(0). (E)

The method is the called recursively to prove Ld ah
the lemmas that are generated.

This example illustrates well thatCM-formula
construction is an artificial, custom-made methivds also
useful as a suggestion to use PS in the role afveeriul
‘unification’ tool. For rather complex problems get by
CMM the reader can consult the already mentioned §48]
also [37], [40] and [42].

D. Assessment and perspective€bfM

The stage relative to the procedure of demonstratias
elaborated in all our publications until 2000 [38\n

Constructive Matching for Synthesis) showing theratness

of the CM-formula construction was implemented in the 90s

The stage relative to the specification of thermidiate
lemmas is now in a good shape. It concerns also
scientific domain known as ‘computational creativi46],

[471.
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The stage that concerns the clear and distincepgon
(in the Cartesian sense) of the targeted strategiorsive
axiomatization has begun in the article [44]. It sinile

improved and pursued by an adequate formalizatibn amore

different fundamental interrelated problems that aret in
the oscillatory design of the recursive systems)elg

¢ one - multiple (part - whole)

» static - dynamic (permanence - change)

» finite - infinite (visible - invisible)

¢ complete - incomplete (rigor - creativity).

In Program Synthesis, the problem between a whale a

between the diverse parts of the system, becapad ar the
whole can itself assume the failure cases and #ekmesses
of the other parts. For example, the failure oésolution of
an equation can call in a recursive way the sydtanhelp
(as we have illustrated above). Or, the deductargspof the
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The power of CMM was illustrated on a number of

interesting problems such as n-queens [34], théiepicand
the rest of two numbers [32], a problem in robofts] and
recently
Ackermann’s function with respect to the secondiaide

[43]. This last illustration is important becauseshows the

the construction of a definition of

capacity ofCMM to find another form of defining axioms,

the final version of which is not known beforehand.

VII. ADVANTAGES AND DRAWBACKS

A Newtonian paradigm has the enormous advantage of

its parts is expressed as a strong and speciati@gendence being fully accepted and respected in the scientifi
community. As far as Program Synthesis is concerited

allows  bringing quickly  highly

provides no clear future orientations of the reseaon

inductive theorem proving. This manifests by a lpagse in

system can call inductive parts, and vice versais Th Newtonian research starting in ninetieth and foddwby

particular interdependence is described by Descate'the
distinction, which is made by the thought” (distioa ‘par

la pensé® presented above as “the ability of thinking asthat of a user-independent strategy for provingties, by

isolated, one of many mutually dependant features.”

resurgence around 2010 [66], [67], [63], [58]. Tdaww
approaches deviate from the original PS problemictwis

introducing a library of efficient templates suialfor one

The problem of the oscillation between a statickind of problems or by identifying interesting das of

representation and a dynamic representation apjreade
process of search and creation of the structures the
mechanisms of the control of proofs. This processllates

algorithms and by capturing as much generic algarit
Their

design knowledge as possible in one place.
contribution is practically very useful in the shderm

user-dependent
implementations. Its main drawback is however that

between an already partially formalized shape and aperspective but, in the long term one, it represéme work
informal shape of a given mechanism (see rule Xil i on bU|Id|ng_ libraries for semantic (_:Iasses of pengs and a
Regulae ad directionem ingefii9]). As we said above, the need for big data handling. This is an economica#igful

definitive demarcation that consists in fixing adi version
of the mechanism is only made at the end of dewedoy of
the whole system (i.e., by the Cartesian Intuition)

The problem of the regulation of the finite and the

infinite appears in PS especially by the fact gmatinfinite
visible variety of possible formal specificationsush be
managed by finite invisible structures. In otherrdg) the
final system of PS has to represent a finite smubtf the
infinite problem ‘to think of everything at the sanime’.
So, for this problem, Ackermann’s function in arciatory
version models in a curiously proper way the sotutihat
we envisage for this problem.

The problem of the oscillation between completeress
incompleteness is described in an informal wayheyrtotion
of pulsation that allows a controlled oscillatiogtiween rigor
and creativity. In a concrete way, th€M-formula
construction allows such a controlled oscillatiomd ahas
influences on all th€EMM.

These four fundamental problems are stemming from o

perception of Cartesian Intuitionism. They appeaidaas of
directions to be developed and to be formalizeas€hasks
will continue in our future work.

These problems are not, however, the only topics we

shall deal with. In near future we intend to ddseiow the
principles behindCM-formula construction apply in the
design of evolving systems in general and in thelvivg

recursiveCMM in particular. We have tackled this problem

in an informal way in our book [41].

orientation. However, from the point of view of eaiific
curiosity, it misses the (reasonable) ambition @ktE€sian
Paradigm.

In this paper, we have illustrated that Cartes@ragigm
is suited for generating a sequence of missingreutines.
That is not yet possible in simplifications appitoes.

The advantage of Cartesian Paradigm lies in itg-tenm
vision of evolving (though disruptive) theorem pray
systems. However, this long-term and disruptivespective
is not easily accessible, and makes it somewhdtrantve
for researchers seeking quick gratification.

In short, Cartesian paradigm
paradigm since it has

is an advantageous

e a solid epistemic justification (this somewhat

smoothens up its disruptive character);
and it enables:
e accepting Godel’s results in proactive way;

e considering PS as a problem of a developing a

technology rather than a procedure of decision;

e introducing the idea of creating complex evolving
systems as a complement to the largely accepted
idea of observing and manipulating such systems
(e.g., by Machine Learning, Knowledge Discovery,

Data Mining and so on);

« allows placing PS in the context of creating

evolving, recursive and symbiotic systems;
« allows integrating human creativity directly intoet
systems to be conceived.
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The main drawbacks of Cartesian paradigm are the So far, the Newtonian paradigm has been very ssfides
following: in producing systems that request human help as sso
» consideration of PS problem as a problem of asome non-trivial ‘creativity’ is needed in order goovide a
disruptive technology is not yet widespread; lemma or a heuristic not already included in thetaw
« lack of availability for formations teaching to ki  library. Since one of our ultimate goals is modglisome
in terms of evolving, recursive and symbiotic form of mathematical systemic creativity by builglira
systems; computer simulation of these creative steps, wetbaiopt
« creation of such systems is slow and difficult to@ new perspective, the one of Cartesian Intuitranis
evaluate by external observers; Ca_lrt_esian Paradig_m is disruptive not only by _itele,
« people used to linear conception of systems ar8ymbiotic and recursive character but also becausengs

disturbed by necessity to conceive at first meptall @1 unusual action-oriented perspective to inteiqget
all the ‘informal chunks’ (i.e., constructors) afch ~ Godel’s results. )

«  necessity of collaborations between PS and severdjféWtonian one because of its complexity and because
non-deductive methods such as they exist ijeither a superficial external observation (duth&opresence

Machine Learning, Data Mining, Knowledge of the symbiotic thinking in Cartesian Intuitionpm the
Discovery and other domains. ' sequential transmission (due to the use of reauysior a
The difficulty of PS in general confirms that wenoat rigid formal perception (due to its evolving chaeag are

expect a rapid development of powerful general @sep suited to the appreciation of the work made in thizursive

oriented industrial systems. Nevertheless, bottadigms Way. One of our goals in this paper was a calldiea for
have an important place in contemporary research. tearing down these artificial obstacles immanernhiwithe

realm of the Newtonian paradigm. One of our goals also
to stress out the complementary and highly non-eatimg
f:haracter of both paradigms.

VIIl. CONCLUSION

In this paper, we have formulated two fundamenta
questions, namely whether the logical limits of &l
results can be ‘overcome’ by a pragmatic refornmtaof i .
the PS problem and whether there can be a custeigreel | would like to express my warmest thanks to Miehel
theorem prover for PS. The paper justifies our thasi S€bag, my research group director at L.R.l., andsYv
answers to these questions by putting forward théodratoff who helped me to express the ideas ptedein
foundations for Newtonian and Cartesian systemidiS paper. Thanks to Veronique Benzaken for heramo

paradigms and by indicating the necessity of thgiergy. support. The feedback pr(_)vided by Dieter Hutter &mel
In contrast to Newtonian theoretical metrics ofleaion ~ comments of referees of this Journal as well ab@bnes of

of PS systems, the paper suggests the metricshabtroess COGNI'I_'IVE 2Q13 and ICONS 2014 contributed to immrov
and conceptual symbiotic expressed by the measfire 1€ quality of this paper.
Cartesian Intuition.
This paper presents Cartesian and Newtonian panadig
in PS to a larger extent than our publications dafl [2],
namely by
* mentioning the main orientation of recent works on
PS in Newtonian paradigm;
e« comparing this orientation with our Cartesian
approach [2]
» thorough describing the epistemological background
for the Cartesian Intuitionism;
¢ llustrating
0 some consequences of adopting Cartesiafg;
Intuitionism as epistemological justification of
the conception of a recursive system and
o the difference between a Newtonian decision and
Cartesian construction procedure; (4]
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