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Abstract where D; < T;.
A recent research area called sensitivity analysis aims at
The aim of this paper is to address the problemproviding interesting information on the validity of feasi

of correctly dimensioning real-time embedded systemsility conditions by considering possible deviations ofka
scheduled with Fixed Priority (FP) scheduling. It is well WCETs ([2]), task periods ([2]), or task deadlines ([3]).
known that computers which control systems are greatlyrhis makes it possible, for example, to find a feasible task
affected by delays and jitter occurring in the control loop. set, if the current one is not feasible, by modifying the
In the literature, a deadline reduction approach has beentask parameters or determining the impact of a change in
considered as one solution to reducing the jitter affecing architecture on the feasibility of a task set. A task set is
task, thereby obtaining better loop stability in the cohtro declared feasible if for any task in the synchronous scenari
loop. Here, in order to improve the sensitivity of the jts worst case response time is less than or equal to its
deadlines, we propose another solution for reducing thejeadline. We are interested in the sensitivity of deadlines
worst case response time of the tasks, hence reducing th®omputer controlling systems are very much affected by
jitter, when all the tasks are scheduled with the Deadlinedelays and jitter occurring in the control loop. A deadline
Monotonic Algorithm. This is performed for a specific reduction has been considered by ([8]) as one solution to
asynchronous scenario for harmonic periodic tasks. Weeducing the jitter affecting a task and therefore obtajnin
compare the results to those for the synchronous scenaripetter loop stability in the control loop. The jitter of a kas
in terms of minimum deadline reduction factor preservingdepends on the minimum and on the worst case response
the schedulability of tasks set in both cases. times. Reducing the deadline of a task can be a way to

reduce the worst case response time of a task and thus can
Keywords: Real-time systems, Fixed-priority scheduling  reduce the jitter of the task. However, this deadline reiduact

algorithms, Sensitivity analysis, Robust control. should be performed in such a way that it does not cause any
) task to fail at run-time. This supposes a scheduling driven
1. Introduction by deadlines.

This paper proposes a solution to reduce as much as possible

In this paper we consider the problem of correctly dimen-the worst case response time of each task when tasks
sioning real-time embedded systems ([1], [2], [3], [4]).€Th are scheduled with fixed priorities, according to Deadline
correct dimensioning of a real-time system strongly degendMonotonic Algorithm, by using a specific asynchronous
on the determination of the tasks’ Worst-Case Executiorirst release times scenario. We show the benefits of our
Times (WCETs). Based on the WCETSs, Feasibility Condi-asynchronous scenario by comparing the minimum deadline
tions (FCs) ([5], [6], [7]) can be established to ensure that  reduction factor applied preserving the schedulability of
timeliness constraints of all the tasks are always met whethe tasks in the synchronous and in the our asynchronous
tasks are scheduled by a fixed or a dynamic priority drivenscenario.

scheduling algorithm. We consider an application composevith Deadline Monotonic Algorithm, tasks are scheduled

of a periodic task sef,, = {r,--- ,7,} of n periodic tasks, according to their relative deadlines. The smaller thetireda
scheduled with Fixed Priority (FP) preemptive scheduling.deadline, the higher the priority. Starting from a scheblda
The classical definition of a periodic task is: task set, we want to characterize the minimum deadline
o C;: the Worst Case Execution Time (WCET) of reduction factor0 < a < 1 such that any task;,7 =
o T;: the period ofr;. 1,...,n having a deadlind,; = o x T; is schedulablex is

« D;: the relative deadline of; (a task requested at time such that any smaller reduction factor would lead to a non
t must be terminated by its absolute deadling D), schedulable task set. We compare the value obtained in
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the worst case synchronous scenario (all the tasks are fir@&. State of the art

released at the same time) to that obtained with a particular

asynchronous scenario that we propose, and which has some o ) ) )
interesting properties. We show that the minimum reduction  Sensitivity analysis for deadlines has been considered for
factor obtained in our asynchronous scenario is always lesgarliest Deadline First (EDF) scheduling algorithm by (3]

than or equal to the minimum reduction factor obtained inShowing how to compute the minimum feasible deadlines
the synchronous scenario. such that the deadline of any task equalsaD;, where

Reducing the deadline of a task makes it possible to reduc?e is reduction factor) < o < 1. In ([8]), the space of

. - . - asible deadlines (D-space), a spaceradimensions has
the jitter resulting from the execution of a task. I.n th!s.eap Gbeen considered A(\ny E’;lsk ?set hgving deadlines in the D-

for the synchronous scenario where all the tasks are firs pace is considered to be schedulable. To the knovxlll-e(_jge of
released at the same time. the authors, no work has been done on the sensitivity of

. ' . deadlines for fixed priority scheduling algorithms.
We then propose a particular asynchronous first releasstlm(?: its h b d to deal with the deadii
scenario that allows us to obtain better feasibility caodi ew resu ‘:' av; ee; prfopose tho et?l Wi € deadiine
and a better deadline reduction factor than the one obtained> 9Nt Probiem. As far as the authors are aware, no

with the synchronous scenario, thus reducing the jittehef t results are av_allable for Fixed P_rlo_rlty (FP) sch_edulmg.
tasks for a better control. Baruah & al., in [9] propose modifying the deadlines of

- . a task set to minimize the output, seen as a secondary
The feasibility problem of asynchronous task sets is Known. e ia 1 cerving al. ([20)]), the deadlines are modified to

to be more complex than for synchronous task sets. W%uarantee close-loop stability of a real-time control egst

introduce a new formalism to compute the worst CaS&arinca & al. ([11]) focus on the deadline assignment
response time of a task for asynchronous task sets. We appge

hi h to th h h iods of th K oblem in the distributed case for multimedia flows. The
this approach to the case where the periods of the tasks afg,,jjine assignment problem is formalized in terms of a

harmonic. .We .then Show th?t in this case, the.worst CaSEhear programming problem. The scheduling considered on
response time is always obtained for the second instance Of&ery node is non-preemptive EDF or FIFO, with a jitter

task, which represents "’.1 S|gn|f|c§1nt reduction in commexllt cancellation applied on every node. A performance evalua-
The rest of the paper is organized as follows. In sectionjon of several deadline assignment schemes is proposed.

2, we giye a statg of.the art regarding_sensitiyity anqusisA recent paper proposed by Balvasteal. ([3]) proposes

of dead!lnes considering dynamic and fixed priority drlVenan optimal deadline assignment for periodic tasks schedule
schedulmg_s. we th_er_l_focus op_asynchronogs task set_s aR}ﬂth preemptive EDF in the case of deadlines less than or
recall existing feasibility conditions. In section 3, we-in equal to periods. The goal is to find the minimum deadline

troduce the concepts and notations and establish importaP(I,-duc:tion factor preserving all the deadlines of the tasks.
properties for the particular asynchronous scenario thet WThey first focus on the case of a single task deadline

have chosen. We consider harmonic periods. We show thal

. n o
using this particular scenario, the worst case response timrédUCtlon and show how to compute[™, the minimum

of every task is obtained for its second instande section deadline of t_aSkQ such that any d‘?ad"”e smaller tha™"
4, we introduce a new scheduling representation which iéor task z; will Ief':\d toa non-fea5|ble-tasl.< set. )
more compact than the classical linear representation ttGan! hey also show in [3] that when considering the reduction of
Chart for a schedule. In section 5, we introduce the concept Single tasks;, Di"*" is the worst case response time of task
of Mesoid which is used to compute the worst case responsg for EDF scheduling. The maximum deadline reduction
time of an asynchronous task set. In section 6, we give afactor «; for task; is then:a; = 1 — 2 -
algorithm for the computation of the worst case responsén the case of a deadline reduction appliedntdasks, the
time of any task in our asynchronous scenario, then we shogoal is to minimize all tasks’ deadlines assuming the same
how to compute the minimum deadline reduction factor. Anreduction factor for all the tasks (with no preference re-
example is given in order to compare the deadline reductiogarding which task requires the greatest deadline reduictio
factor obtained with our asynchronous scenario to that irBalbastre& al. in [3] show how to compute the maximum
the synchronous scenario. We provide experimental resultdeadline reduction factor: applied to all the deadlines
in section 7 based on extensive simulations comparing thasing an iterative algorithm. The principle is to compute th
deadline reduction factor for several load configuratiams i minimum slack: — h(¢) for any timet € [0, L) to determine
both the synchronous case and in our asynchronous scenartbe deadline reduction factor applied to all the tasks, wher
Finally, we conclude in section 8. h(t) = >, maz(0,1+ Lt’T’?iJ)C’i andL is the length of
the first synchronous busy period, solution of the equation

n
t
1. Throughout the paper all subscripts refer to tasks wiseatlasuper- t= E ’V—-‘ ;.
scripts refer to instances. =1 T;
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is the length of the worst-case levelbusy period defined
T={m,..., ™} : task set in ([15]) as the longest period of processor activity rumnin
L « compute-L{) : integer, a1 real tasks of priority higher than or equal tgin the synchronous
\S/f/iﬁllzz:( ZmztiobL))go_ h(t)) : real; scenario. It can be shown thag = 3=, ., :LF—JW Cj.
Stac . . e . K J
= min_1 (1 - Slgj’“): From its definition,L; is bounded by:
For (i = 1;i < n;i ++) do
| Di = aD;;
end For , o Cj
slack = mingco,1y(t — h(t)); Min Z ’ o ?j P o ([7]).
done Ti€hp(3)UT; 1-— Z — T;€hp(i)UT; J
Returnc; €hp(i)Urs T;
where P = LCM(Ty,...,T,) is the least common

Algorithm 1. Computation ofx for EDF scheduling multiple (LCM) of the periods of all tasks and it leads to

a pseudo-polynomial time complexity for the feasibility
For Fixed Priority (FP) scheduling, necessary and sufficienconditions.
FCs have been proposed in the case of non-concrete tasks
where the first release times of the tasks can be arbitraryrhis is an interesting approach as it provides a pseudo-
A classical approach is based on the computation of th@olynomial time complexity but it may lead to a pessimistic
tasks’ worst-case response times ([12], [6]). The worseca dimensioning as the synchronous scenario might not be
response time, defined as the worst case time between thiRely to occur.
request time of a task and its latest completion time, isin order to improve the schedulability of the systems, dffse
obtained in the worst case synchronous scenario where adtrategies on the first release times of the tasks have been
the tasks are first released at the same time, and is computgdnsidered. A system where offsets are imposed is called
by successive iterations. This worst case response timgn asynchronous system. ([13]) shows significant feassibili
provides a bound on the response time valid for any othefmprovements considering offsets. Simulations show that
task first release times. It can be shown that considering onlthe number of feasible schedulable systems with offsets
non-concrete tasks can lead to a pessimistic dimensioningvhile unfeasible in the synchronous case) increases éth t
[13]. number of tasks for a processor loadog and ranges from
The complexity of this approach depends on the worsti0.5% to 97% for different offset assignment strategies. This
case response time computation complexity. In the case gfercentage strongly decreases when the load is high (tends
deadlines less than or equal to periods for all tasks, theo 1).
worst-case response tinig; of a taskr; is obtained in the  With asynchronous tasks, ([16]) shows that for a given offse
synchronous scenario for the first releasempfat time 0  assignment, the schedulability of the tasks must be checked
and is the solution of the equation ([12B; = W;(R;),  inthe interval0, mar;—1. ,(O;)+2P) whereP is the least
whereW;(t) = Ci + 3= cppis) [Tﬂ C; and hp(i) denotes common multiple of the tasks ar@; is the offset of task;,
the set of tasks with a priority higher than or equal to thatl€ading to an exponential time complexity. To provide less
of 7; exceptr; itself. The value ofR; is computed by Pessimistic FCs, it is furthermore mandatory to prove that
successive iterations and the number of iterations is bedind the offsets will not result later in a synchronous scenario.

by 1+3°, i) {%J . A necessary and sufficient feasibility This problem is referred to as the K-simultaneous congru-
’ 1 ence problem in the state of the art ([16]). This feasibility

condition for a task set isit € S, such thatiW;(t)/t < 1, R g .
whereS = U, e (KT}, k € N}N[0, D;]. For any tasks, resqlt has been significantly |_m_proved by (_[17_]) shownjgtha
the checking instants correspond to the arrival times of thdn€ interval to check the feasibility of a periodic task sethw
tasks with a higher priority than, within the intervaljo, D,]. ~ ©ffsets can be reduced {0, maz;—1..n(0s) + P). .
This feasibility has been improved by ([14]), where the Furthermore, ([16]) proves the non optimality of Deadline
Monotonic scheduling algorithm for asynchronous systems

authors show how to reduce the time instantsSofor any . X
task ;, they show how to significantly reduce the numberWh‘?n task_ d_eadlln(_es are less than or (_aqual t°2 pen_ods. An
optimal priority assignment can be obtainedin*) using

of checking instants during the intervl, D;] to at most
the Audsley procedure ([18]).

i—1 4 & .
2*7" times rather thaﬂ+znehp(i) LTJ- - When deadlines A particular case denotedffset free systemsorresponds

and periods are independent, ([6]) shows that the worsty, yhe case where offsets can be chosen arbitrarily. An
case response times of a sporadic taslre not necessarily optimal offset assignment is given in ([19]). An offset

obtained for th? fi.rst activation-requ.est qugt time0. The  assignment is optimal if it can find a schedulable offset
number of activations to consider is+ LTJ where L;  whenever a feasible assignment exists. The complexity of
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the offset assignment algorithm is exponential and is ina task as a cost function for the controllers. They show how
O((maxa<j<,T;)""1). The offset of taskr; is set to 0. to solve the optimal period assignment problem analyticall
Different offset strategies / heuristics have been comsitie

in the literature. Among them, we can cite the dissimilar3  Properties of the asynchronous harmonic
offset assignment proposed by ([19]) that consists in iglgift ask set

(computing a distance between the offsets) the offset o¥

the tasks to be as far as possible from the synchrono
scenario. The algorithm sorts the couple of tagks 7;)
by decreasing values afcd{T;,T;} such that the distance ) ) )
belongs td0, ged{T}, T;}). The dissimilar offset assignment We r_ecall classm_al results in the uniprocessor context for
significantly reduces the number of offsets to considegdea "€@l-time scheduling.

ing to a complexity inO(n?.(log(max;c(1 o T;)+log(n?))). « Time is assumed to be discrete (task arrivals occur
Other offset assignment strategies have been considered and task executions begin and terminate at clock ticks;
by ([13]) using the Audsley procedure to determine the  the parameters used are expressed as multiples of
subset of tasks of that can be feasibly scheduled in the the clock tick); in [22], it is shown that there is no
synchronous scenario (setting their offset to 0). The tdfse loss of generality with respect to feasibility results by
are only computed for the subset of tasks that are unfeasible restricting the schedules to be discrete, once the task
with the Audsley procedure in the synchronous case. The  parameters are assumed to be integers (multiples of the

“31. Concepts and notations

authors consider different criteria to assign the offsessed clock tick) i.e. a discrete schedule exists, if and only if
on the criteria used to sort the couple of tasks, ;). a continuous schedule exists.

The complexity is the same as that of the dissimilar offset « A task set is said to be valid with a given scheduling
assignment. policy if and only if no task occurrence ever misses its
In this paper we consider a particular asynchronous  absolute deadline with this scheduling policy.
harmonic concrete task set wheve < i < n,Ti_1 | T} e U = Y, % is commonly called the processor
(i.e. there existsk € Z such thatT; = kT;_;) with utilization factor associated to the task &gt i.e., the

particular offsets. In the case of non-concrete harmonic  fraction of processor time spent in the execution of the
tasks, when tasks are scheduled with Rate Monotonic task set ([23]). IfU > 1, then no scheduling algorithm
Algorithm (the shorter the period, the higher the priority) can meet the tasks’ deadlines.

and in the case where deadlines are equal to periods, a The synchronous scenario corresponds to the scenario
necessary and sufficient condition for the feasibility oftsu where all the tasks are released at the same time (at
a system is given by/ = 37, _, | & <1 (see [20]). This time 0).

potentially proves the benefits of considering harmonic The model depicted in figure 1 is Liu & Layland's
tasks in order to get better feasibility conditions. This pioneering model [23] for systems executed on a single
property does not hold when deadlines can be shorter thaprocessor.
periods. In this case we show how to determineQ(n)

the offset of the tasks to obtain a pseudo-polynomial time -
feasibility condition instead of an exponential one. In the
case of asynchronous tasks, the worst case response tinr
cannot be computed with a recursive equation as for theTask z, o
synchronous tasks. This is due to the fact that with offsets, 0 S
there is not necessarily a continuous busy period from time

0 to the release time of a task. In this paper we investigate R Rit

a new approach to compute the worst case response tim Instance k Instance 1
of a task based on the Mesoid approach. This approach )

was first introduced by ([4]) in the context of real-time Figure 1. Model

scheduling with preemption cost. This approach does not
require a continuous busy period to compute the worst caséhroughout the paper, we assume that all timing charaeteris
response times of the tasks. We propose a particular offséics are non-negative integers, i.e. they are multipleoofes
assignment, such that the worst case response time of afjementary time interval (for example the “CPU tick”, the
task is obtained for its second request time, providing arfmallest indivisible CPU time unit):
exponential time improvement in the complexity of the FCs.We introduce several notations for a periodic task =

(Ci, D;, T;) used to compute the worst case response time
More recently, for control systems, [21] has proposed toof a task:
include the control delay resulting from the response time o« 7*: The k'" instance ofr;
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. r1: Release time of the first instance nf LCM(Ty, Ty, -+ ,T,) and 2™ = maz{x,0}, thenT, is
rk =} + (k — 1)T;: Release time of* schedulable and periodic from), with period H,,.
« RF: Response time of’ released at time”
o R;: Worst-case response time gf

Proof: (By induction on the number of tasks
The property is straightforward for the simple case where
n = 1: indeed, the schedule for task is periodic of
period Ty from its first releases; = r1) sinceC; < Ty,
otherwise the deadline of the first instance is missed. Let
Here we give some interesting properties which are satisgys now assume that the property is true upnte= i — 1

fied by the specific asynchronous scenario we propose anghd 1, = {m1,79,---,7} is schedulable up te; + H;,
which lead to the conclusion that the worst case responsgith f;, — LCM(Ty,Ts,--- ,T;). Notice thats; is the

time of a task in our asynchronous scenario is obtained fofirst release time of task; after (or at)s;_;. We have

3.2. The specific asynchronous scenario

any task for its second release. s; + H; > s;_1 + H,_, and by induction hypothesis,
In this section we assume that the relative deadline fothe subsetl; ; = {m1,72, -+ ,7i_1} is schedulable and

each task equals its period, i.B; = T;. This assumption periodic froms;_; of period H,_;. As tasks are ordered

will be weakened in section 6. by priority, the instances of the first ones are not changed

We first show in lemma 1 that with harmonic asyn- by the requests of task and the schedule repeats at time
chronous tasks, two instances belonging to any two tasks, LCM(H;_,,T;) = s; + H;. Consequentlyl; =

can never be released at the same time if their release timq&l, T9,--- ,7;} is schedulable and its schedule repeats from
are not equal modulo their periods. s; with period H;.

Lemma 1:LetT,, = {7y, 72, - ,7,} be a system oh 0
independent harmonic (i.€; | Tj41,Vi € {1,--- ,n —1}) We now characterize the asynchronous scenario we con-
preemptive tasks ordered by decreasing prioriti€s €  sider in this paper in corollary 1. This leads to providing
Tit1,Vi € {1,--- ,n—1}). a simple method for computing the worst response time of

If there exist two tasksy,7; € I's, (i < j) such that each task in section 5 by using coroll@yand then a pseudo
rj # r} modT;] 2, then Bk, > 0 such that¥ = r}. polynomial FC detailed in section 6.1.

Proof: (by contradiction) Corollary 1: From the point of view of any task; of

Let us assume that there exist two tasks; € T, (i < & schedylablg systefl,, = {Tl’_TQ’ -+, 7} ordered by
j) such that} # r! modT;], and3k, ! > 0 such that® = decreasing prlorltlles’ZQ = 1Ti+17vz € {l,---,n—1}) such
rf. : that7; | T;1 andr;,; = r; —Cyy1, the schedule is periodic

T;; =rl < r} +(h=1)Tj=rl+(1-1T from the second instance with peridd;, = T;.
< rj=r + (=0T — (k= 1)T; Proof: (By induction on the index of the task)
< rj=r;modT;] asT; | Tj. Let us consider a task; of a schedulable systei, =
Contradicts the hypothesis and thus, ends the proof. (71,72, , 7}, We assume thaf; | T;y; andrl,, =

_ _ byl — ¢y, Vi > 1. Thanks to the previous theorem, it
We now show in theoren that from the point of view s sufficient to prove that; — rl =T, Vi>2 Thisis

of any task in the system, the schedule repeats identicalljone by induction or.

from the secoqd in§tance. . The property is straightforward for the simple case where
Theorem 1:(inspired by theorem 2.48 in [24]) i = 2: indeed, ax’y, < T, and Hy = LOM (Ty,Ty) = T,
Let T, = {m,7,---,7} be a system ofn asyn- the schedule for task, is periodic of periodZ: from its

chronous independent periodic preemptive tasks ordered bg/econd release singe — rl 4+ {(31 — r;)+" Tl 4
— 12 - 7 |’ — 12
i)

decreasing prioritiesT; < T;41,Vi € {1,--- ,n — 1}). Let

ri,rd, .-+ rl be respectively the release time of their first [ Cs L _ . .
instances. Lets;)1<i<, be the sequence inductively defined {TJ Ty = ry + 1> is the first release time of task after
by (or at) s; = r1. Let us now assume that the property is true

o =yl up to indexi — 1 andT'; = {7y, 72, -+ ,7;} is schedulable.

e (51 — r1)* Thanks to the previous theorem, we have
_ 1 i i g
S =71; + { T -‘ T, Vie{2, ,n} . (sic1 — )T P (Tiy +rL, — D)t -
(1) s; =1+ — 7 T, =r;+ T T;
Then, i i
if T, is schedulable up tos, + H,, with H, = by induction hyp(()%hestsr-c o
1—1 [

Thus,s; = r} + -T; sincer}_; =r}+C;.

2. Givena,b,c € Z: a = bmodc| means that there exists€ Z such i s
thata = b + cd. Now, as0 < T;_1 + C; < T; due to the scenario imposed
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to the first instance of each task and the fact that, | T,
thenWeObtaimi:T%—f—Ti. 72\}\\3\\HB\\HH\H\m\}\\n\\\\n\\\\”\\\\”\}
] 2 |HiHH\\|H\HHH|\\iHHH|\HHHH|Hi
COfOlla.ryz:TheWOfStreSponsetimRiOfeaChtaSkTi [ ' i\HH\7\\\|HH\\1\7\\iHHHz\vHM\HHTHi
is obtained in the second instance and is equal to that in all 0 u u " “
instances greater than 2. m|H\Hi\HHHHHH‘HH\i\\\\\\\\\\\\\'\\\\\i

Proof:
Immediately follows from corollary 1 and the fact that
R} = C; by construction,Rﬁc > C; Vk > 1, and we

consider harmonic tasks.

Figure 2. Release times of each task in the classical
linear representation or Gantt Chart

O

the interval of analysis for a system harmonic periodic $ask

4. A new SChedu“ng representation whatever their first release times are.

A direct consequence of corollary 2 leads us to the
conclusion that in the case of a valid schedule, i.e. when all 12 1
deadlines are met for all tasks, the schedule obtained alt lev
1 (the resulting schedule of theasks with the highest prior- u
ity) is periodic with the period; = LCM{T;|j = 1,--- ,i} ’\+
from the second instance. As such, from the point of view
of each task, the interval preceeding the second instance
necessarily contains thigansient phasecorresponding to B w1 0 —s
the initial part of the schedule at level and the interval
starting at date-? with the lengthT; is isomorphic to the
permanent phasef the schedule at level, corresponding
to the periodic part of the schedule. The transient phase is
always finite due to the existence of the permanent phase
and the permanent phase repeats indefinitely. “ 15 ”

For a system ofi periodic harmonic tasks for which there
exists a valid schedule, since the permanent phase repeats
indefinitely, we introduce a new scheduling representation  Figure 3. Release times of each task in Dameid
This scheduling representation is obtained by graphicedty
ing anoriented circular diskcalledDameidwith a reference
time instant, = 0 corresponding to the time reference inthe Now, in addition to the release times of each task, let
classical linear representatioar Gantt Chart The positive  Us add the WCETs and explain hd»ameidcan represent
direction inDameidis the trigonometrical one, i.e. opposite schedules.
to that of the hands of a watch. The circumferencBaifneid During the scheduling process from the highest priority
at leveln corresponds tdd,, = LCM{T; |i = 1,---,n}  task to the lowest priority task, some of the available time
where T; means the period of th&” task andn denotes units at a given level, i.e. those which are not executed
the number of tasks in the system.Dameid the different  after the schedule of the first— 1 highest priority tasks,
release times for each task are unambiguously determine@re executed by time units corresponding to the WGQET
by the value of their first release time relatively to that of of the current taskr;. This is done in order to obtain the
other tasks with respect to the reference date= 0, and  next result for the scheduling analysis of the next task
with respect to the priorities. As the considered schedulin
policy (DM) determines théotal order in which to perform
the scheduling analysis, it follows that the circular repre
sentation, i.e.Dameid of circumference corresponding to
the LCM of periods of all tasks that we have introduced
- \ - e allows us to build directly theermanent phasef the system
for a given set of harmonic periodic tasks. This figurejs jt s schedulable. IndeedPameid can be constructed
illustrates, for the same system wilhtasks (see Figure 2), completely independently from the linear representation.

the c_orrespopdencg of the release times of each periodigg representation, the WCETs of the tasks correspond to
task in Dameidrelative to the reference datg = 0. The

main intuition behind this new representation is to reducefngular sectors, where the angular unit is give and

n

4

the ratio— for task ;. As an example, figure 2 illustrates

the release times of each task for a system consisting of
periodic harmonic tasks. In this figure, the first releasestim
of taskt; is —2, while that of taskts is 0.

Figure 3 clarifies our idea for the construction@&meid
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H, = LCM{T\,Ts,--- ,T,}.

Figure 6 shows an example of tl@meidfor the system
of which the schedule and the curve of response time as
a function of time for each task are illustrated in figure
4 and figure 5. For this system, whose characteristics are
summarized in table 1, we assume that taskas a higher
priority than taski,, i.e. tasks are scheduled by using DM. In
figure 4, the permanent phase is illustrated by the highdight
zone (blue zone). The curve of the response time of each
task according to time (see figure 5) shows that from the
time t = 15, the response time of each task is constant. =
We find this result by constructing tHeameid Indeed, the
LCM of the periods of both tasks, and ¢, is given by
Hy, = LCM(5,15) = 15. The release times of task
in Dameid with respect to its first release time are given
by ri = 4, r# = 9 andr} = 14. For taskty, we have
a single release time equal i = 0 because its period
T, = H, = 15. Since taskt; has a higher priority than
task to, then at each release time of, i.e. at the dates
ri, r# and r$, a sector corresponding to its worst case B u
execution time ¢; = 2 time units) is executed. As task
to has a lower priority than task, the filling of the sectors
of circumference corresponding to its worst case executior
time (C2> = 4 time units) can only be done between the time
instantsl and4, then time instant§ and7. Dameidbuilds
the permanent phase of the system directly: in figure 4, tas}
to has two distinct response timestime units for the first
activation andr time units afterwards, while in the circular
representation througbameid it has a single response time,
7 time units, which corresponds to its response time in the
permanent phase.

Figure 5. Response time of each task as a function of
time

Tche T’,L-l Ci D; T;
t1 4 2 5 5
to 0 4 15 | 15

Table 1. Characteristics of the tasks Figure 6. Circular representation of the schedule by

using Dameid.

u I I I S OO I R B | when the cost of preemption is neglected and this permanent

! ’ * * * ? Y phase is directly built by usin@ameid We now suppose the
asynchronous task set defined in corollargnd present the
Mesoid approach used to compute the worst case response
time of each periodic task.

| )
u B S S o | L L1 I 5 I | T |
0 l 5 El l

Figure 4. Linear representation / Gantt Chart of the
schedule. 5. Worst case response time: the Mesoid ap-
proach

This new representation of the schedule is more interest-
ing than the linear representation / Gantt Chart because iti In this section we provide the method for computing
more compactand puts greater emphasis on theailable  the worst response time of each task in order to check
time unitsin the resulting schedule. In his thesis ([24]pel  its schedulability. Actually, three classical methods niay
Goossensuggested that the permanent phase is sufficient tased to do so: the utilisation factor of the processor ([25])
guaranteeing the schedulability of a given periodic tadk sethe worst response time of each task, or the processor
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demand ([26]). In this paper we have chosen to use thenesoid More details on the definition of &;-mesoidare
second approach as it provides a schedulability conditiomgiven in [4]. For the current task; = (C;,T;), there are as
for each task individually. The main idea behind the Mesoidmany7;-mesoids as instances. We ch’Q the T;-mesoid
approach is to fill some available time units left by the corresponding to the second instance of tgskefore being
schedule of higher priority tasks with executed time unitsscheduled in the current schedule. The process used to build
corresponding to the execution time of the current task‘/\/lf’2 for taskr; will be detailed later in this subsection. Still,
Since the worst response time is obtained in the seconftom the point of view of task;, we define for the mesoid
instance w.r.t. corollary2, we will achieve this goal by /\/lli”2 the correspondingniverseX? to be the ordered set,
applying the method described in [4] to a system where theompatible with that of the mesoid, which consists of all
tasks are not all released simultaneously and where the coste availabilities of/\/li-"'2 — that is to say, all the possible
of a preemption is assumed to be zero. This method, unlikgalues thatC; can take im\/lf’z. Taskr; will be said to be
those proposed in ([27], [7], [28]), is of lesser complexity potentially schedulablé and only if
since it is not necessary to determine the releases of every 9 .
task w.r.t. those of higher priority tasks. CieXi Vie{l, - n} 2)
As we are in a fixed priority context, the proposed method This equation verifies thaC; belongs to the universe
checks for the schedulability of each task by computing itsat level i. If it does not, then the system is clearly not
worst response time, from the task with the highest priorityschedulable. When equation (2) holds for a given task
to that with the lowest priority. Hence, from the point ofwie ~we call M the T;-mesoidscorresponding to the second
of any taskr; of a systenT',, = {71, 7,--- ,7,} ordered by instance of task; after 7; has been scheduled4%” is a
decreasing prioritiesT;_; < T;,Vi € {2,--- ,n}) such that function 01‘/\/12”2 which itself is a function ot/\/l;l’_él, both
T;—1|T; andr! = r} | — C;, the elapsed duration between detailed as follows.
the release of the second instance and the first rel¢ase Let f be the function such tham??® = f(M>?)
of task 7;_1 is given by T; — C;. Before providing the which transforms thd’;_,-mesoid after task;_, has been
computation method of the worst case response time, wacheduled at level— 1 into the T;-mesoid before task; is

provide some necessary definitions below. scheduled at level.
As mentioned in [4], a mesoid consists only of time units
5.1. Definitions already executed denoted by ‘and time units still available

denoted by &”". Moreover, the cardinal of a mesoid is equal

All the definitions and terminologies used in this sectionto the period of the task under consideration whatever the
are directly inspired by ([4]) and are applied here to theecas level is. As such, the functiorf transforms a time unit al-
of a model where the cost of preemption is assumed to beeady executed (resp. still available)i{? into a time unit
zero. From the point of view of any tasl, thehyperperiod already executed (resp. still available)M?’Q by following
at level i H;, is given by H; = LOMA{T}}+ cspr) = Ti an indexy which enumerates, according to naturals, the time
as T;,_1|T; for everyi € {2,---,n} , and sp(;) is the units (already executed or still available) M?’_Ql of task
set of tasks with a period shorter than that of task 7,_; afterr;_; has been scheduled. As the elapsed duration
Without any loss of generality we assume that the first taslbetween the release of the second instance of tasind
T, Starts its execution at time= 0 and that all tasks have the release of the first instance gf ; is T; — C;, thenv
different periods. Since at each level the schedule repeattarts from the time unit right aftey; = T, — C; mod[T;_1]
indefinitely from the second instance thanks to corollarig  time units in the mesoid\$-* towards the last time unit,
is sufficient to perform the scheduling analysis in the ivditr and then circles around to the beginning of the mesoid

[r} +T;, 7} 4 2T;] for task; as its response time in its first M®? again, until we get thel;-mesoid M2, This T;-
instance equals its WCET. mesoid is obtained whey = T;. Indeed, the previous

We proceed the schedule from the task with the shortesichedule at level (the schedule obtained at level- 1)
period towards the task with the longest period. Thus, at eacconsists ofH;_; = T;_; time units whereas the schedule
level in the scheduling process the goal is to fill availableof the current taskr; is computed uponH; = T; time
time units in the previous schedule, obtained up to now, withunits. Thus, that amounts to extending the previous sckedul
slices of the WCET of the current task, and hence we obtaifrom 7;_; to 7; time units by identically repeating the
the next current schedule. Consequently, we represent th@evious schedule as often as necessary to olffgitime
previous schedule of every instanef of the current task units. Due to the particular releases of the first instance of
7. = (C;,T;) by an ordered set df; time units where some each task, i.er}Jrl =7l —Cipy1 Vie {1, ,n—1},
have already been executed because of the execution of tagkstice that indexy in contrast to index{ used in [4]
with shorter periods, and the others are still availabletier  which started from the first time unit, starts from the time
execution of task; in that instance. We call this ordered set unit right afterv, = 7; — C; mod [T;_;] time units in
which describes the state of each instamﬁethe /\/lic T;- the mesoid/\/l?’_zl. Since 71 is the task with the shortest
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period, thensp(n) = {7-1} Becauser; is never preempted, conclude on the schedulability of task w.r.t. priorities. In

we have M}? = {1 7T1} and therefore we obtain the case where; is schedulable, we build1%?, afterr; has

MP? = {(Cl) 1,2,- -} been scheduled, in order to check the schedulability of the
Let g be the functlon such thafrvl‘;’2 = g(M"?) which  nexttask, and so on, otherwise the system is not schedulable

transforms theT;-mesoid M"? before taskr; has been Thanks to everything we have presented up to nowis

scheduled at level into theT mesmdM“ after taskr; scheduled first and} = 0. The latter statement implies

has been scheduled at level that before 7, is scheduled, its WCET can potentially take
any value froml up to the value of its period3. Since
. . . . 2
5.2. Worst case response time with a Mesoid taskr is never preempted, thebt” = {1,2,.-- , 71} and
X% = {1,2,---,T1}. Moreover, its response time is also

For the T;-mesoid M"?, we will compute the response €qual toC}. Consequently the correspondifi§g-mesoids
time R? of taskr; in the second instance by adding to the @ssociated to task, are given by

WCETC all the consumptions appearing in thatmesoid MV — (1,2,---, 71}

before the availability corresponding @; [4]. This yields - ! o

the worst-case response timke of taskr; since at each level M2 — {(C1),1,2 —o)

the schedule becomes periodic from the second instande, tha ! ! !

is to sany =R}?VEk>2andR! =C; Vi> 1. We assume that the first— 1 tasks with2 < < n have

Now we can buildM®? = g(M"?): function g trans-  already been scheduled, i.e. tiie ;-mesoidM{* of task
forms a time unit already executed int*? into a time unit  7i—1 is known, and that we are about to schedule task
already executed i\, and transforms a time unit still AS explained in the previous section, tHg-mesoid
available into either a time unit still available or a timeiun  M?? = f(M%) of task7; is built thanks to index) on
already executed w.r.t. the following condition. We use an/\/ll_l of task;_; without forgetting to start from the time
index which enumerates according to numerals the time unitenit right aftery; = T; —C;mod[T; ] time units rather than
in M“’ from the first to the last one, at each step in thethe first time unit as in [4]. Again this is due to the partiqula
mcremental process, if the current value of the index is lesrelease of the first instances of tasks= r;_, —C;. We can
than or equal toR?, function g transforms the time unit therefore determine the univers&’ when theT;_;-mesoid
still available into a time unit already executed due to theM? is known. Unless the system is not schedulable, i.e.
execution of instance?, otherwiseg transforms it into a C; ¢ X7, we assume that task is potentially schedulable,
time unit still available. Indeed, function fills available i.e. C; € X2. The response tim&? of task 7; in its k™"
time units in the current schedule with slices of the WCETinstance (withk > 2), i.e. in the k' T;-mesoidwill be
in eachT;-mesoid, leading to the previous schedule for theobtained by summing’; with all consumptions prior t@;
next task at levet + 1 w.r.t. priorities. To summarize, for in the corresponding mesoid. The worst-case response time

every taskr;, we have R; of taskr; will then be given by
Mlj’Q . T;-mesoid beforer; is scheduled at level R; = Rf
T . . )
! a2 . . . ) This equation leads us to say that taskis schedulable
M7 Ty-mesoid afterr; is scheduled at level if and only if
. . < T
6. Deadline reduction factor Ri< T ®)
If for task 7; expression (3) holds, thet®? = g(/\/l?’2)
6.1. Worst case response time computation will be deduced as explained in the previous section. For

the sake of clarity, whenever there are two consecutive con-
The approach proposed here leads to a new schedulabilisumptions in anesoid this amounts to considering only one
condition for harmonic hard real-time systems. Thisconsumption which is the sum of the previous consumptions.
condition is new in the sense that in addition to providingThat is to say that after determining the response time &f tas

a necessary and sufficient schedulability condition, itr; in its k' mesoid, |f/\/l“’“ ={(c1),(c2),1,2,---}, then
also reduces the feasibility interval for a given harmonicthis is equivalent toM;” F={(e1 + ),1,2,- -~}.
asynchronous system. Below, we present our scheduling algorithm which, for

a given task, on the one hand first determines the value
In the scheduling process, at each leyethe basic idea of v; = T; — C; mod|[T;_,] relative to priorities, then, on
consists in filling availabilities in the mesoit!i/lf’2 before  the other hand the schedulability condition. Recall that th
task; is scheduled, with slices of its WCET. This is why it elapsed duration between the release of the second instance
is fundamental to calculate the corresponding response timand the first release i$; — C;. The scheduling algorithm
This yields the worst case response time and allows us thas the following nine steps. Since the task with the shortes
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period, namely task;, is never preempted, the loop starts 6.2. Computation of o
from the index of the task with the second shortest period,
namely taskr as the schedule proceeds towards tasks with

L R,
; The value ofa is given by:a = i<n | =
longer periods. o 1S g Yia = maxi<i< QT

This value ofa guarantees that no task fails at run-time.
. . We recall that for the synchronous scenario, the worst case
1: for i =2ton do

2. Determine the release time of the first instance of task ©SPONS€ time of task; is given by:
. R;
7l o Ri:Ci—i—_Z. 7 C;
r; =11 —Ci Jj€Ehp(i)
and computey; = T; — C; mod[T;_;] of the second Example
instance ofr; w.r.t. ;_1.

s Build the T;-mesoid M;* = (M) of task7; Let us consider{r;, 7, 73, 74} to be a system of four
before it is scheduled. This construction is based on q.asks with harmonic periods and first released Suchﬁtha:t

. . - . 72 . . . .
moduloT; arithmetic using index) on M™% without 1 _ ;. The characteristics are defined in table 2.
forgetting to start from the time unit right aftes =

T; — C;mod[T;_+] time units rather than the first time Table 2. Characteristics of the tasks
unit as in [4]. This is due to the particular release of
tasks. Ci | T
. b2 ) . Tl 2 5
4:  For theT;-mesoid M, resulting from the previous ™ | 4 | 15
step, build the corresponding universé? which m | 5 | 30
consists of the ordered set of all availabilities of T | 7|60

M52, Notice that this set corresponds to the set of . . . . ,
all possible values that the WCET; of taskr; can The shorter the period of a task is, the higher its level is.

take inM?,z' Thus, as depicted in table 2, has the highest level and task

. . . . ) 74 the lowest level. Thanks to our scheduling algorithm,
5. Since 7; is potentially schedulable, i.e. its WCET ¢,, task7; whose first release time is = 0, we have
C; € X2, we must verify that it is actually schedula-
ble. Clearly, if C; ¢ X2, then taskr; is not schedu- /\/lli’2 =1{1,2,3,4,5}
lable because the deadline of the task is exceeded. Ty Ry =2
MP? ={(2),1,2,3}
6: Determine the response tinfe! of taskr; in its k'" B B B
instance, i.e. in thé" T;-mesoid This is obtained 2 _ T; - Gy mod[T1] =15 — 4mod([5] = 1, thus for task

by summingC; with all the consumptions prior t6; 2 whose first release time i, = rj — Cz = —4, we have
in the corresponding mesoid. Deduce the worst-case MZ’Q ={(1),1,2,3,(2),4,5,6,(2),7,8,9,(1)}
response timeR; of task ;. Ty : Ro=4+42+4+1=7
R; = R? MG? ={(7),1,2,(2),3,4,5, (1)}
It is worth noticing that task; is schedulable if and 73 = T3 —C3mod[T2] = 30 —5mod[15] = 10, thus for task
only if 3 whose first release time ig =73 — C5 = —4—5 = -9,
R; < D;. we have

MY ={(1),1,2,3,(8),4,5,(2),6,7,8,(8),9, 10, (1)}
R3=54+8+1=14

. . < i H l_1,2 _ l?,2 - T3
7. If R; < D,, then build M; g(M;”"), increment M?Q — {(16),1,2.3,(8),4,5, (1)}

i, and go back to step 2 as long as there remain

potentially schedulable tasks in the system. ~v4 = Ty — Cymod[T3] = 60— 7mod[30] = 23, thus for task
8 If R, > D, then the systenir; = (C;, Ti)}1<i<n is T2 Whose first release time ig =ri-Cy=-9-7=—16,
not schedulable. we have
9: end for M4? = {(4),1,2,(17),3,4,5,(8),6,7,(17),8,9, 10, (4)}
Thanks to the above algorithm, a system oftasks 74 : Ri=7+8+17+4=36
{ri = (Ci,Ti)}1<i<n, With harmqnic periods an_d first MZ"Q ={(53),1,2,3,(4)}
released such thatl = r! ; — C;, is schedulable if and ,
only if Consequently, the set of tasksy, 7o, 75,74} with har-

, ' monic periods and first released such that=r! | — C;
Ri=R;<D; Vie{l,2,---,n} (4) s schedulable. The schedule with the above charactesistic
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Figure 7. Execution of a set of harmonic tasks with r} =
1 _Civ Vie {27 74}
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Figure 8. Circular representation of the schedule for a
set of harmonic tasks with r} = r} | —C;,Vi € {2, ,4}

is depicted in figure 7 and the circular representation of th
schedule by usingpameidis depicted in figure 8.

The schedule of the same set of tasks released simultane-

ously is depicted in figure 9 and the circular representatio
of the schedule by usinBameidis depicted in figure 10.
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Figure 9. Execution of a set of harmonic tasks with r} =
0Vie{l,---,4}

the worst case response time of tagkn figure 7 and figure

t1-t3 < 30
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mua
M
| R

Figure 10. Circular representation of the schedule for a
set of harmonic tasks with v} =0 Vi e {1,---

’4}

8 is 36 time units whereas it i$5 time units in figure

9 and figure 10. This phenomenon is even more apparent
in the next section with the experimental results where we

gradually and uniformly decrease the value of the relative

deadlines for all tasks by the same factor to highlight the

advantage of our approach.

Tasks Rflﬂwhronous R;Isynchronous
T1 2 2
T2 8 7
73 15 14
e T4 55 36
This leads wus to obtain qsynchrnous

r:pwa:(2/5 8/15,15/30,55/60)
qasynehrnous  — ma0(2/5,7/15,14/30,36/60) = 0.60,
which means the improvement performed in this case is of

34.54%

7. Experimental results

0.91

whereas

In this section we present some experimental results found
by using the approach we have developed above. To achieve
these experimental results, we proceed in two steps. hiest,
compare the minimum deadline reduction factoobtained
in the synchronous scenario with that obtained in our spgecifi
asynchronous scenario. Second, we extend this comparison
concerning the valuev to the value ofa obtained for an

It is worth noticing here the large variation between thearbitrarily generated scenario of the first release timeslio
two scenarios in terms of the tasks’ response times. In factasks. This extension is performed by using more extensive
experiments in order to get more accurate conclusions with
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regard to the contributions of the proposed approach. As inx both in the synchronous and in the specific asynchronous
([1]), we consider a set of harmonic tasks scheduled withcases.
the Deadline Monotonic algorithm. Concerning the second step in our process of comparing
The first step in our process of comparing the value ofthe value ofa for given scenarii of first release times for
« for given scenarii of first release for all tasks consistsall tasks, we perform twice as many experiments than for
in performing 10000 experiments for each graph, where the first step. That is to say, we perfo@0000 experiments
every task set consists of = 10 harmonic tasks. The for each graph, and every task set still consists.6f 10
total utilization factor of the processor is randomly chose harmonic tasks. Again, the total utilization factor of the
between).7 and1 for each task set. Hence, we can evaluateprocessor is randomly chosen betweef and 1 for each
the gain of our specific asynchronous scenario defined itask set. As such, we can evaluate the gainvafbtained
corollary 1 in section 3, compared to the synchronous onein our specific asynchronous scenario, compared to that
We seta = % and we gradually and uniformly decrease obtained in the synchronous scenario on the one hand, and
the value of the relative deadlind3; by the same factor to the mean value obtained for a set of arbitrarily generated
for all tasks in each set. In both the synchronous and thecenarii on the other hand. As for the first step, we set
asynchronous scenario, we plot the curves corresponding to = lTj?’, and we gradually and uniformly decrease the
the smallest value af,, as a function of the total utilization value of the relative deadling3; by the same factor for all
factor of the processor, for the task set to remain schetiilab tasks in each set. For the synchronous, and the asynchronous
The resulting graphic is displayed in figure 11. If the valuescenarii, we plot the curves corresponding to the smallest
of a is denotednsynchronous in the synchronous scenario value of . For the set of arbitrarily generated scenarii, we
and qsynehronous in our asynchronous scenario, the gain plot the curves corresponding to the mean valua.ofhis is

can be computed as follows: performed in each case as a function of the total utilization
factor of the processor, for the task set to remain schetiulab
asynchronous _ aasynchronous . . . .
gain = % 100 The curves obtained are displayed in figure 12.
asynchronous
1.0
1.0 . | | . .
0.9
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Figure 12. Value of o with our asynchronous scenario,
then with the synchronous scenario and the mean of a

Figure 11. Value of a with our asynchronous scenario e !
set of arbitrarily generated scenarii

and with the synchronous scenario

In figure 11, the solid curve represents the result obtained In figure 12, the curve imed represents the result obtained
for « in our specific asynchronous case whereas the dottefibr o by using our specific asynchronous scenario. The curve
curve represents the result obtained in the synchronows casn greenrepresents the result obtained for the synchronous
In both cases, we start with a schedulable task/setD; = case and the curve imlue represents the mean value
T;. From [20],U < 1 is a necessary and sufficient condition obtained for a set of arbitrarily generated scenarii. Inttad
for the schedulability of a harmonic task set as tasks areases, we start with a schedulable taskvwsetD; = T; and
scheduled with DM, equivalent to RM wheérr;, D; = T;. U <1 remains a necessary and sufficient condition for the
We can see that for a small load, we obtain almost the sam&chedulability of a harmonic task set as tasks are scheduled
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with DM. It is worth noticing that DM is equivalent to RM
WhenVTi,Di =1T,.

We can see that we always obtain almost the same value
for « both in the synchronous case and for the mean value

obtained for a set of arbitrarily generated scenarii.

For a small load, the value of varies very slightly
whatever the scenario of first release for all tasks is. Itbot
steps, this is due to the fact that with a small load the worst

case response times of the tasks are less influenced by the
first re!ease t|mes of other tasks. When th_e load mcrea_\ses[s] S. Baruah, R. Howell,
the gain also increases, reaches and remains at a maximum

of 14.3% for U = 0.95. Over the loadU = 0.95, the
gain steadily decreases whéhtends tol and « tends to

1. At high loads, the worst case response time of a task

tends to its period and thus tends to 1. In this latter case,
the improvement obtained with our spacific asynchronous
scenario becomes less significant.

8. Conclusion

In this paper we have proposed a new approach for a[g)

better control of periodic tasks scheduled with Deadline

Monotonic scheduling algorithm. We have considered a spe-

cific asynchronous task set and harmonic tasks that enables
us to significantly reduce the worst case response time of
each task thus reducing the jitter of each task for a better
control. The asynchronous scenario we considered makes it

possible to significantly reduce the complexity of the worst

case response time computation. We have then considerétf]
the Mesoid approach to compute the worst case response
time of a task in an asynchronous scenario. We have used

the

Mesoid approach to compute the minimum deadline

reduction factor characterizing the benefit in terms of wors

case response time reduction. We have proved by extensiy&l]

simulations that the gain in terms of deadline reduction
can reachl4.3% with our particular asynchronous scenario

compared to the synchronous scenario and to an arbitraril 2]

generated scenario. This makes it possible to better dontr
the jitter of the tasks when considering control loops. Faitu

work will compare the deadline reduction factor obtained[13]

with EDF with the one we have obtained with our specific
asynchronous scenario.
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