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Abstract— This paper will describe the use of digital Field
Programmable Gate Arrays (FPGA) to contribute to
advancing the state-of-the-art in software definedadio (SDR)
transponder design for the emerging SmallSat and CheSat
industry and to provide advances for NASA as desdoed in the
TAO5 Communication and Navigation Roadmap. The usef
software defined radios (SDR) has been around forlang time.
A typical implementation of the SDR is to use a preessor and
write software to implement all the functions of fitering,
carrier recovery, error correction, framing etc. Even with
modern high speed and low power digital signal praessors,
high speed memories , and efficient coding , the mpute
intensive nature of digital filters, error correcting and other
algorithms is too much for modern processors to gegfficient
use of the available bandwidth to the ground. By usg FPGAs,
these compute intensive tasks can be done in paelllpipelined
fashion and more efficiently use every clock cycleto
significantly increase throughput while maintaininglow power.
These methods will implement digital radios with gjnificant
data rates in the X and Ka bands. Using these st&bf-the-art
technologies, unprecedented uplink and downlink cegbilities
can be achieved in a % U sized telemetry system. ditionally,
modern FPGAs have embedded processing systems, suah
ARM cores, integrated inside the FPGA allowing mundne
tasks such as parameter commanding to occur easilgnd
flexibly. Potential partners include other NASA ceters,
industry and the DOD. These assets are associatedttwsmall
satellite demonstration flights, LEO and deep space
applications. MSFC currently has an SDR transpondetest-
bed using Hardware-in-the-Loop techniques to evalue and
improve SDR technologies.
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l. INTRODUCTION

Marshall Space Flight Center (MSFC) has been deugjoa
low-cost software defined radio transponder
contributes to advancing the state-of-the-art ilentetry
system design which is directly applicable to thea$ Sat
and CubeSat communities.
Programmable Ultra Lightweight System Adaptable iRad
can be incorporated into orbital and suborbitatfptens.

whic

The SDR, called PULSAR

support new error correcting protocols as wellremvative
payload designs with complex encryption schemesigoei
developed by the CubeSat community (academic, amylit
civil, industry). The PULSAR SDR has a highly eiéint

Figure 1. Ground Station Antennas

SWaP, (Size, Weight and Power), which achievesdrigh
bits per input supply watt (at ~10 Mbits per inpudtt) than
traditional communication SDR systems (at ~300Ki¢s
input watt) requirements.

The paper will go into the details of a technigapach
to implement high speed flexible satellite radidsvill then
compare the differences between implementing these
technigues using processors or FPGAs, and theitl itoak
at how this work aligns with the NASA roadmap.

II.  TECHNICAL APPROACH

A basic SDR block diagram is shown in figure 2 [A§ is
ypical, the concept of the SDR is to minimize Hmalog /
radio frequency (RF) components and do as much as
possible in the digital domain.

By examining a number of the systems available for

current CubeSats, they do not have sufficient badttwor
processing capability for transmitters and recsivéo
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Figure 2. Typical Software Defined Radio [1]

Many traditional software defined radios actuallseu
processors to accomplish these tasks. With low \atid
requirements and frequency bands below the L-Bande,

1-GHz processors can handle the workload. Even witlé

minor forward error correction coding, the processcan
still handle the load. However, as the frequenciesb into

Network (NEN)[5]. In addition to these radio compeon
decks, there is a power deck to provide isolateglepdo the
entire stack. Also, there is a processor deck dliktes an
embedded ARM processor inside of the FPGA. Thishkman
used for additional algorithms or as the flight qurter
itself. With an embedded ARM processor [6]and exdér
ram, the processor deck has enough computationa oo
be a flight controller for many applications.

Because each deck can be stand alone, each deitk has
own FPGA and performs all signal processing ingifithe
FPGA. This provides plenty of extensibility to ailo
additional functions and algorithms to be addede&xh
deck’s. The FPGA chosen for this version of the BAR
is the Actel ProAsic3 [7]. It is a flash based FP@Aich
means it is live at power up and does not need a
configuration memory like SRAM based FPGAs such as
Xilinx.

Exemplifying the flexibility of PULSAR, transmissio
can occur using Low Density Parity Check (LDPC)e&ke
olomon (255/223), or convolutional (Rate %) Fodvar
Error Correction (FEC) codes based on mission
requirements. Each of these codes, except the Rate

and above S-band, 2.0 GHz, and data rates increaggnyolutional encoding, is very compute intensiide

significantly, even fast digital signal processeil have
trouble keeping up with executing all the code ssaey to
do filtering, digital up converting and down contieg, as
well as forward error correction schemes such asdRe

intensity of computations necessary to implemergseh
FECs limit a digital signal processors ability &rform these
functions and maintain a high data rate to the glou

A unique feature of the power deck is its ability t

Solomon, Low Density Parity Check and others. Addmonitor current draw on each of the power railsngoio

encryption of any type to the mix, and the procesgb get
bogged down quickly. Utilizing multiple processanseven
multi-core processors are all advanced means aéwoly
the throughput necessary. However, the complefithese
systems grows as will the cost, size and power.

Because of the above problems with utilizing dibit
signal processors, Marshall Space Flight CenteDRS

PULSAR, chose to use Field Programmable Gate Array
such as the Actel ProAsic3 Flash devices. All digna
processing algorithms are done inside the FPGA an

designed using Hardware Description Language (HDL).
The PULSAR radio is divided up into a series of
stackable decks. This can be seen in Figure 3. Baeh
stacks on top of the other to make a very modystes that
can be customized for each mission’s requiremedsésh
deck is designed to be stand-alone with the exaepmtf the
power deck, for any configuration. However, evea plower
deck can be eliminated if filtered, isolated powethe right
voltages are provided. Of the stackable decks ahail the
S-band transmitter will transmit Quadrature Phaguft S
Keyed (QPSK) data at 5-10 Mbps. The X-band trartemit
will transmit one channel of QPSK data at 110 Mhgos
the S-band receiver will receive data at 300 kigphough,
maximum data rates on the uplink have not beeededtis
believed that at least 1 Mbps could be uploadedh@
current hardware and FPGA algorithmic configuration
These data rates are not the limit of the hardwaref
the algorithms inside the FPGA. They are the caidls
placed on the satellite transceivers by the NASAMNEgarth
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each of the decks. The power deck is programmedafor
maximum current draw per deck and when it is exedethe
power rail is turned off until the fault is clearethis is
designed in as a radiation mitigation method tovené
radiation induced latch-up.

Each of the radio decks, transmitters and recehaare a
number of digital algorithms it has to perform. TBéand
geceiver has algorithms it has to perform to recdive signal
and strip the data of headers and error corretbi@et to the

ctual message / commands sent. The transmittks tewe

Igorithms to perform Forward Error Correction (FE&nd
NEN compatible packetization. This is typical of B®and
is what provides their small size and low power and
flexibility. However, the amount of processing ifwed
becomes more difficult to do in a processor thehbigthe
data rates and frequency. Filters, carrier recoleys, error
correcting decoding are all very compute intensive.

Pulsar Deck Antenna

/ ‘ )
, N\

Processor Deck
Can act as flight
computer

Flight
Computer

External
Flight Computer
Optional

Figure 3. PULSAR stack in system. Flight computer
optional.
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Ill.  PERFORMANCE

Computations take so much more time in a processc
versus an FPGA. Processors of any kind, even thos
designed specifically for signal processing, caly perform
one instruction per clock cycle. And that is foe tfast and
well-designed processors. But even so, some comimnga
require more than one, maybe many clock cycleslhieae
one action. For a receiver, if a processor is repdhe
analog to digital (A/D) converter it may take seler
instructions to point to the A/D, read the data atwile it in a
register. Cache and direct memory access will help, it
gets worse. Now that you have the data, you mayt ¢ean
down convert it again which uses a numerically kuled
oscillator and digital mixers which are multipliéreavy.
Then it will need to be filtered. Filters have numes
multiplies and adds. All this has to be done inearsless,
continuous manner to get the data to come throagedly.

A Finite Impulse Response Filter (FIR) is a typitygde of
filter for signal processing of all types. A typichgital
signal processor (DSP) such as the TI TMS320C530@t
MHz built for signal processing, has direct memacgess,
cache and embedded hardware multipliers. Theserésat
enhance data throughput. Memory is treated asalair
buffer with pointers that automatically update. Do high
amount of parallelism and pipelining, the wholetch data,
perform MAC, return data - process is usually dionene
clock cycle.

Loop X times:
B Move (2) input samples from memory to MAC
B Move coefficient from memory to MAC
B Perform MAC operation

Retrieve output from MAC and store in memory

Send output sample to interface.

The higher order the filter, the higher numberapfs are
necessary and the number of loops, X, goes upfisignily.

Using the features of the above processor, a 42EIR
filter could be implemented up to ~ 628 kbps. Buis will
come at a cost of ~ 200mW of power! Additionally,
processors and clock rates are not linearly cagelaust
because one DSP had a higher clock rate, it dossdh it
will perform better on a benchmark.

So with the above example, there is a lot of ovadHer
circuit design, and power to achieve less than psvin
just one FIR filter. In a typical SDR there will bemerous
filters as well as other digital algorithms and tiplé data
paths in the case of MPSK modulations schemes h$aw
we not just run to faster DSPs? There is a limth®speed
and the power hit goes up linearly! See Figure]4 [2
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Figure 4. Power Consumption vs. Clock Frequengy [2

In an FPGA, all of these functions are performedain
pipeline manner. In addition, each step of thelpipehas all
the adders, multipliers necessary to accomplishidsie The
data is presented to the next stage on every abgcle,
eliminating the need to fetch data and instructiasso what
to do with the data, on every iteration. There atii
numerous functions that require numerous iteratidng
with the pipelined structure and some paralleliime, main
clock does not have to be as high to achieve three siata
rates. Additionally, some of the newer FPGAs have
numerous dedicated hardware multipliers. This spepdhe
multiplication process itself, which can be an ater
implementation.

Figure 5 [3] shows a graphic explaining the problem
using a general-purpose digital signal processor.

Conventional DSP

DataIn

¢ Fixed inflexible architecture
- Typically 1-4 MAC units

- Fixed data width
® Serial processing limits data throughput
- Time-shared MAC unit
Loop - High clock frequency creates difficult
Algorithm MAC unit system-challenge
256 times

Data Out

€.g. 256 Tap FIR Fitter = 256 MAC operations per sample
256 MAC operations in 256 clock cycles in DSP.

Figure 5. Conventional DSP Implementation [3]
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Even the latest processors still have the abovéaliilons.
However, as Figure 6 [3] shows, an FPGA clearly thas
ability to perform, parallel, pipelined functionsitkv local
dedicated hardware, from multipliers to block raergbling
a much more efficient use of the clock and at ahrower
overall clock speed.

FPGA Performance Advantage

* Flexible architecture
- Distributed DSP resources (LUT,
registers, multipliers, and memory)
* Parallel processing maximizes
throughput
- Support any level of parallelism
- Optimal performance/cost tradeoff
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e.0. 256 Tap FIR Fitter = 256 MAC operations per sample
Al 256 MAC operations in 1 clock cycle in FPGA

scenarios. Upcoming builds of this system are mdnfor
full environmental testing. This includes Electragnatic
Interference/compatibility tests, Thermal/ Vacuuests, as
well as vibration tests. A variety of potential opting
flights will allow PULSAR to fly as a payload to gre its
capability as a flight read instrument. An upcomgrgund
demonstration with the Space Launch System coulitsbe
first relevant environment testing. This test wilkterface
numerous development flight instrumentation (DFEhsors
with the PULSAR to transmit to the remote testigtatThis
will eliminate significant amounts of long run cay.
Depending on funding levels, future developmentthef
next generation of software defined radios on thelmap,
include a C-band transceiver, an X-band receiver to
complement the current X-band transmitter, and cahes
point Ka-band transponders. The PULSAR team is
constantly applying the latest innovations to padevcutting
edge systems for small satellite communicationtesys.
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V. CONCLUSIONAND FUTURE WORK

Currently PULSAR implements an S-band transmiter, [6]
band receiver and X-band transmitter utilizing autbesl
FPGA technology and digital signal processing téegines (
inside the FPGA. As a complete integrated unit, BAR
has been tested in a lab environment with typic&NN
ground station equipment, procedures and operationa
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