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Abstract—Tracking loops are very often chosen for code and
carrier phase estimation in real-time Global Navigation Satellite
System receivers due to their low computational complexity. The
inputs to these loops are obtained from correlations of the re-
ceived signal with locally generated replicas. Usually, correlation
intervals are chosen synchronously with the data-bits sent with
each satellite signal. As a consequence, each loop operates at
its own time and the navigation task must extrapolate loop
measurements to a common instant. We propose to change this
philosophy using a common correlation interval for every satellite
signal. In this way, the tracking loops work in synchronism with
the navigation process, rather than with the data bits. We show
how to account for the occurrence of bit transitions inside a
correlation interval and how to derive a suitable discriminator
for phase and code errors. The performance of this discriminator
is very close to that obtained with the usual bit-synchronous
correlations. The proposed scheme was applied to a scalar
phase lock loop structure intended for high dynamics Global
Navigation Satellite System receivers. The loop is shown to have
almost the same tracking threshold and phase estimation quality
than those working bit-synchronously. However, control of the
measurement instant can produce significant improvements in
phase estimation. Moreover, the main contribution of this scheme
is for the implementation of real-time vector tracking loops, since
it naturally generates a vector of simultaneous measurements in
real-time.

Keywords—GNSS; Real-Time Receivers; Phase Locked Loops;
Vector Tracking Loops.

I. INTRODUCTION

Measuring the propagation delay of the broadcasted signals
is the key of the position calculations made in every modern
Global Navigation Satellite System (GNSS) receiver. For this
purpose, the receiver has to be synchronized with the visible
satellite signals. Direct Sequence Spread Spectrum (DS-SS)
signals are utilized due to their desired properties of high time-
resolution and Code Division Multiple Access (CDMA) and
therefore code and carrier synchronization are required [1]. A
correlation stage is also needed at the receiver to de-spread the
incoming signals so that the synchronization and navigation
algorithms can operate with reasonable signal to noise ratios.
The required economy of operations in real-time receivers
makes impractical the use of complex estimation schemes and
usually tracking loop schemes are adopted for synchronization
purposes. Phase measurements are considerably less noisy than
code delay and so, code loops are usually aided by carrier
loops [2]. However, the signal phase is affected by the wave-
length ambiguity and hence the basic measurement used for

standard position determination is code delay. On the contrary,
the techniques used in high precision positioning applications
usually take advantage of the phase measurements. In general,
code delay and carrier phase or frequency measurements used
by the GNSS receiver for position and velocity determination
are referred as navigation measurements or raw track data.

Typically, the GNSS signal has also a data structure to send
useful information to the receivers, such as orbit parameters
needed for satellite position calculations, clock corrections,
ionospheric corrections, signal quality indexes, etc. The bits
carrying this information are modulated usually in phase, and
of course the receiver has to be able to demodulate them. The
presence of these data-bits imposes restrictions to the receiver
operation from the point of view of navigation measurements
generation. Indeed, the correlation time is, in principle, limited
to the bit duration time and the corresponding signal to noise
ratio increase due to despreading gain is limited too. In some
applications this is not a limitation at all, but in others, such us
indoor positioning, the use of some long-correlation techniques
is unavoidable [3]. Moreover, since different satellite signals
experience different propagation delays, the edges of these bits
are in general asynchronous. As a consequence, the correlation
intervals used for each signal satellite are also asynchronous.
In standard real-time receivers, this causes that the tracking
loops for each satellite operate synchronously with the bit
edges, but asynchronously among them. For the navigation
process, this implies that the measurements do not correspond
to the same time instant and the receiver has to extrapolate
them [1], [2]. These lag differences make it difficult to take
advantage of the correlation between the received signals,
since each signal is tracked independently.

The convenience of joint tracking the signals by means of
the so-called vector tracking loops, has been envisioned since
the conception of the GNSS systems [1]. Nowadays, due to
their potential advantages together with the growing computa-
tion capacity available in a GNSS receiver, many researchers
and developers, are considering vector tracking loop schemes.
These loops can obtain up to 6 dB of improvement in tracking
threshold, in addition to high dynamic capacity, multipath
immunity and robustness [4]. Vector tracking loops have been
mainly applied in Software-based receivers [5], [6]. Recently,
a real-time implementation using Field-Programmable-Gate-
Arrays (FPGA) with a fast microprocessor has been re-
ported in [7]. This implementation operates with asynchronous
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correlations of the different signals, either extrapolating the
navigation measurements or asynchronously incorporating the
measurements to the main processing algorithm. Other off-
line implementations use data bit removal in order to get
simultaneous navigation measurements [8]. In this work, we
make a different and novel approach, which is based on the use
of synchronous correlations for the received satellite signals so
that the navigation measurements are naturally simultaneous.
As a consequence, the tracking loops operate asynchronously
with respect to the bit edges of the signals and their inputs,
i.e., the code and carrier phase errors, have to be calculated
for signal intervals with a possible bit-transition inside. Our
approach is simple: compute partial correlations before and
after the bit edge and calculate a discriminated error based
on them. By means of simulations made with scalar tracking
loops, we show that this scheme offers some improvements
in the measurement quality in high-dynamics conditions, and
also that the degradation in the tracking threshold is less than
0.5dB compared with a bit-synchronous loop. This value is
completely insignificant compared to the potential gain of
using a vector loop in real-time.

The rest of paper is organized as follows. A digital model
for the received GNSS signal is presented in Section 2. Since
the emphasis on this work is on phase loops, our UFA-PLL
scheme will be briefly explained. The proposed phase error
discriminator for the correlation periods with possible bit-
transition is presented in section 3. The extension of the idea
to the code loops, which is straightforward, is also shortly
discussed. The bit-asynchronous scheme is applied to a high-
dynamic scalar carrier tracking loop and the effects in its per-
formance are analyzed in terms of phase measurements quality
and tracking threshold in section 4. Finally, the conclusions
and future work lines are given in section 5.

II. DIGITAL MEASUREMENTS MODEL

As stated above, the received signal must be correlated with
the locally generated replicas for each visible satellite in a
GNSS receiver. The complex correlations of the signal from
a given satellite with carrier power to noise power spectral
density C/N0 and for the i-th correlation interval of duration
T can be expressed as [1]

Ci = Di

√
T

C

N0
sinc(∆fi)R(∆τi)ej(π∆fiT+∆θi) + ni (1)

where ∆τi = τi − τ̂i is the code delay estimation error,
∆fi = fi − f̂i the frequency estimation error, both assumed
constant during the integration time, and ∆θi = θi − θ̂i

the initial phase estimation error. The term ni is a complex
white Gaussian noise sequence with unit variance, R(·) is the
code correlation function and sinc(x) = sin(πx)/(πx). This
expression assumes that there are binary data bits Di = ±1
and that correlations are computed within the same bit period.
This type of modulation, i.e., Binary Phase Shift Keying
(BPSK), is used in the GPS civil signal and in the data
components of composite modernized GNSS signals.

After the acquisition process has been completed, i.e., in
tracking conditions [1], code and frequency estimation errors
are sufficiently small so that the functions sinc(·) and R(·) can
be approximated by 1. Hence, (1) becomes

Ci = Ii + jQi = Di

√
T

C

N0
ej∆φi + ni (2)

where we have defined ∆φi = φi − φ̂i, with φi = πfiT + θi

and φ̂i = πf̂iT + θ̂i. With the help of these sequences the
carrier tracking loop can be modeled as a digital single-input
single-output (SISO) system. It is important to note that ∆fi

and ∆φi can be interpreted as the average frequency error and
average phase error during the correlation interval respectively.

The phase estimation error is obtained from the angle of
the complex correlation. In the case of BPSK modulation the
phase error must be insensitive to the bit changes and a two
quadrant discriminator should be utilized. Then,

ei = tan−1

(
Qi

Ii

)
= [∆φi + nφi ]π (3)

where the notation [·]π indicates that its argument is kept
within the interval (−π

2 , π
2 ] by adding or subtracting π as

many times as needed. The noise term nφi has zero mean and
a complicated probability distribution in general. However, in
high C/N0 conditions it can be approximated by a Gaussian
distribution with zero mean and variance 1/(2TC/N0).

A. UFA Phase Discriminator

The Unambiguous Frequency Aided (UFA) algorithm uses
the frequency error information to correct the non-linearity of
a Phase Locked Loop (PLL), instead of adding a Frequency
Locked Loop (FLL) to cope with high dynamics. Thus, the
advantages of a frequency loop are added to the PLL obtaining
the same dynamic tolerance of an FLL but also avoiding
cycle slips during tracking [9]. The UFA phase discriminator
works correcting the ambiguous values of ei by adding or
subtracting an integer number of π. The correction is such
that the difference between successive values of the corrected
phase error ui is less than a quarter of a cycle in magnitude.
Then, the corrected phase error estimate, with starting value
u0 = e0, is

ui = ei − Iπ(ei − ui−1) (4)

where Iπ(x) = x − [x]π acts similarly to the integer part
function, but with steps at the multiples of π. Created in this
way, the sequence phase errors ui has unambiguous values
as long as the loop frequency error is lower than 1/(4T )
in magnitude, i.e., half of the Nyquist rate from uniform
sampling theory. Under this condition, the sequence ui allows
to measure the loop frequency error with a simple difference
of successive phase errors, giving to the UFA-PLL the same
extra-information that usually has an FLL but not a PLL. In
previous works we have also shown that the UFA-PLL has
the same noise resistance, and so the same tracking threshold,
that an equivalent FLL [10].
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Figure 1. Block diagram of the UFA-PLL model.

III. BIT ASYNCHRONOUS PHASE DISCRIMINATION

Assume the receiver is tracking a given satellite and it knows
when a data bit edge will occur during a correlation interval.
This requires that a bit synchronization stage has been com-
pleted previously. This is not a limitation since the required
signal strength for tracking at the high dynamics considered
in this work must be high enough to detect bit transitions. For
the same reason, multiple data-bits long correlation intervals
will not be considered. However, notice that the receiver will
not use bit transitions to synchronize the correlation intervals.
In our scheme, the receiver uses them to compute the code and
phase errors as described in the following and the correlation
intervals are dictated by the navigation task. Specifically,
assume for the i-th correlation interval of duration T the bit
edge will occur T1 seconds after the beginning and T2 seconds
before its end. Clearly, T1 + T2 = T . In that case, a coherent
correlation of T seconds will not be effective since the possible
change of phase will produce a signal cancelation. The worst
case when there is a bit reversal is T1 = T2 = T/2, where
a complete signal cancelation occurs. Therefore, the receiver
should compute two partial correlations, namely C1 and C2.
The corresponding phase errors, obtained as in (3), are

e1 = tan−1

(
Q1

I1

)
= [∆φ1 + nφ1 ]π (5)

e2 = tan−1

(
Q2

I2

)
= [∆φ2 + nφ2 ]π (6)

where ∆φ1 = ∆θi + π∆fiT1 and ∆φ2 = ∆θi + 2π∆fiT1 +
π∆fiT2 according to the assumed linear evolution of the phase
error. Leaving aside for a moment the nonlinearity of the
tan−1(·) function, we can think that these two phase errors
are partial averages and therefore they should be averaged to
obtain the desired phase error for the i-th correlation interval.
The weighted average of them according to the duration of
each correlation should be

ei =
T1

T
e1 +

T2

T
e2 ≈ ∆θi + π∆fiT + neq = ∆φi + neq (7)

with neq equal to the weighted average of nφ1 and nφ2 .
Under the Gaussian approximation for both noise terms, neq

has a Gaussian distribution with zero mean and variance
1/(2TC/N0). That is, the same variance as if the bit edge
was not present. Of course, if T1 or T2 are not long enough

the approximation is not valid, and we still have to deal with
the nonlinearity of the tan−1(·) function.

The issue about the nonlinearity is caused by the ambiguity
of the phase, indicated by the function [·]π . If this operation
acts after the weighted average we would obtain a result equiv-
alent to (3) for the correlation interval with a bit transition.
However, in (7) the [·]π function actually acted before the
average, and then (7) is not correct. Fortunately, the same idea
used to build the UFA algorithm can be applied here to test
the result and correct it when needed. The hypothesis is that
the frequency error is kept under 1/(4T ) in magnitude. Hence,
the signal part of a difference between the partial phase errors
in (5) must be bounded. Indeed, (5) can be written as

e1 = tan−1

(
Q1

I1

)
= ∆φ1 + nφ1 + k1π (8)

e2 = tan−1

(
Q2

I2

)
= ∆φ2 + nφ2 + k2π (9)

with k1, k2 ∈ Z. Then, different values of k1 and k2 will
produce a wrong result at the average (7). This situation has
to be detected, and a simple hypothesis test can be built. The
decision variable is

e1−e2 = ∆θ1−∆θ2 +nd +kdπ = π∆fiT +nd +kdπ (10)

where nd = nφ1−nφ2 and kd = k1−k2. Since |∆fiT | < 1/4
and nd is a zero mean symmetrically distributed noise term,
the optimum decision for the kd value is k̂d = Iπ(e1− e2)/π.
Notice that the possible values for kd are only three: -1, 0
and 1. Then, if k̂d = 0 no correction is needed and (7) can be
applied directly. If k̂d 6= 0 either e1 or e2 have to be corrected.
Which one is not important since the π ambiguity of the ei

value will be solved later by the UFA algorithm. For simplicity,
assume e2 is corrected when k̂d 6= 0. Then, the final expression
for the phase error is

ei =
T1

T
e1 +

T2

T
{e2 + Iπ(e1 − e2)} . (11)

The computational cost of the new scheme is only one more
phase error calculation each time a bit transition could be
present, plus the weighted average. The logic needed for the
last π ambiguity correction can be neglected compared with
the cost of angle calculations and multiplications. Naturally,
the idea of the weighted average for combining the discrim-
inated errors from partial correlations in the presence of a
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Figure 2. Phase estimation error during a step of 20g.

bit transition can be also applied for the case of code delay.
Significant changes of the code delay are not expected during a
correlation interval, and in the case of high dynamics the code
loop is aided by the carrier loop and then only the residual and
low code dynamics is tracked. Thus, the code delay error will
not evolve significantly during the two partial correlations, and
the significant effect will be only to reduce the noise to the
same level obtained with a correlation time T . In addition, the
delay discriminators are not ambiguous and then no further
corrections are needed to the average.

IV. APPLICATION TO A SCALAR CARRIER LOOP

In this section, the proposed bit-asynchronous scheme is
applied to a specific carrier tracking loop. We chose a digital
UFA-PLL as shown in Figure 1 whose filter coefficients are
C = 0.5, p1 = C = 0.5, p2 = 0.105, and p3 = 0.0123. For
the selected correlation time, T = 5ms, the resulting PLL has
an equivalent noise bandwidth BN = 75.6Hz. Notice that two
delays are included in the loop model. One of them is due
to the time spent in computation of the correlation. The other
delay appears because the estimated values used to compute
the correlations have to be known before the calculations
begin. That is, the value φ̂i is obtained with the loop filter
output of the (i − 1)-th correlation interval, which in turn
is calculated with the estimation errors of φ̂(i−2). The loop
filter is optimized for the tracking of acceleration steps, which
produces a quadratic ramp of phase at the loop input. These
demanding high dynamics scenarios can be found for example
in sounding rockets, at engine turn-on and turn-off. This loop
design has been implemented in experimental GPS receivers
[9]. According to the analysis made in [11] this design is
almost optimal for tracking steps of 20g, in the sense that for
a given C/N0 it approximately produces the smallest pull-out
probability.

In order to consider the effects of asynchronous bit tran-
sitions without increasing the simulation time excessively, a
time step of 1ms was selected. This implies a quantization of
the transition times to 5 possible values within a correlation
interval of T = 5ms. During each correlation interval, partial
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Figure 3. Frequency estimation error during a step of 20g.

1ms correlations are computed according to (1). Then, these
values are added to form the two partial correlations if
there is a bit transition, or a single correlation if not. The
phase estimate used for each middle instant of this period
is φ̂i = c(i−1), and the frequency estimate for this whole
5 ms period is f̂i = b(i−1) + a(i−1)/2. This frequency
estimate was chosen because, as can be seen in the following
simulations, it has zero stationary error for acceleration steps.
In the following, the influence of the synchronization of the
tracking loop with the data-bits in the quality of the navigation
measurements is analyzed first. This analysis shows that even
for a GNSS receiver with scalar tracking loops, the proposed
bit-asynchronous scheme is beneficial. The more important
results are given in the second subsection, where the pull-out
probabilities of the same loop, operating in a bit-synchronous
and in a bit-asynchronous mode are presented.

A. Effects on Phase Estimation Quality

The simulation of the phase evolution with a higher sam-
pling rate than the loop iteration allows us to quantify the
quality of phase measurements obtained from the tracking
loops. If the loop operates synchronously with the data bits, it
cannot be synchronous with the navigation process in general.
Therefore, the measurement instants can occur at any instant
during a correlation interval, not necessarily in the middle. As
an example, consider the phase estimation error produced by
the loop for an acceleration step of 20 g without noise, plotted
in Figure 2. Clearly, the phase error is not constant during
each correlation period. In fact, since the estimated carrier has
constant frequency for each period the loop fits the incoming
phase with a piecewise linear approximation. Hence, a residual
quadratic ramp of phase appears as an estimation error. Notice
that the level of error is lower if the relative location within the
correlation interval is close to the middle. The same situation is
found for the frequency estimation, plotted in Figure 3. Here,
the residual error is a linear ramp inside each interval.

As long as pull-out or cycle slips do not occur, the loop
response is linear and the noise effects can be analyzed
separately. As an example, the loop response to noise only
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Figure 4. Phase estimation error with C/N0 =48 dB/Hz.

with C/N0 = 48dB/Hz is plotted in Figure 4. In this case, the
resultant phase error seems to be lower if the relative location
within the correlation interval is close to the beginning. This
effect can be understood if we notice that in fact, the loop
calculates a carrier prediction for the following correlation
interval based on the available measurements. And as the
prediction time grows, so does the noise variance of this
prediction. Signal and noise results are summarized in Figure
5 where each contribution to the phase standard deviation is
plotted for the different relative location within the correlation
period. The signal parts correspond to the time average of a 1-
second run like that shown in Figure 2. The noise variance was
estimated with an average of 1000 runs of 1 second with only
Gaussian noise of variance 1

2TC/N0
as input, and discarding

the first 0.15 seconds to avoid the main part of the initial loop
transient. It is possible to verify that the standard deviation for
the loop output, i.e., at the middle point, is the same as that
obtained with the equivalent noise bandwidth of the loop and
the input noise variance. Indeed,

σ2
φ̂i

=
1

2TC/N0
× 2BNT =

BN

C/N0
(12)

The expression gives σφ̂i
= 1.98o when C/N0 = 48dB/Hz,

as seen in ordinates of Figure 5. In summary, the phase
estimation quality changes depending on the time when the
navigation measurement is taken during the correlation inter-
val. In the presented example better estimates are obtained if
the measurements are taken at the middle, and this can only
be done if the loop is synchronous with the navigation process
and therefore it is bit-asynchronous. In a bit-synchronous
loop, when the measurement instant is taken next to the
end of the correlation interval the increase in noise variance
is (3.78o/2.83o)2 ≈ 1.78, i.e., 78%. Another 1000 runs of
the same loop operating according to the bit-asynchronous
scheme, with the bit transition location chosen randomly at
each run, reveals that the noise output variance is almost not
affected, since its increase is less than 0.5% and when plotted
looks the same as in Figure 5.
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Figure 5. Phase estimation error within the correlation interval.

B. Effects on Tracking Threshold

In this section the non-linear performance of the proposed
bit-asynchronous scheme for different acceleration and signal
levels is determined by means of simulation. Main conse-
quences of this non-linear behavior are cycle slips and pull-
out events, i.e., to lose lock with the tracked signal. If a
cycle slip occurs, it will produce a loop transient that could
end with a pull-out event or not. This temporary loss of
phase lock can degrade the data bit demodulation, but as
long as the frequency error is low enough useful navigation
measurements can be generated. Actually, since the expression
(1) was used for the calculation of 1ms correlations used in the
simulations, a frequency error also produces a signal power
reduction due to the sinc(·) function factor. Therefore, the
adopted criterion to declare a pull-out was that the frequency
error exceeds 1/T = 200 Hz. In this situation, the signal
power is completely attenuated and then it can be considered
as a practically irrecoverable state. An error of less than 200
Hz is a critical situation but it could still be recoverable. For
each value of acceleration and C/N0, 100,000 runs of 1 second
(200 samples) were computed. Each run has an acceleration
step of the selected value at the beginning. Two UFA-PLLs
were simulated for comparison. One operates synchronously
with the data-bits whereas the other implements the proposed
scheme according to (11). Using the criteria mentioned above,
runs that presented a pull-out event were detected and the pull-
out probability (POP) estimated. Since the POP is computed
for 1 second of tracking it can be also interpreted as the inverse
of the mean-time to lose lock (MTLL) in seconds. The results
are presented in Figs. 6 and 7 where POP level curves have
been plotted for values of 0.1, 0.2 and so on. Defining the
tracking threshold when the POP reaches a level of 0.1, as is
usually done, it is interesting to note that the proposed scheme
exhibits practically the same threshold than the synchronous
loop. Actually, comparing Figs. 7 and 6 it can be clearly seen
that the difference between them is always less than 0.5 dB.
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Figure 6. POP of bit-asynchronous loop and its tracking threshold.

V. CONCLUSION AND FUTURE WORK

An efficient bit-asynchronous tracking loop scheme for high
performance real-time GNSS receivers has been presented. In
the proposed scheme, the loop operation is synchronous with
the navigation measurement generation process, rather than
with the data-bits. The effect of a possible bit-transition inside
the correlation interval is managed by the calculation of two
partial correlations. We devised how to build a phase error
discriminator based on these partial correlations and explained
it in detail. The application of the same procedure for code
delay error was briefly discussed. The proposed scheme was
applied to a UFA-PLL intended for high dynamic GNSS
receivers. We found that it produces an almost negligible
impact on tracking threshold (< 0.5 dB) and estimation
phase noise (< 0.5%). However, the measurement instants
of the tracked signals do not need to be extrapolated to a
common instant and therefore a significant improvement can
be obtained. An example was shown where a phase noise
variance increase of up to 78% can be avoided controlling
the measurement instant. Nevertheless, the new scheme main
contribution is for the implementation of vector tracking loops
in real time, since it will allow operating with a simultaneous
vector of measurements from the received satellite signals
obtained from correlations computed at a common time.

In terms of computational cost, there is some increase due
to the calculation of the partial correlations and ensuing error
discrimination. However, the operation of the different satellite
tracking loops with the same timing can reduce the processor
load depending on the adopted hardware/software architecture.
In this case, a correlation stage capable of computing the
two partial results for the same receiver estimates when
the possible transition location is fed as an extra parameter
could be very beneficial for a real-time implementation. The
authors are now working on that correlator architecture to
be implemented in FPGA, and in the vector tracking loop
formulation in real-time with this philosophy.
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