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Abstract—This paper focuses on extracting relevant informa-
tion from unstructured data, specifically analyzing text shared by
users on Twitter. The goal is to build a comprehensive knowledge
graph by extracting implicit personal information from tweets,
including interests, activities, events, family, health, relationships,
and professional information. The extracted information is used
to instantiate a Digital Twin and develop a personalized alert
system to protect users from threats, such as social engineering
or doxing. The paper evaluates the effectiveness of state-of-
the-art large language models, such as GPT-4, for extracting
relevant triples from tweets. The study also explores the notion of
Digital Twins in the context of cyber threats and presents related
work in information extraction. The approach includes data
collection, multi-label classification, relational triple extraction,
and evaluation of the results. The dataset used is from Twitter,
and the study analyzes the challenges posed by user-generated
data. The results show the accuracy of the extracted triples and
the personal characteristics that can be identified from tweets for
the development of the Digital Twin. The results contribute to the
ADRIAN research project, which focuses on machine learning-
based methods for detecting potential threats to people’s privacy.

Index Terms—Digital Twin; Data Privacy; Semantic Triple.

I. INTRODUCTION

Through almost every activity on the Web, users leave
footprints, both active and passive [1]. This includes obvi-
ous information, such as images, text, and video that users
knowingly upload, as well as information that is transmitted
without user intervention, such as the device’s IP address or
user agent. Moreover, information hidden in text and images
that are unknowingly posted is difficult for users to keep track
of. This has already been demonstrated in an impressive and
media-effective way, e.g., by the automatic identification of
vacation announcements and the extraction of hidden Global
Positioning System (GPS) image data from Twitter (aka “X”),
which could be used, for example, to scout vacant properties
for burglaries [2]] or to reveal the running routes of soldiers
on secret army bases, whose publication on sports portals
revealed the exact location of the military installations [3].
Even small amounts of information, when combined with other
information, can be a threat, as research has shown [4].
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In this paper, we focus on texts shared by users on Twitter
to extract relevant information from unstructured, noisy data.
According to [5]], over 500 million tweets are shared every
day for various reasons, such as expressing personal views,
sharing news, or discussing current events. Data analysis can
help extract both implicit and explicit personal information
[6]. For this reason, this study focuses on analyzing tweets
regarding personal interests, activities, events, family, health,
relationships, and professional information. The goal is to
construct a robust knowledge graph by retrieving information
from unstructured sources. The instantiation of the Digital
Twin (DT) is based on this graph. In this context, we plan
to develop a personalized early warning system that will be
centered around the DT. In case of excessive disclosure of
sensitive information, this system can notify users in On-
line Social Networks (OSNs). Providing early warnings of
potential threats, such as social engineering or doxing, can
mitigate risks to users. To address the challenge of informa-
tion extraction from tweets, we investigate the suitability of
current state-of-the-art Large Language Models (LLMs), such
as Generative Pretrained Transformer 4 (GPT-4), for extracting
significant triples in the form of subject, predicate, and object.
The purpose of this study is to evaluate the effectiveness of
LLMs for information extraction. The objective is to identify
significant triples from unstructured and minimally informative
Twitter data of varying lengths [7]].

All of these considerations are part of the research project
ADRIAN, which stands for “Authority-Dependent Risk Iden-
tification and Analysis in online Networks”. For this purpose,
we discuss related work in Section[[l and describe the dataset
and our approach in Section[lll] Subsequently, we present
our modeling strategies and results in Section[[V] Finally,
we discuss our findings (Section[V) and draw conclusions in
Section [VII

II. RELATED WORK

In this section, we discuss the notion of DTs in the context
of cyber threats and the related work on information extraction.
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A. Digital Twins in the Context of Cyber Threats

The term DT is ambiguous and finds application in vari-
ous research and practical domains, including medicine and
computer science [3]] [8] [9]. The advancement of artificial
intelligence has broadened the scope of this term, and in a
broader sense, DTs can be defined as computer-based models
or (physical and/or virtual) machines that simulate, emulate,
mirror, or act as a “twin” of a real-world entity, which could
be an object, a process or a human [§]. In our context, we
identify three distinct levels of integration for DTs, according
to [8]: (a) Digital Model, (b) Digital Shadow, and (c) Digital
Twin. A digital model is a basic virtual representation of a
physical object or system, without any automatic exchange
of information between the virtual and physical worlds. Any
changes to the physical object must be manually updated in
the digital model. In the future, a digital shadow builds on
this concept by enabling a unidirectional, automatic flow of
information from the physical to the virtual world. Sensors
capture information from the physical entity and transmit
signals to the virtual model. Finally, a complete DT exists
when bidirectional communication is established between the
virtual and physical environments, facilitating the automatic
exchange of information. This allows the DT to accurately
reflect the real-time state and evolution of its physical coun-
terpart. However, when considering socio-technical systems,
the dynamics change as these systems include both human
and machine components.

Therefore, it becomes relevant to explore the notion of a Hu-
man DT [10]. Despite its growing importance, a standardized
definition or understanding of this concept has not yet been
achieved [9] [[11] . The digital information available about in-
dividuals is often referred to as the Digital Footprint or Digital
Representation, with these terms often used interchangeably.
These terms refer to the data left behind by users on the
Internet, often unknowingly, without identifying or linking to
a specific individual. The concepts of Digital Footprint, Digital
Shadow, and Digital Twin can be distinguished on the basis of
several aspects: Identifiability, active or passive data collection,
individualized or aggregated evaluation, real-time or delayed
analysis, decision-making authority, and comprehensive rep-
resentation [10]. The Human DT aims to store and analyze
relevant characteristics of an individual in a given situation.
This may include demographic or physiological data, skill or
activity profiles, or health status [9] [10].

In the ADRIAN project, we define a DT as a digital
representation of a real person, instantiated using publicly
available information from the web [3] [12] . It is important
to note that a DT can never fully capture the complexity of a
real person, but rather reproduces specific characteristics that,
either alone or in combination with other characteristics, may
pose a threat to the individual [4].

B. Relational Triple Extraction

Relation Extraction (RE) is the identification of pairs of
entities and their relations, expressed as (HEAD, RELATION,
TAIL), from unstructured text. Traditional approaches to RE
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are divided into two separate tasks: Named Entity Recogni-
tion (NER) and Relationship Classification (RC) [13] [14].
However, this approach is prone to the problem of error
propagation. Therefore, recent studies have aimed to overcome
this problem by exploring common models for extracting
relational triples in an end-to-end manner [15]. For example,
one approach is the text generation technique, which treats
a triple as a series of tokens, and uses the encoder-decoder
architecture to generate triple components, similar to machine
translation [[16] [17].

Recent studies on text generation have highlighted In-
Context Learning (ICL) as an important feature of GPT-3.5,
GPT-4, and other transformer-based models [[18]] [19]]. Unlike
traditional machine learning models that require explicit and
task-specific training datasets, models with ICL capabilities
can learn and adapt to new tasks by using the context provided
during inference. For example, GPT-3.5 or GPT-4 achieve ICL
by providing a set of contextual examples at the beginning of
a prompt. These examples help guide the model’s responses.
As a result of this capability, these models can perform a wide
range of tasks without the need for task-specific fine-tuning,
resulting in highly flexible and adaptable models.

Xu et al. (2023) [[19]] explore the use of LLMs for few-
shot RE. The paper focuses on the approach of ICL, which
involves designing prompts of varying complexity to help
LLMs understand the task of RE. Two types of prompts
are used: (1) The text prompt contains only the essential
elements for requirements engineering. (2) The instruction
prompt includes a task-related instruction that describes the
requirements engineering task as well as the essential ele-
ments. The results indicate that instructions and schemes in
ICL are crucial for RE with LLMs. In general, the instruct
prompt model outperformed the text prompt model. According
to the study, the inclusion of task-related information, such as
instructions or schemes, is essential for effective ICL with
LLMs.

Wan et al. (2023) [[18] present GPT-RE, an innovative
method for Relational Extraction (RE) that utilizes the ICL
abilities of GPT-3. The method consists of two primary
components. The first component is entity-aware demonstra-
tion retrieval, which reconstructs the context by incorporating
information about the entity pair that is critical for RE.
The second component is inferential demonstration, which
enhances the demonstrations with inferences derived from
the ground truth relationship labels. This facilitates GPT-3 to
gain better understanding of the demonstrations and enhance
its performance. The study’s results indicate that GPT-RE
surpasses fine-tuning on three datasets, implying that GPT-
3 possesses the potential to perform outstandingly when the
retriever has prior task knowledge. It is observed that the
quality of demonstrations holds greater significance than their
quantity. Furthermore, demonstrations enriched with reasoning
present consistent improvement across all k-shot settings,
implying that GPT-3’s reasoning ability could be successfully
unlocked by employing reasoning based on ground truth
relational labels, thus enhancing ICL. The proposed GPT-RE
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method attains the highest scores in the SemEval 2010 and
SciERC datasets, exhibiting its efficacy in RE.

III. APPROACH AND DATASET

This section presents our approach (Fig.[T), which includes
(1) data collection, (2) multi-label classification, (3) relational
triple extraction, and (4) evaluation of the extraction. Selecting
an appropriate data source is the first step, and we chose
Twitter as our data source. Twitter contains a significant
amount of structured and unstructured data, making it a
suitable candidate for instantiating DTs and performing threat
analysis as part of the ADRIAN project. Twitter’s Application
Programming Interface (API) provides extensive and easily
accessible data, adding to its attractiveness as a data source.
Tweets, constrained by character limits, present a significant
challenge. Furthermore, hashtags, user mentions, URLs, and
emoticons in tweets generate substantial noise, making it
difficult to extract reliable information for meaningful insights
[7] [20]. In our data collection, we randomly selected 300 users
from our database to determine the frequency of tweets. Of
these selected users, 246 had posted tweets, with an average
frequency of 3,532 tweets (cf. Table [I).

TABLE I
DESCRIPTIVE STATISTICS OF THE TWITTER DATASET
Dataset Feature Count
No. of Users 246
Avg. Tweets/User 3,532
Median Tweets/User 546

Min. Tweets/User 1

Max. Tweets/User 80,689
Total Tweets 869,069
Top Languages EN, DE, FR, ES, TR
No. of Reply Tweets 274,504
No. with Attachments 106,997
No. with Geolocation 43,138
No. of Retweets 236,553

It should be noted that a user can have a very large number
of tweets, with our approach it is not possible to process
such a large number of tweets because the extraction with
GPT-4 consumes immense cost, and therefore in this work
we limit ourselves to a number of 5,000 tweets for the
extraction of the triples. Therefore, we use pre-filtering to
identify relevant tweets at the initial stage. For this purpose,
we chose the OffMyChest dataset [21]], since it is one of the
few available datasets with personal information. The dataset
classification varies from °‘little personal information’, which
includes basic author information, such as age, occupation,
or location, to information about family, interests, or hobbies.
Conversely, ‘much personal information’ consists of sensitive
data that has the potential to expose individuals, such as their
health conditions, physical attributes, behavior, or personal
experiences, as explicitly stated in the record description.
However, the dataset description does not distinguish between
these two categories of information. So, based on our re-
quirements, we annotated the information with the following
labels: Event, Family, Health, Interests, Personal Information,
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Relationships, and Work/School, as shown in Table We
use the annotated dataset to train the Cross-lingual Language
Model - Robustly Optimized BERT Pretraining Approach
(XLM-RoBERTa) [22] for multi-label classification. After
pre-filtering with this model, 50 tweets from 100 users are
randomly selected for relational triple extraction. To structure
the triples, we use properties from Schema.org [23]], as shown
in Table [

TABLE I
DEFINED CATEGORIES AND ASSOCIATED PROPERTIES
Category Properties
Event s:attendee
Family s:children, s:parent, s:sibling, s:spouse
Health s:diagnosis, s:drug, s:healthCondition
Interests s:interests

s:birthDate, s:birthPlace, s:email,
s:gender, s:location, s:nationality
s:colleague, s:knows
s:alumniOf, s:jobTitle,
s:workLocation, s:worksFor

Personal Information

Relationships
Work/School

All of the entities used are associated with Schema.org’s
Person class, and their structure enhances the clarity and
interpretability of the data. Furthermore, the targeted triples
can be directly integrated into our current applications. Thus,
the DT can be instantiated directly. The generated dataset can
be used to fine-tune available open-source models, such as
LLaMa-2 [24] for triple extraction.

IV. MODELING AND RESULTS

The modeling phase consists of two main tasks: (1) multi-
label classification and (2) few-shot prompt relational triple
extraction. The first task involves annotating data from the
OffMyChest dataset and then training an XLM-RoBERTa
model based on the annotated data. The second task focuses on
relational triple extraction, with core work including prompt
engineering with examples for the few-shot approach and
defining an output scheme.

A. Multi-Label Classification

We use XLM-RoBERTa, a multilingual language model, to
train the multi-label classification model. This model uses the
Masked Language Model (MLM) technique, like Bidirectional
Transformers for Language Understanding (BERT) [25]], but
was trained on monolingual content from 100 different lan-
guages [22]]. Our approach can be used in multiple languages
due to the multilingual capabilities of XLM-RoBERTa and
GPT-4. Our model is trained and evaluated on 1,803 annotated
sentences from the OffMyChest dataset. The dataset was
partitioned for training (80 %, 1,442 sentences) and evaluation
(20 %, 361 sentences). The Weights & Biases library [26] is
used to facilitate hyperparameter optimization and to monitor
the progress of the experiment. Optimal performance was
achieved on XLM-RoBERTa using a learning rate of Se-5,
over five training epochs, and with a training batch size of 16.
The evaluation results are shown in Table [[II}
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Fig. 1. Proposed approach for relational triple extraction

TABLE III
XLM-ROBERTA CLASSIFICATION RESULTS
Class Precision | Recall | Fi-score | Support
Event 0.7736 0.8542 0.8119 48
Family 0.8505 0.8349 0.8426 109
Health 0.7969 0.7846 0.7907 65
Interests 0.8333 0.6604 0.7368 53
Personal Information 0.7093 0.7871 0.7462 155
Relationships 0.7795 0.9000 0.8354 110
‘Work/School 0.7963 0.8600 0.8269 50

The results show the performance of the XLM-RoBERTa
model across different classes. The highest precision score is
observed in the “Family” class, while “Relationships” yields
the highest recall. Regarding the F;-score, the “Family” class
presents the highest value. On the contrary, the “Interests”
class has the lowest recall and F;-score, while the “Personal
Information” class has the lowest precision.

B. Few-Shot-Prompt Relational Triple Extraction

The prompt is designed to use the standard message and
function call feature to create a scheme with appropriate de-
scriptions. The prompt specifies that subject-predicate-object
triples must be extracted from the provided tweets. Each tweet
contains the author’s name and the message content. It is
important to note that the subject does not have to be the
author of the tweet; other subjects should be identified and
extracted. As recent studies have shown positive results with
ICL [18] [19], we will provide examples in the form of triples.

Designing an output scheme involves using the function call
feature of GPT-4. The function takes a scheme as input and
generates a corresponding JavaScript Object Notation (JSON)
object as its output. This JSON object can then be used
to interact with external APIs or databases. The scheme is
designed to extract subject-predicate-object triples from the
input data. The subject refers to the entity that performs an
action or the entity about which a statement is made. The
predicate describes either the action performed by the subject
or the state of the subject; a predefined set of values defines
this attribute (cf. Table [lI). The object represents either the
entity that is the subject of the action performed by the
subject or the entity that is in some way involved in the
action expressed by the predicate. Table illustrates an
instance of the expected output of the function, where each
row corresponds to a triple.
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TABLE IV
EXAMPLE OUTPUT FOR THE DEFINED SCHEME
Subject | Predicate Object
John s:worksFor | Microsoft
Mary s:location New York

The next step is to validate the results of the GPT-4 model.
For this task, we use the author, the tweets, and the extracted
triples. To validate the results, we use LabelStudio [27] to
annotate the correctness of the extracted subject, predicate,
and object. A total of 1,288 triples were extracted from 5,000
tweets using GPT-4. The evaluation score is calculated based
on the accuracy of each extracted property (cf. Table [V).

TABLE V
RESULTS FOR THE GPT-4 TRIPLE EXTRACTION
Predicate Class Subject | Predicate | Object | Support
s:alumniOf 1.0000 0.6897 | 0.8966 30
s:attendee 0.9760 0.9162 | 0.9401 167
s:birthDate 1.0000 0.8235 | 0.8824 17
s:birthPlace 1.0000 0.5000 | 1.0000 2
s:children 1.0000 1.0000 | 1.0000 9
s:colleague 1.0000 0.9605 | 0.9605 76
s:diagnosis 1.0000 0.6923 | 0.9231 14
s:email 1.0000 0.6667 | 1.0000 3
s:healthCondition 0.9091 0.8636 | 0.9545 22
s:interests 0.9942 0.9796 | 0.9650 352
s:jobTitle 0.9800 0.7800 | 0.8400 101
s:knows 1.0000 0.9643 | 1.0000 29
s:location 0.9908 0.9495 | 0.9312 219
s:nationality 1.0000 1.0000 | 0.8333 6
s:parent 0.9516 0.9032 | 0.9355 63
s:sibling 1.0000 0.8696 | 0.9565 23
s:spouse 1.0000 0.9000 | 0.9000 10
s:workLocation 1.0000 0.8889 | 0.8889 18
s:worksFor 0.9840 0.8560 | 0.8960 127
Micro Avg. 0.9866 09142 | 09331 | X 1,288
Macro Avg. 0.9887 0.8528 | 0.9318 | X 1,288
Weighted Avg. 0.9867 09142 | 09332 | X 1,288

The high accuracy for the subject should be taken with
caution, as it mostly concerns the tweeter. The model performs
well in extracting predicates and objects from the given tweets.
The model achieves average accuracies of 0.9142 (micro),
0.8528 (macro), and 0.9142 (weighted) for predicates, and
0.9331 (micro), 0.9318 (macro), and 0.9332 (weighted) for
objects. Predicates with low counts, such as “s:birthPlace”,
“s:children”, and “s:nationality”, are underrepresented and
require more data for a reliable measure of model performance.
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V. DISCUSSION

The multi-label classification gave satisfactory results for all
categories except “Interests”. It is reasonable to hypothesize
that the ambiguity associated with this particular class may
be due to the broad and diverse nature of interests, covering a
variety of areas, such as hobbies, occupations, artistic pursuits,
sports, and other domains. The wide range may make it
difficult to achieve accurate and consistent classifications.
Intent classification could serve as an additional approach to
pre-selecting tweets. Understanding the intent behind a tweet
is as important as identifying its topic. Determining whether
the user is self-disclosing, sharing information, or commenting
on others is critical. Such insights can lead to a nuanced
interpretation of the tweet’s content and context, helping to
develop more accurate classification strategies. Our method is
effective in quickly extracting triples that can be transformed
into a graphical representation (Fig. [2).

14 July 1990

["soccer”,
"trading",
"cooking"]

s:birthDate

siinterests

Patricia
Foster

twitter.com/
celina968

s:birthDate

s:worksFor
s:interests
s:birthPlace

HairDesign ["traveling”,

"fitness"]

Fig. 2. An example of a knowledge graph constructed from extracted triples

The knowledge graph visually represents the relationships
between extracted entities, providing a structured format that
facilitates interpretation and analysis of the data. The nodes
represent entities, while the edges represent the relationships
between them, allowing the interconnectedness and hierarchi-
cal relationships of the extracted information to be explored.

However, the approach is not flawless due to the significant
variance in the data, which requires normalization. Although
the subject and predicate require minimal normalization, the
object requires a different method due to the high variance
during extraction. A common problem is the extraction of
multiple individuals, usually seen with the target predicates
“s:colleague” and “s:knows”. Moreover, the existence of Twit-
ter handles is a common problem that needs to be solved.
Locations, represented by flags or abbreviations, are also
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extracted and need to be processed. Job titles sometimes
include the company name, as in the case of “CTO of
OpenAl”. Although normalization in this particular case is
straightforward, finding a solution for the following examples
is much more challenging. It is necessary to analyze how to
handle cases where there is no precise data, but statements
like “Father of 3 children” or “Photo of my dad and me ...”
that do not contain information about a specific person, but
still have relevant information when combining the extracted
information. This data should be considered as it may help to
find additional family-related information in subsequent tweets
or to enrich the dataset with information from the photo. For
example, some information was labeled as “s:interest”, but
to better reflect its purpose, it could be categorized using
additional predicates, such as “s:searchAction” or “s:skills”.
This would be useful if a user was searching for an employee
or writing a tweet about specific skills. Furthermore, the
“s:email” category seems too narrow in scope, and replacing it
with “s:contactPoint” would allow for the inclusion of contact
information from OSNs, such as LinkedIn links.

Closed LLMs, such as GPT-4 should be viewed critically
in research, as they are not open, require payment, and lack
transparency. In addition, they are not always robust, and
their APIs are often unreliable and inaccessible. Therefore,
open-source LLMs should be considered as an alternative.
Open-source models offer transparency, flexibility, and com-
munity collaboration, allowing for review and improvement
by a wider range of researchers. They are often more robust
and adaptable, making them a preferable choice for research
efforts. Reducing reliance on closed and expensive LLMs and
encouraging the use of open-source alternatives is crucial to
promoting openness, transparency, and progress in language
modeling research. Of course, this requires that the necessary
computing power (e.g., graphics cards) be made available. To
be fair, this also comes at a cost, but it reduces dependency
and increases transparency.

VI. CONCLUSION

Finally, this paper addressed the challenge of extracting rel-
evant information from unstructured data, specifically tweets.
The study demonstrated the potential of LLMs, such as GPT-
4, to extract triples and build a comprehensive knowledge
graph. By instantiating a DT and developing a personalized
early warning system, the study aimed to protect users from
potential threats arising from the disclosure of sensitive infor-
mation. The results of the study demonstrate the effectiveness
of the XLM-RoBERTa model in multi-label classification and
provide insights into the personal characteristics expressed
in tweets. In addition, the few-shot prompt relational triple
extraction approach demonstrates the potential of GPT-4 to
extract structured information from unstructured data. The
designed prompts and output scheme enable the identifi-
cation and representation of subject-predicate-object triples,
contributing to the construction of a knowledge graph.

These modeling and extraction techniques lay the founda-
tion for further advances in the field. With the availability
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of powerful tools and frameworks, there is an opportunity to
train custom LLMs tailored to specific domains or datasets.
This opens up new possibilities for improved accuracy and
domain-specific insights in information extraction tasks. Look-
ing ahead, training custom LLMs has several advantages. First,
it allows for better adaptation to specific domains and datasets,
leading to improved extraction accuracy and relevance. Cus-
tom LLMs can be fine-tuned for specialized datasets, includ-
ing those containing personal information, thereby improving
the performance and applicability of the extraction process.
Moreover, training custom LLMs enables greater control over
privacy and data security. By using in-house models, organi-
zations can ensure that sensitive information remains within
their infrastructure, reducing the risk of data breaches or
unauthorized access. This approach addresses the growing
concern about privacy and the need to protect personal data in
today’s digital landscape. In addition, custom LLMs provide
the opportunity for continuous learning and refinement. By
training models on evolving datasets and incorporating feed-
back from user interactions, the accuracy and performance
of the extraction process can be continually improved. This
adaptability is essential to keep pace with emerging trends,
language variations, and evolving threats in online platforms.

In summary, training custom LLMs brings several benefits,
including improved extraction accuracy, enhanced privacy and
data security, and the potential for continuous learning and
refinement. These benefits open up new avenues for research
and development in the field of information extraction, pro-
viding valuable insights and actionable intelligence to mitigate
threats and protect users in online environments.
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