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Abstract—This paper considers a project scheduling problem
under uncertainty, which belongs to a class of muhbjective
problems of complex systems control whose decisi@gearch
time grows exponentially depending on the problemichension.
In this paper, we propose a multiagent genetic optiisation
method based on evolutionary and multiagent modetig by
implementing different decision searching strategi® including
a simulation module and numerical methods applicatin. The
comparative analysis of the scheduling methods hafiown that
the proposed method supports all features that mighoe useful
in effective decision searching of the stochasticclseduling
problem. The proposed multiagent genetic optimisatin
method, the MS Project resource reallocation methqdand a
heuristic simulation method were compared whilst adressing
a real-world deterministic scheduling problem. The
comparison has shown: firstly, the unsuitability ofthe MS
Project planning method for solving the formulatedproblem;
and secondly, both the advantage of the multiagengenetic
optimisation method in terms of economic effect and
disadvantage in terms of performance. Experimentatesults in
conditions of uncertainty demonstrate the ffectiveness of the
proposed method. Some techniques to reduce the ingiaof the
method’s disadvantage are proposed in the conclusipas well
as the aims of future work.
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l. INTRODUCTION

scheduling problem, for example, industrial and jgmb
companies, shopping centres, hospitals, and caftecse

There are several types of scheduling problem dépgn
on the application sphere: operations calendampign[2]—
[6], assignment of limited resources to a set sksd7]-[9],
and the travelling salesman problem [10].

Classical scheduling problem-solving methods have a

number of disadvantages. Thus, the use of comlriahto
methods and mathematical programming is associaitd
internal difficulties because the model of systewcpsses is
nonlinear, non-convex, and non-differentiable [11h
addition, these methods are applied poorly to j@mbsl with
dynamically changing constraints. Simulation takeg
account the dynamic nature of the problem, butdeada
random search process, which does not guarantémabpt
decision finding. The use of genetic optimisatidioves the
shortcomings of the previous methods to be overcdde
The application of genetic optimisation to the skhimg
problem with defined constraints is widely conséatein the
literature [2]-[10].

In the real world, the scheduling problem is comegdo
the uncertainty of environment behaviour and isoahastic
version of the classical scheduling problem. It aarolve
many sources of uncertainty: activity duration, eneable
resource availability, resource consumption, angt aof
activity [11]-[16]. Mainly non-structural (paramigly
uncertainty is introduced into the basic deterntinis
scheduling problem by researchers [17]. The desigthe
optimal (efficient) calendar work plan taking irdocount the

This paper is an improved and expanded versiomef t stru_ctura_l uncer_tainty associated with the insartid new
ICCGI 2013 conference paper "Multiagent GeneticPTOJECtS is a topical task. . .
Optimisation to Solve the Project Scheduling ProtiIg1]. This paper focuses on the project scheduling proble

The paper extends the scheduling method proposddein Under —conditions of ~structural uncertainty by using
original paper by taking into account environment€volutionary computation [18], simulation, and nuite
uncertainty removal with the help of the integratiof ~Methods of uncertainty removal [19]. The remainofethe
numerical methods, simulation, multiagent, and evmhary ~ PaPer IS organised as fOHOW.S' Section I P“_’V_'Om
modelling. A comparison of the new method and égst CVErVieW of the related vyorks in the field of detaristic
scheduling methods is conducted in this paper. nd stochastic scheduling. Section Il formulatdse t

application of the new method to a real schedufirgplem ~ deterministic  project scheduling —problem ~with time
is described. constraint. Section IV introduces the genetic athor based
The scheduling problem is one of the key problemtae ~ ©N @n annealing simulation and novelty search.i@eot
management of organisational and technical systemgescribes a dynamic model of multiagent resource
Inefficient scheduling can lead to financial lossgsality of ~ cOnversion processes that has been selected astemsy
service losses, and loss of competitiveness focdmepany. ormalisation model. Section VI presents the aliponi for
Companies with various different scopes are facid the ~ (he multiagent genetic optimisation program basadtie
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integration of evolutionary computation and muléag
simulation. Section VII introduces the multiagergngtic
optimisation method under uncertainty. Section tésents
the algorithm of the multiagent genetic optimisat@rogram
under uncertainty based on the

evolutionary computation, multiagent
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evaluate the objective function. The integration of
evolutionary modelling and simulation can limit trendom
search space and enhance heuristic optimisatiotakigg
into account the dynamically changing constraintstha

integration of thescheduling problem.
simulation, dan

The reviewed studies do not consider subcontracted

numerical optimisation methods. Section IX preseats workforce optimisation, while this problem is vergal to
comparative analysis of the existing methods and thdevelopers and even to mass production enterpriges.

proposed method of solving the deterministic andtsistic

optimisation problem of the subcontracted workforice

scheduling problem. Section X evaluates the pralctic connected to scheduling subcontractors in ordengdrimise

implementation of the multiagent genetic optimizati
program to solve a real-world scheduling problerothb
deterministic and stochastic. Section XI concluithés paper
and explores future work.

Il.  RELATED WORK

the utilisation of the company’'s own resources. the
literature, a problem regarding the appropriatec&n of
subcontractors using artificial intelligence metbodvas
studied by Chen et al. [20]. A subcontract optirtiisa
technique based on a simulation and heuristics deen
suggested by Aksyonov and Antonova [21]. The ctrren

In general, the deterministic scheduling problem igarticle considers new subcontract optimisationnéepkes for

connected to the problem of seeking an operatiegaece
that satisfies the constraints and optimises thgectite
functions. Renewable resources (such as staff wipegnt)

a deterministic scheduling problem with the use ofenetic
algorithm.
An unexpected external

influence may result in

are usually considered when studying the schedulingeterministic schedules becoming more expensive and
problem. For certain tasks (for example, productioonger than expected, or even becoming unfeasibny

planning) nonrenewable resources should be detechifift].

researches in previous years have been dedicatsuiviog

In the various scheduling problem studies differenthe stochastic scheduling problem. They have aedlys

constraint sets are considered, depending on twfisptask.
Four constraint types were identified in [4]: resmy
precedence, physical layout, and information cairss.
The time constraint type should be added to the dfs
constraint types when analysing workflow inside rajgct
development company. Time limitation is associatéth
having a time frame for the operations start date.

different non-structural (parametric) sources ofertainty,
such as the examination of renewable resource adiiéiy
and resource consumption by He and Wan [12] anddbke
of activity by Chen and Zhang [16] and Xu and Fgg. A
stochastic activity duration analysis was appligdall the
authors [11]-[16].

There are three groups of methods for solving the

Al constraints, except precedence ones, have beegiochastic scheduling problem: predictive, proagtiand

studied by Brezuliani et al. [7]. Precedence ansbuece
constraints were considered by Okada et al. [2n&k [3],

Abdel-Khalek et al. [5], and Dhingra and Chandn& [8

Resource and information constraints were studietdng
and Wu [9]. Resource, precedence, and time conttraere
considered by Karova et al. [6]. A study of schedylvith a
resource constraint to determine a public transparte was
presented by Osaba et al. [10].

The optimisation objects are different in the sbgdi
reviewed. The classical objective function of warkitime
(makespan) minimization was considered by Sriptaed
Dawood [4], Osaba et al. [10], He and Wan [12], thand
Chen [13], Csebfalvi [14], and Artigues et al. [19]he
objective function of constraints violation
minimization has been considered by Karova et@lahd
Yang and Wu [9]. Both mentioned objective functiavere
considered by Okada et al. [2], Brezuliani et &I, [and
Dhingra and Chandna [8]. The objective function neft
present value of discounted cash flow maximizatieas
considered by Chen and Zhang [16].

penalty

reactive methods [17]. Predictive methods ignore
uncertainty, so the predictive schedules can leg tater the
budget, or even become infeasible. Proactive metterd
intended to construct a predictive schedule thitpgrform
well under a wide variety of external situationssaRBtive
methods are intended for online scheduling atithe of job
execution, incorporating up-to-date information, dan
changing the schedule when disruptions take pf22e [
Proactive methods are the most popular in reseamhe
the stochastic scheduling problem. The main idea of
proactive methods is to distinguish the two dedcisio
searching stages: the stage of the uncertaintyvainand the
stage of the deterministic problem solving. Thedirorder
of the stages is used in most of the researchesfdllowing
techniques of uncertainty removal are considered by
different authors: two-stage algorithm based onncha
constrained programming by He and Wan [12], 99-oash
by Zhang and Chen [13], heuristic algorithm withbidden
sets and forward-backward list scheduling by Cdebffid],
and Monte-Carlo simulation by Chen and Zhang [T6ie

There are different ways of conducting an objective’eéverse order of the stages was used by Artiguet £25].

function evaluation: analytical methods, simulatiartificial
neural networks, fuzzy systems, and component rtiogel
Analytical methods are the most widely used; theamback
of this approach is the lack of analysis of the aiyit
behaviour of complex systems. This drawback is awee
by using the simulation model of Osaba et al. [10]

In this research, first, the initial schedule isrid by solving
the deterministic equivalent of the stochastic b
obtained by replacing the uncertain parameters withir
average values. Second, the schedule is modifiédseyting
buffer times into the schedule to discourage the paijay
of schedule disruptions.
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3
The reviewed studies do not consider the structural . .. _[1, if operation ,]) is executed at the moment t
uncertainty associated with the insertion of neujamts into ~ ~civel:1:1) _{o, otherwise
the schedule, while this problem is real in smatid a RD(tw): resources from departmentdemanded to
medium-sized enterprises. The current article cimsia fyjfil the active operations at the tinie
new proactive scheduling method under structural P on
uncertainty with the use of a genetic algorithrmugation, RD(t,w) =Y > [Activef, j,t) (SLOG, j, )]
: i=1 j=1
and numerical methods. VF({tw): amount of free workforce of departmemt
lll.  DETERMINISTIC PROBLEM STATEMENT at the timet.
Let us consider the deterministic problem of prbjec VF(t,W):{SLW_RD(th' it RD(tw)<SL,
scheduling aimed at the calendar planning of ojmersit Al (0, otherwise
project operations have to be carried out in coatinn with Vsdi,j):  volume of subcontracted workforces on
a set of time constraints. The set of time constsais OPerationij).
defined through negotiations with customers. In ¢hse of Problem description:
the organisation’s own lack of resources, subcotech
resources have to be involved to meet the timetaints. e : :
The objective functions of the considered problee &) OR :ZZ(SS(I, ) Wee, ) - min: 1)
subcontract cost minimization and 2) minimizatidntatal =
downtime of own resources. The second objectivetion is
associated with the fixed labour costs in the mtoje Ty
companies. If the salaries are fixed then downtinalso ZZVF(LW)
paid, which is not profitable for the company. OF. = 10wl . min. 2
For the project scheduling problem considered is th 2 TV
study, the following assumptions have been made:
1. A single project consists of a number of operations
with a known processing time, early and late states, TBG, ) O[ES(, )):LSG, j)] Oi,Oj 3
labour input, and labour cost.
resorces (oum or Subcontracted wordorces), - Objective functon (1) rinimises the total subcaciing
3. Nonrenewable resources are not considered. cost. Objective functlon.(Z) minimises the totamme of
4. Operations cannot be interrupted. own re_soufces. Constraint (3) maintains the tiramé of the
5. Subcontractors can be involved in performing pért Ooperat|0ns start,
the operation. _ _ IV.  GENETIC ALGORITHM BASED ONANNEALING
6. Su.bcontr.actors can be interrupted and the operation SIMULATION AND NOVELTY SEARCH
can continue with the use of the company’s ownuess in ) ) ) )
the event of the reappearance of its own availasieurces. The genetic algorithm (GA) is one of the evolutigna
7. Subcontractors are available every day on request @PProaches that can be used to solve complex system
unlimited quantities. management problems in a short time [18]. The tieeienof
Let us describe the problem of project portfolio the GA application mcjudes the following st_epssae}ectlng
scheduling with the use of the following designasio the method of encoding the problem decision (phem®)t
Indices into a chromosome (genotype); 2) definition of the
i projectindexj =1, 2, ...,P. evaluation method of the chromosome fitness functfeF);
j: operation index,= 1, 2, ...,0p. 3) the ‘genetic operator’s description; and .{1) 'ghﬂuai
w. department indexy =1, 2, ...,V. population generation and GA work. The modificatedrthe
t  timeindext=0,1,2,..T. GA on the basis of an annealing simulation and itpve
Decision variables: search is considered in the article in order toaechk the
TB(,j): set of start dates of operations. quality of the decisions on the scheduling problem.
Initial parameters: A. Chromosome Encoding

ESij): early start date of the operatiag)(

LSi,): last start date of the operatiag)(

Sl number of persons in the department

SLAi,j,w):amount of workforce (persons) needed in

departmentv to fulfil the operationi(j).

SSijj): operation i(j) subcontracting cost per day.
Parameters obtained in the decision-making process:

Active(i,j,t): a sign of the operation,j) execution at

There are various techniques for decision encoding
presented in the literature: operations sequena®dang
[3][6][10], operations precedence encoding [2]ERerations
start dates encoding [5][7], and encoding of reseur
assignment for the operation [7]-[9]. We used theoding
of the shifting of the operation start dates beeatlss
technique supports time constraints, is not redafdad is
simple to implement.

The GA chromosome encodes the operations’ stagsdat
shifting from the initial work plan to the right ¢eft on the

timet.
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time axis via binary code (0/1). The shift rangéns weeks environment. The fithess of thieth chromosome to the
on either side of the initial operation start daléhe environment is evaluated by the fitness functibf;,
chromosome size is‘i5 genes, where is the number of i=1...N.

analysed operations, 5 is the number of genes detxde Let us define the chromosome crossing probability
encode a single operation shifting (4 genes todméb= 16  matrices on the basis of the proposed strategitslaws:
shifting days and 1 gene to encode the shiftingation).

B. Genetic Algorithm Modification Poss = (p29)" oss__ Wi ()

0ss ~\Mij  Jiz1j=1" pPcc =

The concept of a novelty is a major GA concept.sThi 0P -
concept is connected with the emergence of newezieam 7l
and interactions in the environment during evolutidwo
novelty types are distinguished in [23]: &pmbinatorial
novelty, when the new species emerge by combining the N
existing species; and jreative novelty,when the new PMSS_(piMSS)izl’ plss = FF . ©)
species are not reproducible by a combination efstiecies. ' Z FE
The validity of the fundamental feasibility of theecond '
novelty type is still open.

Let us consider the case of a combinatorial novelty In formulas (7) and (8) the matrices’ cells ardeéll by
search as an adaptation mean in an open system. Peobability values in accordance with the rouldae [18].
implement this approach we modify a simple GA byln the case of the OSS strategy, the weight of the
introducing the concept of "decision originality"s &a  chromosome originality serves as a measure of asome
measure of the decision fitness to the environmentamportance. In the case of the MSS strategy, the
conditions [23]. The decision-chromosome’s origiyaln ~ chromosome FF serves as a measure of chromosome
the population is determined via the numericalimportance.
transformation of the Hamming distance matrix. An annealing simulation algorithm (ASA) [25] is

Let us define the Hamming distance matrix as faflow  intended to implement the proposed chromosome iogss

strategies during the GA work. This algorithm isséxéh on
H = (h' )N o, (4)  the analogy of the metal annealing process, wheshilts in
isLj= the appearance of new metal properties. The teahnigr
) _ ) _ ASA and GA integration is proposed below.
whereh; is the Hamming distance between tkb andj-th Step 1. Set the annealing simulation algorithm
chromosomes Gh and Ch), equal to the number of parameters: the initial value of the parametethe value of

positions, at which the corresponding gene values athe parametera, which controls the rate of annealing
different in chromosome€h andCh; N is the number of temperature decreases® < 1.

chromosomes. ) . S Step 2. Set the GA parameters: the number of
We associate the matrkt with the matrix of originality  generationd; the chromosome size the likelihood of the
weightsW defined as follows: genetic operators being applied. Set the numbethef
current populatioiZ: Z = 1. Generate the initial population.

W = (Wij )i“ilj_l, (5) Step 3. Apply the genetic operators to the current

populationZ with a probability that depends on the value of

. . . parametet,. Increase the number of the current population
wherew; is the weight of the corresponding value of the,_ >, ¢ Change the value of paramed25]:
Hamming distance determined as a quadratic function ' |

increasing in the range from 1 as elemenky; is changed

in the range of 0 ta: La=ttalt. 9)
R-1 6 Step 4. Check the conditionZ > K. If the condition is
W = JL E{/E +1 ©) satisfied then go to Step 5, otherwise return &p St

Step 5. Stop.
The probability of the genetic operator's applioatiis

Wh_efﬁ L fishthehchromosom_e iize, arilis the maximum  gefined on the basis of the annealing simulatioorifer to
weight of the chromosome in the par> 0. . reflect the operator's dynamic nature.
The two strategies of chromosome crossing have been

described using the concept of originality. Thetfstrategy C. Crossover Operator

—the originality search strategy (OSE}] — focuses on the The probability of selecting the first and secormdents
combinatorial search for the new decisions in theutetion  from the current populatioZ for the crossover operator
by crossing chromosomes that have different engsdifhe  (cO) is described below. The probability of selegtithe
second strategy the maximum search strategy (M$B] - first parent has to take into account both randefecsion
focusgs on the targeted search for the best chmmesby gng targeted selection based on the MSS stratégyTk@
crossing chromosomes that are the most adaptedeto tpropability of random selection should be reducedthe

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



population’s evolution, and the probability of thdSS
strategy should be increased. This fact is reftecte the
probability of selecting the first parehtin the populatiorZ:

PZ(CO) = % EEl— ex;{—tlJJ + plss [ex;{_tlj . (10)

The probability of selecting the second parenttbaake
into account the OSS and MSS strategies. The pildipai
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accumulate knowledge of the problem domain. Thélpro
of the model selection for business process fosatitin was
addressed by the authors in [26]. The following eisdor
supporting agent representation of business presessre
considered: Gaia model, Bugaichenko’s model, Masiots
model, simulation model of intelligent agents iation
(SMIAI), resource-activity-operation model (RAO),nca
multiagent resource conversion processes model ®JRC
The comparison showed that the MRCP model haatlest
functionality in area of business process formébsa it

the OSS applying (7) should be reduced during théncludes a hybrid agent model (intelligent and tiead, a

population’s evolution, and the probability of thdSS
applying (8) should be increased. This circumstaige
reflected in the probability formula for selectittie second
parentj for the first parentin populationZ:

P?(CO) = p** EEl— ex;{— tlJJ +p}'ss EEX;{ - tlJ - (11)

D. Mutation and Inversion Operators
The applied probability of the mutation operatordMn

model of a resource converter and a queue systEwjray
the analyst to examine the dynamic features of gaees
[26].

Let us consider the basic principles of the MRCRIeho

The MRCP model [27] was developed on the basis of
resource conversion process (RCP) model [28] atatdets
the modelling of business processes and decisioposufor
management and control processes. A key conceptieof
RCP model is a resource converter consisting ofitinp
launch condition, conversion module, control bloend
output.

The launch condition, once it becomes true, endbles

populationZ is described below. This formula has to takeconversion process to take place based on the cftaput

into account the probability reducing during evimntin
order to save genetic material [24]:

P, (MO) = P,(MO) cﬁl-ex;{_tlﬁ ,

(12)

resources, control commands, available conversiols,tand
other external environment events. Conversion besomes
known right before the start of the conversion pexas a
function of the control commands and active resesirc
limitation.

The MRCP model may be considered as an extension of
the basic RCP model, adding the functionality adretg. The

where Py(MO) is the initial value of the mutation operator main objects of the discrete multiagent RCP arerafons

applied probability.

(Op), resources Re3, control commandsU), conversion

The applied probability of the inversion operator i devices Kech, processes RR), sources %endey and

population Z is described by analogy with the mutation resource

operator applied probability.

E. Fitness Function

The following fitness function considers both oljee
functions (1) and (2) described in Section llI:

OF Init

Init
FF =, EGOFl AF1)+Q)2 2 OFz) ~ max: (13)

where w;, @, are weight coefficientsm+w,=1; OF,™
OF, are objective function initial values obtaineddxpert
evaluation of the operation start date.

receivers Rgceive), junctions {unction),
parametersR), agents Agenj}, and coalitions ). Process
parameters are set by the object characteristinstifun.
Relations between the resources and conversiorcalewe
set by the link objectRelation). The agents and coalitions’
existence assumes availability of the situatioBgu@tior)
and decisions (action plaripécision.

The MRCP model has a hierarchical structure, ddfine
high-level integration system graphs. Agents cdnthe
RCP objects. Every agent includes a unique modeh of
decision maker. The agent (software or hardwariygris
defined as an autonomous artificial being with \ectand
motivated behaviour, capable of interacting withhest

Used FF is described with the use of the linea@PjeCts within a given virtual environment. With egy

convolution of normalised heterogeneous criterjeatid (2).

V.  THE DYNAMIC MODEL OF MULTIAGENT RESOURCE
CONVERSION PROCESSEGVIRCP)

The processes of the project's work execution hawe
formalised via a simulation model in order to ewdduthe
objective function values. The use of multiagergrapch at
the stage of business process model formalisasiaaused
by the presence of decision makers in the systémir t
behaviour is motivated, they cooperate with eatierptand

system tick the agent performs the following operst [27]:
environment (current system state) analysis, st@gnosis,
knowledge base access (knowledge base [KB] andhalsea
[DB] interaction), and decision-making. Thus, thmdtions
of analysis, situation structuring and abstractias,well as
the control commands generation of the resourceersion
process are performed by agents.

Consequently, coalition is generated after the nurab
several agents. Figure 1 shows an exampl€;ofoalition
formation after the union &; andA; agents.
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Msgc1 a2 Eﬁg
Msgaz,c1

Figure 1. Interaction and coalition formation.

Agent coalition has the following structure:
C= <Na.me {Al,...,Am}, G(j, KB(}, M_ln, M_Out SPC
Control_O>,

whereNameis coalition name; A,..., Ay} is a collection of
agents forming a coalitioni- is coalition goal;KB. is
coalition knowledge basél In is a collection of incoming
messagedyl_Outis a collection of outgoing messag&&C
is a collection of behaviour scenarios acceptabithinv
coalition; Control_Ois a collection of controlled objects of
the resource conversion process.

The simulation algorithm of the agent-containingdeio
comprises the following main stages: system
determination, agent and coalition actions proogs¢state
diagnosis, control commands generation), conversibes
gueue generation, conversion rules execution, @edation
memory state (i.e.,
modification. The simulator makes use of the expgstem
unit for diagnosis of situations and generationcohtrol
commands.

Agent Definition Language (RADL) in the form &fhen-
If-Then [29].

Generally, in the case of any situation correspugndo
the agent’s activity, the agent tries to find aisiea (action
scenario) in the knowledge base or work it out lfitse
according to the existing behaviour rules, makeeision,
controls goals' achievement, delegates the goals tavn or
another agent's RCP objects, and exchanges messilges
others.

The MRCP model was chosen to evaluate the
chromosome FF value (13). The decision variablésimput

timeparameters described in Section Il are fed in riedel

input. The parameters obtained in the decision-ngpki
process are the model output. In the MRCP modeluse
agents to implement the resource allocation algoriaind

resources and mechanism valuesse simulation to perform the operation’s executidhe

resource allocation algorithm is described in [@8¢ allows
executors of operations to be appointed in accaalavith
the assumptions made in Section Ill.

Each agent possesses its knowledge base, set Isf goa

needed for the behaviour configuration setting, pridrity
that defines agent order in control gaining queue.

The following agent behaviour rules structure wasdu
in the resource conversion processes subject area:

Name <Rule Namg

If <Message Conditions RCP Conditions G_Ag
Conditions

Then <G_Ag Changes Message Actions Private
Actions>,

VI.  MULTIAGENT GENETIC OPTIMISATION PROGRAM

One of the software development problems when
addressing the implementation of the proposed sdimgd
method is the choice of modelling tool. The modeiltool
should support the RCP, multiagent, and expert isbde
description and have built-in, object-oriented depment
tools in order the additional tool functions to developed
by the systems analyst (programmer).

where Message Conditionare message-related conditions;A: Comparative Analysis of Modelling Systems
RCP Conditionsare resource conversion process-related Let us consider the following modelling systems:

conditions; G_Ag Conditionsare goal-related conditions;

simulation modelling tools PlantSimulation (P) [3@hd

G_Ag Changesre agent current goals modifying actions;Simio (S) [31], particularly real-time expert systés2 (G)

Message Actiongre message generation actioRsivate

[32], multiagent simulation systems AnylLogic (A)3]3

Actionsare converters and resource-related actions {gctiv RepastJ (R) [34], MagentA (M) [35], and BPsim (BpB].

plan), targeting the achievement of set goals.

The results of the comparative analysis of thesdstare

The MRCP agent behaviour rules have been developgatesented in Table .

on the basis of the special-purpose object-orieRteticular
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TABLE I. ANALYSIS OF THE MODELLING TOOLS
Comparison criteria [Pl s]G] Al R[M] B
RCP modelling availability
Subject area conceptual mode
h ) ) o) o) O L] [ )
design
RCP description language ° . ° ° . . °
Hierarchical process model ° ° ° ° o o .
Use of natural language for
- o o ] O O O o
model definition
Multiagent modelling availability
“Agent” element o ° 0 ° ° . °
Agents behaviour models o . o ° . . °
Agent’s knowledge base
o o o) o) o) L] [ )
support

Message exchange language | o o o ° ° ° .

Other modelling techniques availability
Simulation modelling o o ° ° o o °
Expert modelling o o . o o o °
Situational modelling o o ° o o o °
Evolution modelling o o o o o o o
Object-oriented approach
Use of UML language o o o o ° o °

Object-oriented programming | e . . . ° o °

Wizard technology for agent

. [} [} o o O o [ ]
design

Object-oriented simulation o o ° ° o o .

Subject area conceptual mode
and object-oriented simulation| o o o o o o °
integration

As we can see, all the current systems lack thpatipf
some features that might be useful for effectivautation.
For example, the problem domain conceptual modsigde
and agent-based implementation approach is limitdsb,
some systems, e.g., AnyLogic and G2, require usehsve
several programming skills. So, for a non-prograngmiser
there is no system that can offer a convenientrggemn of a
multiagent resource conversion process. Again, Ayt
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So, the BPsim agent may have a hybrid nature, and i
contains two components:

» Intelligent (agent is described via a decisioarsk

diagram defined on the UML sequence diagram).

» Reactive (agent is described via production rules

and/or frame-based expert system).

Two main agent architecture classes are distingdish
[38]:

1. Deliberative agent architecture based on artificial
intelligence principles and methods, i.e., knowktgsed
systems.

2. Reactive architecture based on a system reaction to
external environment events.

The currently existing architectures cannot berdefias
purely behavioural or purely knowledge-based, ang a
designed architecture is hybrid, offering featumdsboth
types.

Multiagent resource conversion process architecture
which is implemented in the BPsim, is based on the
InteRRaP architecture [39], as the most appropf@tehe
problem domain.

In accordance with InteRRaP architecture’s common
concept, the BPsim agent model is representeduiniévels
(Figure 2).

1. The subsystem of cooperation with other agents
corresponds to the following MRCP elements: cormrsrt
resources, tools, parameters, and goals. The dabsysf
cooperation performs the following actions: geresaasks,
transfers messages between agents, processes agent
commands (performs resource conversion), and alters
current state of the external environment (trassf#tiuation
S into stateS,.,).

2. The external environment interface and reactive
behaviour components are implemented in the fornarof
agent rules base and inference machine (simulation

and G2 make use of high-level programming languageygorithm).

which results in these products being highly fuorzail.

Not all of the systems support the evolutionary etlirth
methods. Only the BPsim system includes wizardrteldyy
for agent design and tools for the integrationref subject
area conceptual model and object-oriented simulais a
result of the comparison of modelling systems, Bfsim
system was selected as the basis for the propobedding

3. The reactive subsystem performs the following
actions: receives tasks from the external enviraripgaces
tasks in a goal stack, collates the goal stackcoomance
with the adopted goal ranging strategy, selectspagoal
from the stack, and searches in the knowledge bfskee
appropriate rule is located, the subsystem transi@ntrol to
the corresponding resource converter from the eater

method implementation because the system suppbets tenyironment. Otherwise, the subsystem queries doal |
development and integration of the intelligent agen pjanning subsystem.

(wizards) with the object-oriented simulation usiray
common database.

B. BPsim Agent Architecture
The BPsim system consists of the following subsyste

Dlanni b
/a;

Y
Logical output
from strategic

External environment interface

Reactive subsy

Inner behaviour
(Activity diagram)

knowledge base
(Decision search
diagram)

External environment
convertors, agents, resources)
tools, parameters, goals)

ogical output from tactica
knowledge base

LAV

BPsim.MAS dynamic situations modelling system and
BPsim.MSN technical and economic development system
[26]. BPsim.MAS supports the MRCP model (including
reactive agents) description via graphical notatdnthe

resource conversion processes. BPsSim.MSN ensures th
development of the decision search information rietdgy
(intelligent agent) based on the UML sequence diagr
[36] and Transact-SQL database management langg@pe

A

Direct output;

Simulation model

A

Strategic knowledge
base
(frames)

Tactical
knowledge base
(productions)

Subsystem of cooperation with other agents

Figure 2. BPsim agent hybrid architecture.
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BPsim.MAS
\i D
Environment Access tactical Local planning
analysis knowledge base component access
( BPsim.MSN)

Locate decision with
maximum estimation

Message conversion into

goals and tactical

knowledge base rules

Decision search in
Place goals into stack

Diagnosed
situations count

Any messages from
external environment?

>=1
Environment model
generation

Transfer of control to

external environment

strategical knowledge base

Any messages
from planning
component?

No

Decision located?

Tactical knowledge
base update

Rearrange goals,
according to priorities

A Goals and action rules for

Select first goal Performing actions tactical knowle_dge base
from stack generation

Message
generation and sending

End

Figure 3. Hybrid BPsim agent activity algorithm.

4. The local planning subsystem’s purpose is to searcplan, and places the first rule of the selected [tdio the
effectively for decisions in complex situationsg(e.when reactive goals stack.
goal achievement requires several steps or sewengd of The problem of the implementation of the BPsim.MAS
goal achievement are available). The local planninggnd BPsim.MSN systems integration is solved by
component is built on a frame-based expert systEhe implementing the communication between BPsim agents
frame concept and conceptual graph-based approsech aising a single database.

utilised for knowledge formalisation. The communication between BPsim agents is
5. The scheme presented on Figure 3 shows thenplemented in different ways on the different lsve

interaction of separate units during agent activitighin 1. The message exchange between reactive agents within

BPsim.MAS and BPsim.MSN. the dynamic model MRCP is implemented by the treissa

The problem domain conceptual model and agenfmessages) introduction into the process modeltgnthe
knowledge base design are based on the UML claggain  description of the message processing rules inatfent's
extension. Semantically, this notion may be intetgn as the model.
definition of the full decision search graph, camizg all the 2. The message exchange between reactive and
available ways of goal achievement (pre-define@perts). intelligent agents within the dynamic model (MRCB)
The current knowledge base inference machine isnplemented via applying the clipboard messagetaating
implemented in the decision search diagram, baseth® common variables used in BPsim.MAS and BPsim.MSN
UML sequence diagram. Each decision representgganta systems.
activity plan. Each plan consists of a set of ruiesn a 3. The message exchange between BPsim agents and
reactive knowledge base. Based on the locatedidecihe external systems (in cases when the interactioveégssary
current agent plan is updated. Examination of wdlilable  to transmit not only data but also knowledge) iplemented
options contained in the knowledge base generategyant by applying the communication protocols. As an riatéon
plans library. standard, the Foundation for Intelligent PhysicajeAts

If an agent, when processing a task or messag&/edce (FIPA) standard has been selected because it has th
from the external environment, is unable to loctte following advantages: highest reliability, ontology
appropriate rule in its knowledge base (e.g., salrmoption  description availability, problem area complianaad easy
from several ones), the reactive behaviour componernmplementation. The Agent Communication Language
queries the plans library, indicating goal (i.ask to execute, (ACL) message type, supported in the FIPA stanff&y is
or external environment state to bring into). THanping  used in the message exchange between BPsim agentsea
subsystem searches the plans library, selects pno@ate  environment.
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C. Multiagent Genetic Optimisation Program

Development

International Journal on Advances in Software, vol 7 no 1 & 2, year 2014, http.//www.iariajournals.org/software/

2. The availability of the hybrid multiagent system
architecture, which allows complex scheduling medelbe

; ; enti built consisting of two interacting elements: 1§ tthynamic
The multiagent genetic optimisation (MGO) prograas h - e
been developed on the basis of the BPsim.MAS anfdel MRCP and 2) the genetic optimisation model
BPsim.MSN systems. The MGO program is intended tdntegded for.cqntrollf)frrpodel MRCP %arlamet.ers. P and
solve the problem of simulation and evolution méidgl - Desr::_rlptllon of the system models using MRCP an
integration. The genetic optimisation informati@shnology graphical notation.

(IT) has been designed on the basis of BPsim.M$H, is 4. The evolutionary and simulation models' integration
intended to aid GA setting and GA execution. ' ' via wizard technology for users without programmakgls.

The algorithm for the interaction between the denis 5. The modified genetic algorithm implementation ie th

maker and MGO program during the decision-making?€Netic optimisation model. ,
process is shown in Figure 4. The MRCP model isnidéd 6. Support for the development of the user's own vadys

to conduct the chromosome’s FF evaluation by cagrgiut ~ SO!Ving the scheduling problem by the use of a fiedliGA
an experiment with the model. The decoded chromesonfffough the decision's phenotype encoding desoripising
phenotype (operations calendar planning) is feo ie  |'ansact SQL query language and decision seargfiaiies

model input. The FF evaluation in accordance wit8) (s Pased on the UML (only for user-programmers).

obtained in the model output. Agents in the MRCRiehare The MGO program is intended to decide the schegulin
used to allocate the renewable resources (both amech problem under certainty. Let us consider the modifon of

subcontracted). The decision maker carries ouptbblem 1€ MGO method in order to solve the schedulinglemo

statement and solution choice among the solutimtaied ~ UNder uncertainty.
by the use of the MGO program. VII
The MGO program has a number of advantages (key ' UNDER UNCERTAINTY
strengths) compared to existing evolutionary scliegu ) _ ) ) )
optimisation software [3][5][9][10]: The project scheduling process is a tlme-consur!as_lag
1. The integration of simulation, expert, multiagent,that is complicated by the incompleteness of thiain
conceptual, and evolutionary approaches in ordeteride information, the reduction of decision-making timend

the scheduling optimisation problem. increased requirements for the experience and espeayf
decision makers (DM). The incompleteness of initial

information is related to the uncertainty of theuafion in
which the decision should operate.

Two different types of uncertainty are allocated18]:
the uncertainty of the environment state and thetiva
partner" uncertainty, reflecting the behaviour bé tother
decision makers. Accounting for the "active partner
uncertainty leads to the problem statement in anfl
situations; methods for solving such problems aresicered
by the theory of games [19].

THEMGOU METHOD OFPROJECTSCHEDULING

Information technology of

MRCP model the genetic optimisation

Decision maker
Optimisation start

Problem
description

Adjustable
parameters and

Multiagent simulation F:jole|at{0nt§lze
model development etermination
Genetic operators
choosing

GA stopping

criterion description

A. Problem Statement Under Uncertainty

We considered the scheduling problem under the
environment's behaviour uncertainty. We associatieel
environment's behaviour uncertainty in the project
scheduling with the lack of information on the nenkand
size of additional projects that may arise durimg planning
period. The statement of the problem given in $8ectil
takes the following form:

Initial population
forming

Launch the simulation
model with the
adjustable parameters
that are equal to
phenotype

Next chromosome <5
choosing

Chromosome’s
phenotype decoding

Chromosome’s
fitness function
evaluation

Better decision ‘

choosing y ={OF,(#(x 2)), OF,(&( % 2))} - max,x0 X,z0OZ,y0Y (14)
and adjustment Genetic operators where X = {x;,....X,} is a set of the alternative schedules;

applying to the
h " current population
changed?

Next population

Figure 4. Interaction between the decision maker and MGO rarag

Z={z,...,z¢ is a set of the environment statg#(x,2) is a
transformation function of the alternative schedulat the
environment state in some resultsQF;,0OF, are objective

. . — =1.s .
functions of the problem considered;={ Yiticin is @ set
of the decisions evaluation (matrix of decisions).

Are the input data
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Each element of the matrix (14) is a collection of 2
estimates of the alternative outcome for environmental
conditionz.
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criterion, Savage criterion, and Hurwitz criteriomith
coefficients equal to 0. The neutral criteria aBayes-
Laplace criterion, Bernoulli criterion, and Hurwitziterion

We denoted the set of the probabilities that thewith coefficients equal to 0.5.

environment will be in the stat&@sas follows:P={p,...,ps},

All the mentioned criteria are used for uncertainty

Zp = 1. The vectorP can be unknown for the selected removal in the scheduling method described below.

environmental stated
The main difficulty in solving the problem (14) the

function ¢ definition, since this function should considee th

cumulative system behaviour statistics, dynamictesys
processes, and DM behaviour scenario that it isaiways
possible to represent analytically for real manag@m
problems. The use of multiagent simulation allows t
imposed requirements of the transformation funcido be
taken into account. The MRCP model is used forsistem
processes' formalisation and representation offuhetion

#(x,2).

There are various methods of multi-criteria decisio

making that reduce the multi-criteria problem te #ingle-
criterion problem [19].

In the main criterion method, one of the functidss
selected as the objective function. This functiestlreflects
the purpose of the decision making from the useoist of
view. Such a transition is not always equivalentthe
original problem.

The linear convolution method allows the criteri@ttor
to be replaced by a scalar via a linear combinatioall the
weighted criteria functions. It is a requiremenéattiall the
functions’ values should be presented on a nuniesicde.

The maximin convolution method is focused on thesivo
case and chooses the optimality criterion, whiaiesponds
to the smallest value of all the criteria. The dismntage of
this method is its focus on the worst criteria.

B. Multiagent Genetic Optimisation Method Under
Uncertainty

The multiagent genetic optimisation method under
uncertainty (MGOU method) integrates simulationnegje
algorithms, and numerical methods. The MGOU method
includes the following steps.

Step 1. Definition of the input information: a) sef of
the environment state and sét®f the probabilities that the
environment is in the certain state; b) the funcowith the
use of MRCP model. The alternative work scheduknd
environment state are fed into the model input. TheF,;
andOF, evaluations are obtained in the model output.

Step 2. Formation of a set of alternative schedeshat
include the efficient (optimal) solution of the ptem (1-3)
under conditions of certainty. At this step the M@®@thod
is used to find the chromosome population (settefrzative
work schedules) including the efficient (optimatjigion of
the problem (1-3).

Step 3. Formation of the matrix of decisioné for the
problem (14) via conducting's experiments with the MRCP
model withn alternatives from the sé¢ ands alternatives
from the setZ. The matrix of decision¥ for the problem
(14) is presented in Table II.

Step 4. Replacement of the optimality criterion vector
{OF;,0F;} of the problem (14) on the scalar value. The
replacement can be performed using known numerical

In the presence of knowledge about the decisionemak methods, such as the linear convolution as in ftanfii3).

preferences, the criteria coefficients can be deterd using
the Saaty method [41]. The main object of the Sasthod

is a triangular matrixS of pairwise comparisons, each

element of which is interpreted as the superigatjo of the
one criterion over the other. Coefficients of siguéy can
be selected by the user from a fixed Saaty scalkehér, the
matrix Sis transformed to the new mati®, for which the
maximum eigenvalue
equations system. The weighted coefficients veofothe
individual criteria significance is an eigenvectof the

is determined through a linear

The statement of the problem (14) after the stieffigment
takes the form:

y= F(x2) - max,yOY,xO X,zOZ, (15)
whereF(x,2) is the function of implementing an alternative
in environment stateto decision evaluation
Step 5. Reduction of the problem under uncertainty (15)

to the deterministic problem using numerical fuoies J.
There are several numerical functions, dependingthen

matrix S' corresponding to the maximum eigenvalue of thgmowledge of probabilities vectdt and the strategy used for
matrix S’. The Saaty method's disadvantages are the needdgs uncertainty removal: the Bayes-Laplace criterio

solve linear systems of equations and the quadratignathematical

expectation criterion), Wald critario

dependence of the pairwise comparison's numberhen t (criterion of the guaranteed result, maximin ciitey,

criteria and number of alternatives [41].

The linear convolution method was selected to redhe
considered multi-criteria scheduling problem to #iegle-
criterion problem using normalisation of the ciidewith
respect to the reference values (13).

Reduction of the problem under uncertainty (14the
deterministic problem implies the application ofrmerical
criteria. These criteria reflect the optimistic/piesistic
perspective of the decision maker on the procgd$3sThe
optimistic criterion is the Hurwitz criterion withthe
coefficient equal to 1. The pessimistic criterige:aWWald

Savage criterion (criterion of minimum regret), Beulli
criterion (principle of insufficient grounds), andurwitz
criterion (criterion of pessimism-optimism) [19].

TABLE II. MATRIX OF DECISIONS FOR THEMULTI-CRITERIA

PROBLEM UNDER UNCERTAINTY

Z
X1 | OFy(¢(X1,22)), OF(d(X1,21))

Zs
OF(0(X1,2)), OR($(X1,25))

%o | OF(0(x022)). OF(0 () OF(0(%er22). OO (23
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Let us consider the description of selected nurakric
functions of uncertainty removal.
The Bayes-Laplace criterion is applied with knowged

of probabilitiesP and characterises the "average income'

when making an alternative work schedu[@9]:
- S
Je () = F(x2) = Zl: p OF(x2) - max: (16)

where the line on top of the symbol denotes théemastical
expectation. The decision of the problem (16) Wil an
alternative work schedube.: i* = arg(maxg,(X)).

The Wald criterion characterises the best solufiwrihe
most unfavourable situation [19]:

=mi ) . 17
IV(X) min F(x2) - max 17)

This formula is valid if the functiofr(x,2) characterises
the "income". Otherwise, the maximin criterion
transformed into a minimax criterion.

The Savage criterion characterises the best solutien
comparing the worst losses. The losses emerge thiees is
preference of others for one alternatixe at a fixed
environment state [19]:

is

- in - 18
TDaXxF(xj,zi) XJ)*'}}'{‘ (18)

JqgX) = n;Daz{

The Bernoulli
considering equiprobable external environment esvgr]:

I(x) =< F(xz) - max- (19)

S
i=1

nlr

The disadvantage of this criterion is that the wvkm
distribution law of the magnitud® is replaced by the
uniform distribution law.

The Hurwitz criterion characterises the solutiom fo
given propensity DM to pessimism or optimism [19]:

= - i N , 20
Ih(¥) =a max F(x2z) + (=) [min F(x2) - max (20)

where ¢ is the indicator of pessimism or optimism.af= 0
the case of extreme pessimism comes aboatzifl the case
of extreme optimism comes about.

VIIl. MULTIAGENT GENETIC OPTIMISATION PROGRAM

UNDER UNCERTAINTY

The program for multiagent genetic optimisation end
uncertainty (MGOU program) has been developed @n th
basis of an MGO program, BPsim.MAS dynamic situsio
modelling system and BPsim.MSN technical and ecanom
development system. The
uncertainty removal has been designed on the hafsis
BPsim.MSN.

criterion characterises decisions by
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The algorithm for the interaction between the denis
maker and MGOU program during the decision-making
process under uncertainty is shown in Figure 5. déwsion
maker carries out the problem statement, definitérihe
different environment condition, and alternative rkvo
scheduling set formed with the help of the genetic
optimisation IT.

The uncertainty removing IT is intended to aid risk
assessment under the uncertainty behaviour of the
environment. The MRCP model is intended to condhbet
experiments according to the plan for differentueal of
work scheduling and project size (environment ctioal).

The MGOU program has a number of advantages (key
strengths) compared to existing scheduling optiticiea
under uncertainty software [11]-[13][15]-[17], aslias the
advantages of the MGO program that have already bee
described in the Section VI:

1. The integration of simulation and evolutionary
approaches with numerical decision support methtmds
decide the optimisation problem of scheduling under
uncertainty.

2. Consideration and removal
structural environmental uncertainty.

3. The availability of uncertainty removal via wizard
technology for users without programming skills.

of parametric and

Multiagent resource
Decision maker conversion processes Information _technolog)_l of
model (with genetic the uncertainty removing
optimisation IT)
Optimisation start
Problem description
Definition of the sets of
the environment state S| | Multiagent simulation
and sets of the model development
probabilities P
MGO method
performing. Forming a
set of alternative
schedules X
Forming an experiments
plan for sets Xand Z
Conducting the current
experiment
Evaluation schedule
xfor state zvia
objective functions
OF;and OF;
Replacement of the
., Yes objective functions
vector at scalar
quantity
No
Choosing the following Uncertainty removing
experiment
‘ Better decision choosing ‘
(Optimisation end Evalu.at'lon of th?.fo.und
decision sensitivity

information technology for

Figure 5. Interaction between the decision maker and MGOjar.

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Software, vol 7 no 1 & 2, year 2014, http.//www.iariajournals.org/software/

IX. COMPARATIVE ANALYSIS OF THEPROJECT
SCHEDULING METHODS

Let us consider the following project scheduling
path method (CPM) and program

methods: critical
evaluation and review technique (PERT), branch tamehd
method (B&B), genetic algorithms, Xu and Feng's hodt

12
The MGOU method integrates the simulation,
multiagent, and evolutionary modelling and numédrica

methods in order to solve the project schedulingblem
under uncertainty.

The following comparison criteria were distinguidhe
application of renewable and nonrenewable resources

Osaba's method, and the MGOU method. A comparion (?ptlmlsanon of subcontracting volume in order &cikase

the selected methods is presented in Table III.

The CPM and PERT methods allow the reserves of timg

for the execution of certain works to be determifie€][42].
CPM assumes the deterministic duration of actiwiteend
PERT incorporates uncertainty into activity duratio

The branch and bound method uses the evaluation

upper and lower bounds to cut a set of solutioagemoval
of the subsets containing no optimal solutions. Tpeer
bound is obtained using heuristics, while the loweund
can be found using mathematical programming [17{&2.

Genetic algorithms are used to find the optimaksdcite
via the evolution of populations of schedules \tiite help of
genetic operators [2]-[10][18]. The optimal solatioan be
found in GA by considering not only the one impnment
decision but many improvement decisions.

Xu and Feng’s method is intended to optimise ptojec

scheduling with uncertain activity durations andivaty
costs [11]. First, fuzzy random parameters aresfoamed
into fuzzy variables that are subsequently defukaigng an
expected value operator with an optimistic-pesgimiadex.
Second, the deterministic problem is solved with ke of a
hybrid particle swarm optimisation algorithm.

The Osaba’s method is intended to solve the dynami

travelling salesman problem with the use of intemia
simulation and genetic algorithms [10]. Simulatisused to
reflect the dynamic nature of the system processes
objective function.

TABLE lII. ANALYSIS OF THE SCHEDULING METHODS
Comparison CPM, Xu/Feng | Osaba | MGOU
criteria ‘ PERT ‘ B&B ‘GA ‘ meth. meth. ‘ meth.

Problem statement

Scheduling ° ° ° ° . .
Renewable

[ ) [ ) L] L] [ ) [ )
resources
Nonrenewable

) o O L] O [ )
resources
Subcontract

.. . o O O o O L)
optimisation
Methods for solving the deterministic problem

Simulation o o o o . .
Multiagent

H ) O O ) o) [ )
modelling
Optimisation
methods: e/o e/o ole ole ole ole
exact/heuristic

Uncertainty consideration
Parametric
uncertainty
\(;vilé?r:ibution e/o olo olo ole olo e/o
law/fuzzy
logic
Structural

. o O O o O L)

uncertainty

he project costs; application of simulation in enrdto
dequately formalise the nonlinear, non-convex, aad-
ifferentiable system processes model; applicatioh
multiagent model in order to reflect the decisiomkers
model; application of exact and heuristic optimtsat
Sri;ethods in order to conduct the optimisation expenit for
optimal solution finding; consideration of the urtaty
with different description in order to reflect umpexcted
external influences on the schedule.

As we can see from the table, all methods except th
MGOU method lack the support of some featurestiight
be useful in effective decision searching of thkesling
problem. For example, subcontract optimisation épxc
CPM and PERT), agent-based approach implementatiwh,
structural uncertainty evaluation are limited. At
disadvantage of the four most popular schedulinghotks
(CPM, PERT, B&B, GA) are lack of nonrenewable reseu
consumption (including the resource life cycle dipsion),
lack of simulation that helps to analyse the dymragyistem
processes of the resources allocation, and lackcértainty
consideration (except PERT). The Xu and Feng's odeth
considers nonrenewable resource consumption and
anertainty with fuzzy logic, but does not use dation and
multiagent models to optimise subcontracted worke T
Osaba's method includes simulation but does nosiden
uncertainty.

The full potential of scheduling under uncertaingy
implemented in the MGOU method. The disadvantagbef
method is its lack of fuzzy uncertainty description

X.  EXPERIMENTAL RESULTS

The application of the MGO and MGOU programs to
solve the project scheduling problem is presentedhis
section. Let us consider a company, Telesystemsgchwh
consists of project, manufacturing, and supply depants.
The goal is the minimization of the company departts'
total downtime and the total cost of the subcomtrarcthis
section we consider the application of the MGO métto
both the project scheduling problem without undetyaand
to the project scheduling problem under uncertainty

A. Experimental Results for the Deterministic Problem

A detailed statement of the considered probleniisrg
in [21]. The MRCP model has been developed to evalu
the chromosome FF (13). The MRCP model implemeérgs t
resource allocation model, which satisfies the mggions
determined in Section lll. The model adequacy hesnb
proven in [21] through the evaluation of 5 projecthie
following input information has been used in thedwslo 1)
number of projects — 10 with 35 operations; 2) timerval
—T =430 days (1 year and 3 months); and 3) time hniite
early and late start of the operations is deterchibg the
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shift in the provisional operational start dates2byweeks to is shown in Figure 6.b. The problem solution inesthe
the right or left along the time axis. maximization of the GA fitness function and minimion of

The following GA parameters have been determined irsubcontract cost.
the course of the genetic optimisation IT work: the At the initial stage of the modified GA (change tbg
population size — 10 chromosomes; the chromosoree-si generations 1-5) the search of the original deassio
175 genes (5 genes to encode the 35 project omesgtihe  predominates and leads to the FF value variatioasch
following genetic operators — reproduction basedatette, does not always ensure the achievement of theHsegalues
five-point crossover with probabilities determinbgl (10) compared with the simple GA. However, the searchlte
and (11), five-point mutation with an initial prdiiity equal  are the basis of the targeted search for an extremmuthe
to 10% and dynamic probability determined by (12)later stages of GA (change of the generations 6+i&)
inversion with initial probability equal to 5%; adthm leads to the higher quality of the solution fouar the
stopping criterion — a change of 10 populationsidoem  problem considered, the decision found with the afsthe
initial population; and following the ASA parameteralues modified GA leads to the subcontract cost of 35ai88les,
of t;p=1,0=0.9,K=10. which is 14% below the subcontract cost obtainedising

A comparison of the application of simple GA andsimple GA (41050 rubles). The best decision is &g in
modified GA was performed. For a better comparisoth  the ninth population.
algorithms proceeded from one initial populationheT The project scheduling problem for the Telesystems
dependencies of the chromosome FF and the schgdulicompany has also been solved by use of the MS@® 2087
problem objective function values from the popwlati resources reallocation method and heuristic-sinmiatHS)
number were obtained as a result of genetic opdiiois  method described in [21]. MS Project 2007 provides
using the developed MGO program. The change in thepportunity for resource reallocation (with smoat)i in
minimum value of the objective function (1) duriggnetic order to avoid exceeding the own renewable ressurce
optimisation via simple and modified GA is showrFigure  availability. The percentage utilisation of the matturing
6.a. The change in the maximum value of the fitfiesstion  department for the initial work plan for the Tels®ms
(13) during genetic optimisation via simple and ified GA  company is shown in Figure 7 by means of MS Project

Minimum value of the total subcontract cost, rubles Maximum value of the fitness function
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Population mimber Population number

!

(=1 —_ 2 W

Average value of the total subcontract cost, rubles Average value of the fitness function

370 000 T— 5
330 000 =——~ 4 .
290 000 ——— - / B
250 000 N ;
210 000 N 2
170 000 : e .
130 000 R s _ .

90 000 =N U

50000 T T T T T T T T 1 0 T T T T T T T T T ]

o 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
Population number Population number

Figure 6. Dependencies of the fitness function and objedtinetion values from the population number whenlygpg simple GA (solid line) and
modified GA (dotted line).
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Based on the analysis of the results it was coedutat

- the MGO method is more effective than the HS metimod
addressing the project scheduling problem in temhs
economic effect. The total subcontract cost of pheject
portfolio has been reduced by 30% and the totalntiove of
- the manufacturing department has been reduced38y for
_ a six month period using the MGO method compareitheo
HS method. The total subcontract cost has beerceedoy 7
times using the MGO method compared with the initiark
plan. Applying the genetic optimisation based ore th
simulation and evolutionary modelling integrationhances
the efficiency of the decision making by takingoirgtccount
nthe dynamic resource allocation model in the sitita
model and the fulfilment of the direct search ie ttecision
space by the GA. The economic effect of applyirgMGO
program to solve the scheduling problem for thee$gdtems
company will be 430000 rubles per year, which ist@ger

shown in the figure by the dark shading of thepsgiabove than the economic effect of the use of the HS it
the horizontal line at the 100% utilisation levélhe solve the same problem. .
application of the MS Project resource reallocatioethod Let us compare the HS and MGO methods in terms of
has allowed the total subcontract cost to be retitweero; Performance by measuring CPU time. The CPU timettfer
that is, the objective functions (1) and (2) haseched their 1S Methodlysy consists of the sum of the HS IT runtime

optimal values. But the time constraints (3) hae¢ lbeen Thsir and the model MRCP runtim&yrce The sum is
satisfied by the use of this method. In this wéye MS multiplied by the number of experimeigeaiions cCONducted

Project resource reallocation method is not comele during the HS technology work. Thanks to the fduatt
suitable for the scheduling problem. Ths<<Twrcp We can neglect the terffysr and defineTysy
The HS method is based on the analysis of the MRCBME as followsThsu= Xiterationd Tmrer .
model output parameters. In the HS method, theitg The CPU time for the MGO methdidco consists of the
steps are performed [21]: 1) modelling the resaialysis of ~SUmM Of the genetic optimisation IT runtirfigo;r and model
the subcontract cost and company resources ttliga) MRCP runtime Tyrcp which is multiplied by the
search for bottlenecks associated with operatioasrequire  chromosome numbeN. The sum is multiplied by the
high costs of subcontracting; 3) shifting the stdates of 9€neration numbek. Thanks to the fact thdlcor<<Twrcp
operations to the period determined by HS inforamti W€ can neglect the termigor and defineTyco time as
technology; and 4) transferring the adjusted maatethe ~ follows: Tyco= KMNTyrce , _
experiment stage and experiment results evaluation. For the real-world scheduling problem the following
Histograms of the objective functions (1) and (2)Parameter values were usefrions= 3, K= 10, N=10.In

obtained by the MGO and HS methods are shown inregy this case, the HS method is more desirable i_n teoins
8.a and 8.b compared with the initial work planeTtotal ~ Performance and consumes 33 times less CPU tinnethiea

subcontract cost and total downtime of the manufag ~MGO method. This is connected to the use of thelsition
department has been consistently reduced by thefus& Mmodel in the GA for fitness function evaluation, igh is

and MGO methods. All time constraints have beeisfad. performedKM times. The CPU time of the MGO method is
equal to 30 minutes.

Figure 7. Percentage utilisation of the manufacturing depantrfior
initial work plan in MS Project.

The initial work plan has been formed by a decisio
maker. In the figure, the x-axis shows the timeernvdls
(each of which lasts 12 days); the y-axis showsqrgage
utilisation. The overallocated resource availapilitime
intervals where the use of subcontracting is necgsds

Total subcontract cost of the portfolio, rubles

Total downtime of the manufacturing department

250 000 243 707 during tsllgesgeriud of the project fulfilment (%)

59,4

200 000

150 000

100 000

58.45

50 000

0

[ Initial work plan

7 Heuristic-simulation method Heuristic-simulation method
7 Multiagent genetic optimisation method Multiagent genetic optimisation method
a. b.

Figure 8. Dependencies of the objective function values endiécision-seeking method.
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Uncertainty
Let us consider the uncertainty behaviour of the
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TABLE IV. EVENTSL AND PROBABILITIES P. OFEVENTS
OCCURRENCE
I Spring Summer Autumn Winter
y project I, project I3 project Is project |7
0.75 0.5 0.5 0.25

environment associated with the appearance of folrpP.(l)

additional projects in the spring, summer, auturand
winter, respectively. We defined the sétandP through the
different events occurring in the systeim= {l,...,I;} and a
set of probabilties of the events’ occurrence
P ={p.(l),....p.(I)}; and we considered the setconsisting

of the following r 8 events: appearance/absence o
additional complex project in each of the seasons.

The graph of the determined environment statelsy
using event& is shown in Figure 9.

Sixteen environment statesSA...SP were allocated
(s=16) as a result of the description of the graplsystem
states. Each state is characterised by the sinealten
executon of h events from the set L:

z -0, 0OL:L =1'020.01", where | OL, z0Z ,
i=1s, h<r.

The probabilityp, of the system's being in the state
according to the [19] is determined by

p = ﬁl p () 1 OL p () OR, Z::pi =1 (20

For the problem considered= 8,h = 4,s = 16; that is, 8
events are considered that define the 16 statdgedafystem,
and each state is specified by the simultaneousrpeance
of 4 events. The probabilities of the events' omnge are
specified in Table IV.

The probabilities of the systems being in the emiinent

statesz calculated for the selected initial conditions are

shown in Table V.

Let us calculate, for example, the probability bk t
systems being in the statgg = SP. Lig¢ = ;050505
(according to Figure 9). We use the formula (20):

Pis = pL(ll) EpL (I3) EpL (Is) I:pL(|7) = 075000.31050D25= 005-

As a result of the application of the MGO method, 1
generations of chromosomes were obtained with imddion
stored in the genes about the start dates of tbgeqts'
operations. Let us choose as a set of alternafi/ake
gecoded chromosomes in the ninth population of @Aere
the best solution to the problem considered wasiodd
according to Figure 6. Let us define the dimensibthe set
of alternatives) = 8.

The matrix of decisionsY for the project scheduling
problem under uncertainty is formed by assessint}, the
use of MRCP model, the selected alternativas { g} via
the set of criteria @F,OF,} for each system state
{z,...,z1¢}- Table Il has been filled as a result of condugti
the n[8 = 128 experiments. The criterion vectddg;,OF;}
has replaced the scalar value with the use ofdimaufla (13)
and following the values of the formula coefficieniy=0.5;
w=0.5. The removal of uncertainty has been carrigidby
applying the removing uncertainty IT that implengent
selected numerical criteria.

We applied the Bayes-Laplace criteria (16) for
replacement of the matrix of decisiolfson the vector of
decisionsJg (X). After performing the transformation, the
following vector was obtainedlz (X) = {104.0; 95.8; 90.4;
121.5; 120.7; 127.7; 143; 126.5}. It is easy toedwine that
the best solution is an alternatixgwith the criterion value
JeL(x7) = 143. The data obtained agree with the restiltseo
MGO method application.

Let us investigate the stability of the solutimpwhen
changing the initial search conditions. By the téstability
of the solution” we mean the preservation of thiutgm’s
advantages over alternative solutions when changfireg
decision-maker preferences in the evaluation of the
importance of objective function (13) criteria arnbe
probabilities of events if they are known. The #iighof the
found solutionx; can be evaluated by the application of the
Bayes-Laplace criterion to remove the uncertaintythe

The model MRCP of the project work performance wasalternative sets. A series of experiments wergeghout in

used to evaluate the work schedules for 16 selestteds of
the environment. The MRCP model, which has bee
described for the MGO method, was supplemented thigh
following input parameters: marks of the systemmdpén
one of the analysed states.

Event

Project in Project in
the autumn the winter

ProjecL in the
summer

Pr()]e‘cl in
the spring

T 1
Yes YJes No Yes o es No
I8 |
I

i\Y T T TE
i

SE SG SH

—
fm——:

n—

SA SB SC S S| SK S

14

S|

Figure 9. Graph of the system states.

order to find a vector function for evaluating thigernatives
X for different initial conditions. The initial coittbns were
obtained by varying the degree of importance akds in
forming the implementation function (coefficierdg and w
in formula (13)) and the probabilities of evepts(see Table

TABLE V. ENVIRONMENT STATESZ AND PROBABILITIES P

< O
0 w0

SD
SP

m W WwWiOIT|l=Im|X[a[=[Z2|0
"0 nlnlnln|9a|ln nlnlnln

Zi

Pi
0.05
0.14
0.05
0.14
0.05
0.01
0.01
0.14
0.05
0.05
0.05
0.01
0.01
0.14
0.05
0.05
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The dependence of the Bayes-Laplace function on theninimum (right side of the upper chart on Figurd itOthe
changes in initial conditions is shown in Figure ABalysis  case of high probabilities of four additional pig
of the behaviour of the functiodg (X) for different initial Let us apply the 4 remaining numerical criteria for
conditions has shown that the optimal value ofalternative  removing uncertainty and let us evaluate the stalof the
X7 is preserved for all the analysed situations. 8ops of  solutionx; relative to the alternatives s¥tby changing the
the calendar plarx; is maximum in the case of the coefficient valuesu anday in formula (13). For the Hurwitz
equiprobable occurrence of the four additional gutsj (with  criterion we definer = 0.5. The dependence of the function
a probability of no more than 0.75) and when thpdive  J(x) behaviour (for different numerical functions) dhe
function OF, (which minimises the total subcontracting cost)significance of the individual components of thétecion
is selected as the most important criterion of pheblem  function (13) is shown in Figure 10.
considered. The superiority of the calendar planis

Jbl(x) Bayes-Laplace criterion function

230

210 \

190 \

RN -
130 }
ua@mﬁgﬁgﬁ%?$%%
‘ Y \J

70

T T T T T T T T T T T T T )
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

—— Alternative x1 = Alterative x2 —&— Alternative x3 —&— Alternative x4 Experiment

—#- Alternative x5 —#— Alternative x6 — Alternative x7 -5~ Alternative x8 number
Jv(x) ‘Wald criterion function Js(x) Savage criterion function
103 240

12: f§§§ l§§ A 210 S
- - // \ /f /r‘\ 180 ._._./‘\k\
. lﬁ¥k J L “;. l%ﬁ lﬂx e

/
80 ﬂ M
/

120

- A N
: :quwvx/X/k\
& %ﬁ “ /a\v/ﬂ\/x =

60 T
55 T T T T T T T T T T T T T d 0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 o 1 2z 3 4 5 6 7 8 9 10 11 12 13 14
Experiment number Experiment number
JTb(x) Bernoulli criterion function Jh(x) Hurwitz criterion function

150

140

130

110

100

S0

T T T T T T 1 T T T T T T |
0 1 2 3 4 5 6 7 8 9 0 11 12 13 14 0 1 2 3 4 5 6 7 8 9 0 11 12 13 14

Experiment number Experiment number

Figure 10.Values of the function J(x) for various numericataria when the coefficients of the objective ftian (13) are changed.
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As follows from the charts, the use of the Savagedecision quality under the constraints considerad lbeen
Bernoulli, and Hurwitz criteria reveals the optinsllution  achieved using the MGO method.
X7 that maintains stability when changing the funtt{@3) The disadvantage of the MGO method is the high CPU
coefficients. The scatter of the functiai{x) values is time, which is 33 times higher than that of the M&thod.
observed for experiments in which functi@f, is selected This fact imposes constraints on the GA generatina (no
as the most important criterion of the problem aber®ed. more than 10 chromosomes) and GA iteration number (
Function J(x) values approximation is observed for themore than 10 generations). Different ways of entmgnthe
experiments in which functio®F; becomes insignificant applied GA convergence should be considered inrdutu
when compared with the remaining component (functio work to meet the described constraints.
OF,). In applying the Wald criterion, the correlatibaetween The MGOU method of multi-criteria decision making
function J(x) values is set for each experiment. This fact isunder uncertainty has been applied to the propwtduling
connected only to the analysis of the worst situestiin @~ problem aimed at optimising the utilisation of sobacted
which all alternatives provide comparable outcofeesach  workforces and own resources. The decisions founthé
experiment. MGO method have been analysed under the structural

The solution (calendar plan of the works) that [des
the best outcome from the perspective of subcantrast
and the minimization of own resources downtime, &@hith
provides resistance to external factors, was itledtiwith

uncertainty of the four additional projects appeaea
Inferences have been drawn about the optimal decisi
flexibility with the environmental condition chargeThe
results of the experiments have shown the coherehtee

use of selected numerical criteria.

The aim of future research is to improve the rate o
convergence of the proposed genetic algorithm Iplyam
elitism and taboo algorithms. The dependency betwhe
decision search time and problem dimensions isnaaguo
be established for the MGOU method. Also, constitaraf
nonrenewable resource allocation and fuzzy desmnipdf
uncertainty is planned.

It is planned to extend and apply the developechatkt
for the scheduling of technological logistics ire tfield of
metallurgy. Similar problems have the following tig®s:
first, the presence of a plurality of industrialitsnand
vehicles to be scheduled and, secondly, the presefc
conflict situations when driving vehicles (cranexd asteel
teeming ladle cars in the shops). The technolodagitics
scheduling is complicated by consideration of thedpction

the use of the MGOU method. Also, this solutiompgimal
for the scheduling problem under certainty. We &aated
that the cost of subcontracting is the most impurta
criterion, which greatly affects the objective ftino when
changing environmental conditions.

Xl.  CONCLUSION AND FUTURE WORK

In this paper, a multiagent genetic optimisatiorthrod
used to solve the deterministic and stochastic eptoj
scheduling problem has been described on the bagise
annealing simulation algorithm, novelty search etbm,
genetic algorithm, multiagent simulation, and nuoar
methods. In order to reflect the dynamic naturthefgenetic
operators applied, the method combines three difter
decision-seeking strategies: a random search @ate
originality search strategy, and maximum searchtesyy.
The proposed integration of evolutionary modelliagd plan for the units of output and the availabilifyamlditional
simulation limits the search space and adequateijuates technological support operations, which are syriclated to
the dynamic fitness functions of the chromosomese T the number of the completed basic technologicafatjpms
method described has been implemented in MGO andt the industrial unit. It is planned to developnaltiagent
MGOU programs built on the basis of the BPsim.MASSimulation model of the industrial unit's work arehicle
multiagent modelling system and BPsim.MSN develapme movements and optimise the values of the contratiedel
system. The programs integrate simulation, experl\{ariables — the route of vehicle movement and tideistrial
multiagent, conceptual, and evolutionary modelliwgh  unit's work plan — using a modified genetic altjori.
numerical methods of uncertainty removal. The caaipze

analysis of the scheduling methods has shown the ACKNOWLEDGEMENT
disadvantages of the four the most popular schegluli This work was performed under contracNe
methods (CPM, PERT, B&B, GA) with regard to theklat  02.G25.31.0055 (project 2012-218-03-167).
nonrenewable resource consumption, simulation, and
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