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Abstract—Aggregation is a special type of association, in as the initial information tracked in milliseconds cannot be any
which objects are assembled/composed together to create amore referenced. Usually, data from multiple data sources and
more complex object. Unfortunately, a considerable part of data different domains are aggregated, for example equipment and

aggregation during information processing in industry is still . . . . .
cgrgrieg out in niggtly batch moc?e takingginto accourr{t all its Production-line data can be combined in order to deliver useful

negative side effects. In particular, before starting aggregation, information to engineers regarding production bottlenecks, but
all data required for computation must be available and acces- also reports for the upper management. Commonly, in the

sible. In contrast, our method termed Continuous Information industry, the aggregation is performed on daily bases, using

Processing Methodology (CIPM), does not assume that the data jy4i-p jobs. Usually, the batch jobs are started at night, after
to be aggregated is fully retrieved, the aggregation can be ' '
all data has been collected.

started as soon as the data collection is initiated. During the . . . . . .
data collection process, partial aggregated values are calculated, Cisco Systems, Inc. identified the deficiencies of the classi-

such that, after the data collection phase has been completed,cal nightly batch jobs aggregation strategy, disclosed and sum-
the final aggregated values are available for real-time ad-hoc marised them within five Pain Points in the White PapBr “
evaluation. The existing aggregation methods apply only the 54 ET| Processes Management Pain Points; Understanding
usual aggregation functions such as sum(), avg(), max(), min(), h ¢ . . int d strateqi ’ f dd .
count() as build in functions, on the contrary, the most common € mos pre_ssmg_ pain points an s raj egles or a : ressing
aggregation functions used in various field of industry and them”. All Pain Points, except for Pain Point 3 regarding ad-
business can be easily adapted and used within CIPM. The hoc reporting, have been addressed in a conference pHper [
major benefit of our method is the elimination of the extra \Wjthin this paper, the theoretical background presentedl]in [
time necessary for batch computation, as well as reduced and is extended, such that it equally covers the ad-hoc reporting

spread aggregation effort over the whole collection period and . - S . .
tightened and straightforward computational design strategies. Tunctionality. Ad-hoc reporting is 8usiness Intelligence (BI)

To conclude, the CIPM supports a paradigm shift from more or Process used to quickly create reports on an as-needed basis.
less subjectively designed individualistic conceptions in software Ad-hoc reports are generally created for one-time use to find
design and development towards objectively established optimal the answer to a specific business question and offers a wealth
solutions. . . . . . of values to business across industries. Ad-hoc reports assures
Index Terms—Continuous information processing; Continuous . o
aggregation; Energy efficient computation; Real-time capability; the requ'red fIEXII?IIIty to .be able t(_) follow and adapt to the
Real-time capabilities; Data Analytics; Data processing; Streanfontinually changing business environment. Furthermore, ad-
processing; Batch processing; Business Intelligence; Ad-hoc rehoc evaluation strategies enable the users to autonomously

porting; Big Data. create new reports without involving highly qualified IT per-
sonnel.

In order to illustrate our methodology, we will present a

Initially, within this section, the core of our aggregatiortypical adjustment regarding the statistical funct®tandard
theory is succinctly addressed, some definitions such as tBaviation (SD) such that it can be used within the continuous
of Big Data are tightened up and subsequently, the principajgregation strategy. The standard deviation is simple enough
motivation of our paper, i.e., increased real-time requiremertsgain a good overview concerning the difficulties that arise
in the industry, is presented. Aggregation is a special type iof practice, but it is not trivial and exemplifies the immanent
association, in which objects are in general assembled/copneblem of the continuous information processing method-
posed together to create a new and a more complex objetogy. The usual representation of the standard deviation is
The aim of aggregating data is to create new knowledge aadapted to fit our needs.
to hide useless information. For example, by aggregating dataAggregation is an operation to obtain summarised infor-
delivered in millisecond to cycles of minutes and by calculathation by using aggregate functions. A new approach for
ing the sum(), avg(), max(), min(), count(), and other statisticalformation aggregation based on a very simple and straight-
functions like the standard deviation, new information regarflrward starting point is formulated in this paper — namely,
ing the smoothness of the data delivery or their homogeneitlgat within the information flowthe process of information
can be generated. In the mean time, useless information saglgregation should be started as early as possible, best as

I. INTRODUCTION
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soon as the collection phase is initiatéihis strategy assumesinformation may be crucial for the competitiveness of the
a strict and clearly defined architectural design strategy odmpany §].

the computational framework and enables real-time capabilit

of the system, therefore, the new methodology is term

Continuous Information Processing Methodolo@PM). In Cisco P] identified a couple ofain Pointsin the Business
order to be able to in-depth analyse the CIPM, a formdntelligence (Bl) area, but these Pain Points carry a more
mathematical model is set up, the conversion of the underlyiggneral validity:

structure is defined and the pros and cons of CIPM, as opposgd the race against timemanaging batch window time

to the classical batch jobs strategy, are discussed. constraints,
As defined in P] “Big Data is the information asset 2) cascading errors and painful recovergliminating errors
characterised by such high volume velocity and variety caused by improper job sequencing,

to requirespecific technologynd analytical methoddor its  3) ad hoc reporting managing unplanned reports in a plan-
transformation into value”. According to the definition above, based environment,
Big Data is much more that high volume of data and need§ service-level consistencynanaging service-level agree-
unconventional methods to be processed. ments,

At the same time, a cultural change should accompany th¢ resourcesETL resource conflict management.
process of investing in interdisciplinary Business Intelligena®ur approach is addressing all five Pain Points.
and Data Analyticseducation 2], involving the company’s  In conclusion, continuous information processing enables
entire population, its members to “efficiently manage datnew perspective on aggregation strategies, such that aggre-
properly and incorporate them into decision making pr@ation is performed in parallel to the data collection phase.

cesses” §]. Preliminary aggregated values corresponding to the current
state of the retrieved data are available for ad-hoc evaluation,
A. Motivation nightly batch aggregation becomes obsolete.

1) Rapidly increasing data amounfThe total amount of C. Outline

Qata created_, captured., and consumed globally is forecast Y he remainder of the paper is structured as follows: sec-
increase rapidly, reaching more than 180 Zettabytes in 2023y, || gives an overview regarding existing work related

as opposed to 64.2 Zettabytes in 2020 and 15.5 Zettaby{§Sihe described problem. An informal presentation of the
in 2015 @. Real-time information processing has becomg,inqus aggregation strategy is presented in sedtion

a significant requirement for the optimal functioning of thghereny sectiorV introduces the mathematical model and
manufacturing plants5. Worldwide by 2022, over 50 bil- gegcribes the methodology to transform the batch aggregation
lion Internet of Th!ngs(IoT) deymes |nc.Iud|ng SENsors a,nqnto continuous aggregation. The presentation of the main
actuators are predicted to be installed in machines, vehiClgsy 15 and discussions based upon these results constitute
buildings, and environments and/or used by humans. the content of sectioW, whereas sectiok/l summarises our

2) Real-time requirementsDemand is also huge for thecontributions and draws some perspectives for future work.
real-time utilisation of data streams, instead of the current

batch analysis of stored Big Daté]] The operations of a real- Il. RELATED WORK

time system are subject tone constraint{deadlines), i.e., if  Primarily, the focus of this section is on algorithmic ap-
specified timing requirements are not met, the correspondipgbaches regarding the state of the art. The analysis of different
operation is degraded and/or the quality of service may sufigfe-pass algorithms1{] and their efficient implementation
and it can lead even to system failuré].[In a real-time s beyond the scope of this paper as well as pure technical

system deadlines must always be met, regardless of the sys&@iitions based on database technologies.
load. Usually, a system not specified as real-time cannot

guarantee a response within any time frame. There are fio SB-trees
general restrictions regarding the magnitude of the values ofA B-tree is a balanced tree data structure, that keeps data
the time constraints. The time constraints do not need to erted and allows searches, sequential access, and deletions
within seconds or milliseconds, as often they are understodal.logarithmic time; the tree depth is equal at every position,
There is a general tendency that real-time requirements areereas the SB-tree is a variant of a B-tree such that it offers
becoming crucial requisites. high-performance sequential disk accekl,[[12]. Zhang [L2]
Travellers require current flight schedules on their portabtitlines the key challenges of spatio-temporal aggregate com-
devices to be able to select and book flights; in order putation on geo-spatial image data, focusing primarily on data
avoid overbooking, the flight plans and the filled seats musaving the form of raster images. Zhang gives a very detailed
be kept reasonably current. Similarly, people expect instamterview of the state of the art regarding efficient aggregate
access to their business-critical data in order to make informegimputation. Zhang'’s approach is basedaggregate queries
decisions. Moreover, they may require up-to-date aggregatmmmmon in the database community, including data cubes,
data or even ad-hoc requests. This instant access to critiwlilereas our approach (CIPM) does not focus on database
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technology when calculating the aggregation functions. Fbalanced against each other, such that the two heaps contain
example, the improved multi-version SB-treE?] consumes the same number of items, etc. Hence, in some cases, holistic
more space than the size of raw data. Other approaches aggregation functions can be used with continuous aggregation
only a small index, reducing the space needed, but supportieghniques, they should however satisfy the foreseen time
only count and sum aggregate functions. The main idea behiwhstraints.

the SB-trees is to provide through a depth-first search, —Unfortunately, even such common functions as min() or
by accumulating partial aggregate values — a fast look-up mwiax() have a holistic behaviour in some circumstances. If used

computed valueslp], [13]. for example in a sliding-window aggregation environment or
if retrospectively data corrections are allowed, then all of the
B. Scotty values have to be stored in order to determine the minimal or

Scotty [L4] is an efficient and general open-source operatthie maximal value of the stream. Similarly, a heap of sorted
for sliding-window aggregation for stream processing systemalues can be used in order to implement real-time capability.
such as Apache Flink, Apache Beam, Apache Samza, Apache i
Kafka, Apache Spark, and Apache Storm. It enables stredin Quantile
slicing, pre-aggregation, and aggregate sharing including out-A survey of approximate quantile computation on large-
of-order data streams and session windal#. [The aggregate scale data is given by Che@d. In streaming models, where
window functions are: avg(), count(), max(), min(), sum()data elements arrive one by one, algorithms are required to
Being a toolkit, the out-of-the-box aggregate functions asmswer quantile queries with only one-pass scan. Formulas
restricted to the above. Implementation details are disclosied the computation of higher-order central moments or for
in a preprint paper16]. Scotty can be extended with usertobust, parallel computation of arbitrary order of statistical
defined aggregation functions, however, these functions masdtments can be found her2(], [21], some of them are one-
be associative and invertible. Since Scotty is open sour@ass incremental approaches.
additional user extensions are always possible. In conclusion, the main focus of the existing research has

Sliding window aggregation is also a main topic regardingeen to develop aggregate queries for efficient retrieval and
this paper, even if sliding windows are not used for reportsualisation of persisted data. However, with Scotty a general
ing/evaluation. There is always the possibility that erroneoogen-source operator for sliding-window aggregation in stream
data is captured and cannot be corrected automatically. Thi®cessing systems, — such as, for example, the Apache family
cannot be avoided, since a data set may look formally correethas been developed. Scotty incorporates the usual aggregate
but may be wrong with regard to its content. Such anomali&sctions like avg(), sum(), etc., and it has the possibility
can be detected hours after the data has been processedtandclude special user defined functions. Tangwongdath [
should be corrected. points out that much less is known for nontrivial scenarios, i.e.,

According to [L7] research on sliding-window aggregafunctions that are not associative and do not support FIFO
tion has focused mainly on aggregation functions that awendows. Our approach, however develops the strategy and
associative and on FIFO windows. Much less is known fdechnology for continuous information processing, abbreviated
other nontrivial scenarios. The question arises, whether isGtPM and shows that functions, which allow efficient one-pass
possible to efficiently support associative aggregation funicaplementations are suitable for CIPM. Moreover, holistic
tions on windows that are non-FIFO? Besides associativiiynctions allowing appropriate implementation, for example
and invertibility, what other properties can be exploited tmedian B], can be used with CIPM.
develop general purpose algorithms for fast sliding-window
aggregation? Tangwongsan et dlg| present the Finger B-
tree Aggregator (FiBA), a novel real-time sliding window The technical terms “information function” and “aggrega-
aggregation algorithm that optimally handles streams of varyen function” [22] are used synonymously within this paper.
ing degrees of out-of-orderness. The basic algorithms can eey highlight the same topic from different perspectives.
implemented on any balanced tree, for example on B-treesCorporate reporting aims to provide all of the counterparties

o ) with the information they need in order to transact with a
C. Holistic functions company. This can be termed theformation functionof

The median, which is the middle number in an ordered lisbrporate reporting23]. Within this paper, we assume that
of items, is a holistic function, i.e., its results have to relthe data collection and the subsequent data transformation
on the entire input set, so that there is no constant bouack continuous processes, aggregation being the process that
on the size of the storage needed for the computation. Aocceeds transformation. The terms “continuous information
algorithm suitable for continuous aggregation based on hegajpcessing” and “continuous aggregation” are used alterna-
technology can be found ir8]. For the sake of completenesstively, emphasising that within the continuous information
the main idea is presented hereafter. In order to store the dat@cessing, the continuous aggregation is the challenging part.
two heaps are used, one for the higher part and one for théAccording to Cisco 9] “One of the biggest challenges
lower part of the data. The newly collected dataset is insertéting an IT group is how to complete extract, transform,
into the corresponding heap; if the case arises, the heapsamd load (ETL) and subsequently aggregate the traditional

IIl. PROBLEM DESCRIPTION
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Starting daily collection & aggregation; Starting daily collection & aggregation;
Current day Current day

00:00:00 Starting data 00:00:00 S-tartlng transf.
collection; Current da & aggreg.; Current day.
’ y Waiting for chunk data

| g

00:00:00 Starting data
collection; Current day.

!

transformation of the dats
collected the day before.

00:x+y:00 Starting

00:x:00 Starting [
1

23:59:59 Ending data - £ th Collecting data of Start transf. &
collection; Current day CREGENRI G U chunk Cy; Current day. aggreg. chuniC;.
transformed data. l l
Collecting data of Start transf. &
The next day chunk C2; Current day aggreg. chunlCs.
Figure 1: Simplified flow diagram exemplifying the batch job strat- l l
egy(x is the time gap due to the collection delay; y is the time gap . Start transf.
due to transformation). Collecting ... & aggreg. ..
batch-based Business Intelligence (BI) processes within the l l
constraints of an ever shrinking batch window.” Although there Collecting data of Start transf. &
is a trend toward real-time BI, the vast majority of Bl today | chunkC,; Current day aggreg. chuniC,,.
relies heavily on batch processingj.[Cisco identified several l ¥
factors whlph contribute to _the difficulty in managing thes 23:59:59 Ending data 23:59:59 Ending
processes in the foreseen time frame. collection: Current da almost all transf. &
Firstly, there is a severe lack of visibility into the various ! Y- aggreg.; Current day

processes themselves, which are very complex. This means
there will always be bottlenecks, and it is very difficult to _,{ The next day: }(_
predict where they will occur.

Secondly, data streams are expected to arrive in a defined
time window, if they are late or corrupted, then errors may[ 00:00:00 Starting daﬂ‘*
occur. Thus, in these cases, the nightly aggregation routine} collection; Current day,
have to be (re)started later, including also during the usual

00:00:00 Starting transf.
—| & aggreg.; Current day.
Waiting for chunk data

working hours. But Cisco does not identify two major factors Remaining transf.
that impact the time frame of the batch jobs, namely the & aggreg. of data
impossibility to anticipate all the patterns of data to be collected the day beforg;
processed and the imperfection of the executions plans, which ¥

can lead to performance degradation. Thus, the most accurate Post-aggregation of dafa
testing covers only the patterns of data retrieved in the past or collected the day before;

anticipated. Accordingly, even the most accurate design apflre 2: simpiified flow diagram exemplifying the continuous
testing strategy cannot guarantee the time constraints of Higregation strategy. The arrow with three heads signifies that the

batch jobs. aggregation phase waits till the respective chunk data has been
) collected. The post-aggregation phase of the previous day is not
A. Overview of the CIPM depicted.

Following, the fundamental aspects of the continuous ag-
gregation strategy are outlined by using two simple flow dig-1, C2, ..., Cy,, usually such that the transformation/aggrega-
grams, Figurel depicts the principles of the classical nightiytion is performed on data loaded into memory during the
jobs aggregation strategy, whereas Fig@relescribes very collection phase. This way, reloading data into memory for
succinctly the continuous aggregation strategy. It is assunggregation purposes is obsolete.
within these examples, that reporting is based on daily aggre-The continuous aggregation strategy is quite straightfor-
gated data. Data collection starts at 00:00:00 for the curremard: after midnight, the collection phase for the current day is
day (i.e., the considered day) and it ends, retrieving dattarted, i.e., the chunk8y, Cs, ..., C,, are retrieved one after
generated till 23:59:59 of the same day. Whenever applyiagother in chronological order. While the second churk
the classical batch jobs strategy as depicted in Figliyrehe is retrieved, transformation and aggregation are performed on
transformation/aggregation is started only after the data is fullye first chunkC;, and so on and so forth. At the end of
retrieved/collected for the considered day. Considering this ube current day, most of the collected data is aggregated. At
case, the transformation/aggregation for the current day cantbe beginning of the subsequent day, the remaining chunk(s)
started only on the subsequent day. are transformed/aggregated and a post-aggregation phase is
On the other hand, the CIPM (exemplified in Figw2p started, during which the final calculations are performed. In
is carried out on small chunks of data, for examplthe end, soon after midnight, the aggregated values are ready
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for reporting. Similarly, after midnight, the collection/transfor- letl <n<N. let A — ixz let B. — ix and
mation is resumed for the current day. - ot ot
In order to keep the presentation simple and accessilpd¢ 5, .= . A, — B2

and to avoid technical complications, it is assumed that thepyring the data collection phase, the valuesdgf and B,,

time to perform the transformation/aggregation of a chunk e updated, either after each item is collected and known
slightly lower than the corresponding time of the collectiogy the system, or considering small batches. Thus, at each
phase. In real-world systems, under some circumstances, §it in time, during the data collection phase, the values of

is obviously not necessary. Let us suppose that the timeA?nH) and B,y can be easily calculated by adding up the
retrieve a chunk ig, but the time to transform/aggregate th@orresponding value of the new item. Hence,

values of a chunk is slightly lower thadt and let A; be the )
aggregation phase of chuidk. Then, the start ofi; is phase- Ant1) = An + Ty
shifted byt with regard toC;, i.e., A; is started simultaneously Similar results hold forB, 1)

with Cs, etc. As a consequence,; completes before;.,4) Accordingly, at each point in time, the standard deviation

is started. Hence, in this example there are three instanga;I be easily calculated, if needed, as a functionipf B
of the aggregation algorithm running in parallel. Possibl%mds It follows: ’ ’ "

information between the aggregation instances running in

parallel need to be exchanged. Stnt1) = Sn+ Ap + 1 :c?nﬂ) =22 (n41) - Bn.
Additionally, it is assumed within this paper, that the chunks _ . . _

are of the same size and the time to retrieve them is indep&fnce: intermediary results and trend analysis are possible

dent of the particular chunk. Of course, this assumption is nring the data collection phase . _
necessary in real-world systems. For example, almost aKey Performance Indicatoré<PIs)

o ] o used in the semiconductor industry can be adapted to be
B. Exemplification using Standard Deviation (SD) applied within CIPM R6-[29]. The same is true in other areas
Next, the complexity of our approach is illustrated byf the industry or business.
exemplifying the technology on th&tandard deviation of the )
sample It shows how much variation (dispersion, spread) frofy- Reasons for choosing SD
the mean exists. The SD has been chosen for exemplificationThe considerations above were drafted merely to illustrate
since the adaptations in order to be used within CIPM atle continuous computation technology, in real-world systems
straightforward to be presented without being trivial. the representation2] without using absolute values in the
Let {z1,z2,...,2n} be the observed values of the samplequare root function can lead to negative values. Whgrand
_ N By are calculated in the straightforward way, especially when
items, letz := 1/N) x; be the mean value of thesey i large and all of x-values are roughly of the same order
observations. The common representation of the (uncorrec@idM@gnitude, rounding or truncation errors may occgo] |
sample) standard deviation is: Please note that th_e representatlﬁ_h ysing _absolute values,
has been adopted in order to avoid negative values under the
square root. Using double precision arithmetic can possibly
(1) avoid the occurrence of anomalies as above.

At first glimpse, the above representation of the standalty Counterexample
deviation cannot be applied using continuous computing tech-Unfortunately, there are also some simple and well known
niques. The impediment is the term In order to be able functions, such as théverage Absolute Deviation (AAD)
to apply the formula X), all the data involved has to be firstwhich, generally speaking, cannot be used with continuous
collected. Chan et al2f], [25] called the above representatiorcomputing techniques; AAD is calculated as the mean of the
two-pass algorithmsince it requires passing through the datsum of the absolute differences between a value and the central
twice; once to compute and again to comput&Dy. This point of the group:
may be unwanted if the sample is too large to be stored in N
memory, or when the stqndard deviation should be computed AADy = 1 Z |z; — M.
dynamically as the data is collected. N =

Regrouping the terms in the formula above, the well kno

representation is obtained: WPhe central pointM can be a mean, median, mode, etc. For

some distributions, including the normal distribution, AAD can

1 N N 9 be related to or approximated with the corresponding standard
2 ..
SDn = 34| |V > a7 - (§ xi) : (2) deviation B1]-[33].
i=1 i=1 Under some circumstances holistic functions, such as the

The alternative representatiof) (of the standard deviation AAD presented above, can be used within real-time applica-
is suitable to be used within the continuous computatidions. As already mentioned, there is no constant bound on the
approach. size for the storage needed to compute holistic functions. If the
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task is to convert the nightly batch aggregation to continuotreinsaction code TrOutT. The attribute "unit-value" contains

aggregation and real-time constrains are only required for tttee number of items processed at the considered "step”,

data of the last 24 hours or the current day, then obviously thehereas the "route” contains the processing specification for

size of the required storage is bounded, since the numbertioé "product” involved.

items expected during 24 hours can be very well estimated.2) Description of the aggregation function$he following

Hence, if the time required to calculate the value of AAD igefinitions are taken fron2B]. Let u be a unit. We denote by

within the time constraints imposed, then real-time capabilityr/n T, (u) the track in timeof v, i.e., the point in time when

of the application is given. On the contrary, if real-timehe processing of unit is started at "step’. Analogously,

capability is required for example for streaming data, then thig-Out T, (u) is thetrack out timeof , i.e., the point in time

depends heavily on the size of the streamed data comprisialgen the processing of unit has been finished at "step!

the time interval required and the possibility to predict the The Raw Process Time (RPBf a unitu related to "step"

size of the data. In such cases, approximations can help, &€ the minimum processing time to complete the "step"

[31]-[33] for approximations based on standard deviation. without considering waiting times or down times. We denote

the raw process time of unit u related to "step" sSRFT, (u).

We assume that for a "step" s, the functiemce, (u), which
Next, in order to illustrate the power and significance of thiglentifies the succeeding "step” of s for the unit u is well

continuous aggregation strategy, a real-world example from thgfined. Analogously, we assume that the history of the

semiconductor industry 2[7], [29], [34] is presented. For the production process is tracked, so the predecessor function

sake of completeness, a slightly modified part of the modeljigeq, (u) of each "step” s is well defined.

taken over from 29]; the model has been originally described By Cycle Time (CT)ve denote the time interval a unit or

for data centres. In order to be able to understand and follg¢group of material units spent in the system or subsystem.
the presentation, some basic data structures are introducetthe cycle time of a unit: € U spent at a "step% € S in the
1) Description of the data structure for WIP-datén sim-  system can be represented as:
plified terms, the lot/wafer enters the production line and it is
processed consecutively on (different) operations/equipments ~ CT's(u) := TrOutT ;(u) — TrOutT preq (u)(u).  (3)
according to the production plans (i.e., routes) and leaves
the frontend area to be systematically examined/tested in thdén order to simplify the notation to be used within the
backend area. Afterwards, the wafers are cut into segmerftgansact-SQL syntax for SQL Server we set
also called dies, which are packaged as chips and are ready
to be shipped. There are two major data structures, Work PrevTrOutT = TrOutT preg, (u)(4)-
in Progress (WIP)-Qata and Eqmpment—data. The WIP'd;ﬁ%nce, using the above notation, we have the expression for
models the successive processing of the lot/wafer at d|fferel-ﬁe cycle-time corresponding to a unit:
operation in the frontend area and the Equipment-data models '
the da.ta a$§OC|ated to an equipment. ) ] CT = Datedif f(ss, TrOutT, PrevTrOutT).  (4)
A simplified data structure for WIP-data is'ufit-ID",
"step”, "next-step”, "track-out-TS", "trans-code", "equipmentiyhere Datedi f f (ss, TrOutT, PrevTrOutT) returns in sec-
"product”, "unit-type”, "unit-desc”, "unit-value", "rout¢.'The onds the specified time difference.
unit is the manufactured item, which is tracked by the
Manufacturing Execution System (MES). It can be a lo
a wafer or a die/chip. This information is tracked by th
attribute "unit-desc". The attribute "unit-type" is an additionat
distinction between the material units, such that the units df@ut: WIP-data-table_name;
Productive, Development, Test, Engineeriatg. The transac- Output: Flow factor;
tion code ("trans-code") denotes the event that is performggSUIt Compound aggregated valug of the flow factor ready for
reporting on week 6 of 2022;
at a specific "step” and "equipment" during the production Retrieving the Flow Factor(FF) y
process. Common transaction codes in the semiconductelect sum(CT)/sum(RPT) as FF
industry areTrInT, TrOutT, Create a Lot, Ship a Lo¢tc. The from from WIP-data-table_name
attribute “product” characterizes the manufactured item, (li¥d'e"€ TroutT > 06.02.2022 00:00:00
. e . S and TrOutT <= '13.02.2022 00:00:00
technical specifications, etc.), which can be tracked withi}oyp by "step”, "equipment”, "product”, "unit-type”, "unit-desc"

the production process. The "step" is the finest abstraction

of the proc_:essmg level, which _'S tracked b¥ the reportlnIgigure 3: SQL-code based algorithm retrieving the flow factor and
system. It is usually the operatio]{ The attribute "next- exemplifying the standard method for ad-hoc reporting strategy by
step" denotes the succeeding "step" (i.e., operation) to whighabling real-time capability. For this purpose, the representajon (
the item is transferred. Additionally, the attribute "track-outof the cycle time has to be used, whereas the representajds (
TS" stores the time stamp of the item when it left the "step" tgefficient.

be processed at the "next-step”. This is triggered through the

E. Flow Factor

Algorithm 1 Sample search query for the calculation of the
ow factor - standard method
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3) Description of the problemThe SQL-query based oncompleteness, a holistic function is presented which cannot
the representation in Figuand representatior8) is ineffi- be generally applied within CIPM. Nevertheless, under some
cient due to the fact that the chronological order of the stepsdscumstances, holistic functions can be used in real-time
not fully specified by the "route". The human operator has tlemvironment, the strategy to be used depends on the use case.
possibility to determine the subsequent "step”, for examplastly, a real-world problem from a semiconductor company is
to perform some additional measurements or not. Hence,piesented. Using some principles of CIPM such as redesigning
determine the previous "step", i.e., the attribute notated #e calculation methodology, a more energy efficient, less
"prev-step”, appropriate joints have to be set up, such thattime consuming solution is presented, which can also be used
the end the value of the attribute "PrevTrOutT" is determinedithin CIPM.

Due to the fact that processing can be done in a loop for
rework processes, the item with the greatest time-stamp has IV. THE FORMAL MODEL

to be selected. In conclusion, using suboptimal data structureg\e further formalise the description of our methodolodjy [
for reporting can do the task of retrieving the specified daky developing a mathematical model, in order to be able to
to be very difficult or impossible. use the advantages of the rigour of a formal approach over
4) Solving the problemln order to circumvent the problemthe inaccuracies and the incompleteness of natural languages.
as above, the data structures have to be adapted accordingyterder to keep our model simple, transparent, and easily
our guiding principle such that within the information flowcomprehensible, some assumption are made, for example
the process of information setup should be started as earlyeggial length of the chunks, etc. These assumptions are not
possible. Two new attributes, "prev-step” and "prev-track-ouUtrictly necessary in a real-world environment. Hence, within
TS" are added to the structure of WIP-data and these attribuﬂe@ continuous information processing strategy, ensuring the
are filled during the collection phase. The attribute "prev-stegontinuity of data collection phase and the continuity of
identifies the previous step with regard to the actual "step” afk transformation phase within the CIPM are more or less
"prev-track-out-TS" holds the corresponding time stamp whefraightforward. Hence, the terms continuous information pro-
the item left the previous step. Since data is collected chundessing and continuous aggregation are used synonymously
wise, the cartesian product due to the corresponding jointsyhin this paper.
relatively small and the initialisation of those attributes can be
done during the collection phase. A. General considerations
The aggregated structure may look like this: ("step”, "equixssumption 1 (Finite streams)We suppose that the streams
ment”, “product’, “unit-type”, "unit-desc", "cycle-time”, "raw-are finite, i.e., there are two points in time,, the starting
process-time”). During the small scale aggregation phase, Higy 1., the ending point, such that within this time interval,
values of the attributes "cycle-time” and "raw-process-timghe data is collected/transformed and aggregated. W
are summed up according to the corresponding grouping. For
example, if an aggregated daily table is set up, then tA§sumption 2 (Synchronous data delivery)We  suppose
flow factor for the lowest granularity can be calculated bfat each stream delivers data at the same points in time

just dividing two numbers. As a consequence, the query 12 ---. T} u

calculate the flow factor is reduced to a simple select onxfinition 1 (Large scale aggregation)lf the aggregation

single aggregated table, see algorithm FigBire : .
5) Example for the data structure for RTC-dataFor the a) occurs after the entire raw data has been previously

Equipment-data an oversimplified structure is: ("equipment; collected,
o v S S b) involves technologies that process all of the collected data
ID", "chamber-ID", "work-station", "time-stamp”, “current- at once

state"). Real Time Clock (RTC) systems record the current _ _
state of the equipmen8§], hence the equipment data as abovien the process is termed batch aggregation mode or large
is also termed RTC-data. The current-status of the equipm&R@l® aggregation. u

can be_ among otherS8d: Scheduled-dow_ntim_e, Unsch_edule_dDeﬁnition 2 (Small scale aggregation)lf:

downtime, Non-scheduled-time, Productive-time, Engmeermga

: . a) the collected data within the intervéd,, ¢.] can be split
time etc. For reporting purposes, the structures of WIP-data into k > 2 smaller units, also termed chunks,

Tt sre combnen, for Sl Io deleine D% paialaggegatrs perfome on hese unts,such
Y 9 quip the final aggregation values are calculated out of the

or group of equipments, since a certain operation can be corresponding partial values of the chunks
performed on different equipments. '

In conclusion, the principles of the CIPM as opposed /€N the process is termed small scale aggregation. W

the classical batch jobs strategy are presented in this secti®§sumption 3 (length of the chunks)We suppose that data
For this purpose, two representations of the standard deviatigithin the interval [t,,t¢.] can be split intok > 2 dis-

are discussed The first representation is not suitable to jofct equal units of length > 1, i.e., [ts,t] = [ts,tssi],
applied within CIPM, whereas on the second representatigg

W ¢ Lt tsgat], o [fsp (k—1)141, tel- L
the principles of the CIPM are exemplified. For the sake of
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Remark 1 Some authors specify the terms large scale ags the value of the groupingg® at timet. |
gregation or small scale aggregation regarding their ability t
perform the computation in memory. Within this paper, a mo
algorithmic than a technical approach is followed. B Assumption 5 (No. of grouping = No. of functions)In or-

The term “transformation” has been introduced for the segt?r to "‘?GP,OW model as s_,lmple as possible, it is suppqsed -
of completeness. In simplified terms, it is the process wthout limiting the generallty—that' the number of groupings
harmonisations of the data structures of the raw data frdﬁwequal to the number of aggregation functions.
different sources, such that it is best finalised for aggregatiqQgtation 3 Let
Moreover, during transformation, the initial streams can be
combined to new ones, in order to facilitate the aggregation F:={FrW F®  plry
process. During the transformation phase, the data is also
verified for accuracy. In principle, the granularity of the data id€ the set of the aggregation functions, such that
not altered during the transformation phase. In order to avdRf 1 <! <!r
technical complications, the concept of data transformation is

ehis way, new compound streams are created.

. g0
not considered within the formal model, but formally, it can F B =R
be considered a part of the data retrieval. Assuring continuous -
computation during the transformation phase is more or less
straightforward. Remark 3 (Aggregation strategy) In order to keep the
. . . model as general as possible, small scale aggregation is
Assumption 4 (Aggregation time) In order to be able to considered as the overall approach. -

continuously compute — i.e., retrieve/collect and aggregate —
the time to aggregate a particular small batch does not exceedThis means especially, that data is collected and aggregated
the collection time of the same batch. B in small batches.

Remark 2 Obviously, if Assumptiond] is not met, the ag- Notation 4 (Disassembling the standard deviation)Let
gregation cannot be performed in all circumstances during< [ < [ and letF) : B®) — R be the standard deviation,
the data collection phase. B see representatior?] and letz € B®) a particular stream.

Notation 1 (Streams) Letlx € N be the number of streamsl‘et l<t<Tandlet

and let ) t
s . 2
X o= {xO, x| x0y £ (@) =t
, ey P
be the set of streams. (1.2) ¢
Let {1,2,...,T} be the points in time when the data is fo7 (@) = Zw“
collected and known by the system, let< ¢t < T and let izlt .
1 <1< lx. The value of the streat¥ ") collected at timet 03), ) 2
is denoted by:". [ A OES A (Z xi)
=1 1=1
Representation 1 The streamed values can be represented as —t. ft(l’l)(x) - (ft(l’Q)(I))Q- (5)
a matrix
“ ioff applied on th
) such thatz, = 20 Let F, "/ (x) be the value of the functioR'\") applied on the
(@ahsisrasisis = values subscripted by < ¢ < N. [}

|
Proposition 1 (Calculation of the standard deviation)

Notation 2 (Grouping, bundle of streams) Let [r € N be The value F”)(z) of the function F® can be calculated

the number of the aggregation functions. out of the values off,(l’l)(a:), t(l,2) (z), i.e., by considering
In order to perform the computation of the streams —(,3) )

) . ’ . (), namely:
the aggregation functions are in general functions of several
variables — a grouping 1
FO@) = /|1 @), (6)
B:={BW B® . B t
is defined on the space of the streams, such that u
BW = {x®) xt) x(y B. Information processing
andip = Ip. In the following, it is considered that the data is retrieved
Accordingly: and aggregated in chunks, and that before performing aggre-

bgw — xgll) % xglz) o xil*) gation, the chunks are not altered.
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Notation 5 (Chunk-wise processing)Let j,q > 1, such that is the average absolute deviation, as mentioned before, in some
j is the index andy is the length of the chunks and let usases there are approximate one-pass implementation of the
suppose that the streams are retrieved in small chunks:  algorithms.

o= {0 o)y D. General case

So far, the standard deviation was considered as exemplifica-
tion. Now, let us formalise the continuous aggregation strategy
and consider the general case:

of ¢ items, i.e., the chun@j(.” of the stream: € B consists
of the values:

l l l l
= {al <> Ll

((i—=1)g+1) T((j=1)g+2) " T () Proposition 2 (Reassembling the partial functions)

u Letl1 < <lp, letj,q>1, such thatj is the index and

The information is processed chunk-wise, fittis retrieved. ¢ is the length of the chunks. Let
As long as the next chunk’; is retrieved, aggregations is FO. gL LR
performed onC; simultaneously, then chunks is retrieved ) )
by simultaneously aggregating chudk, and so on and so P& an aggregation function such that:
forth. a) there exists; real valued functions
During the chunk-wise processing, the valuegfggﬂ)q and FOL @2 e Wls) defined onB®)

l, . .
f((jf)l)q corresponding to the subsequent chunk, can be easily ¢,.h that for each chuni'®”

calculated out of /(l’l) and (1’2), for example: i ) ’
qu qu P f((Jl,’Jr)l)q (1<i<ly)

q .

1) @

1 1,1 :

f((j+i)q( ) = f;q )(x) + foqﬂ can be calculated out qf the valuesﬁ}(fl andC,”,
i=1 b) F( is a function of f“9) for all 1 < i < ;.

, the values of

O] i iati i . .
The valueF;,’ corresponding to the standard deviation at time 1,g, intermediary results, such as the valud?é? can

t = jq can be calculated at each “step” corresponding to (1,4) ) +1a
the points in time{1,2,...,T}, or alternatively, after having he calculated out Of(jJrl)q (A=i<ly) u
reached the end of the collection phase. This phase is termggumption 6 Let j; be the index of the final chunk to
post aggregation phase be processed. Obviously, the composition algorithms should
ensure that the valué“j(;),q does not depend on the size of the

Definition 3 (Post aggregation phase)lhe additional cal- -

culation, which is performed after all chunks have beef"UnKs:
retrieved and aggregated, is termed post aggregation phaseg: Reprocessing

Since the small scale aggregation should be as fast andn practical systems, in general, there should be a tech-
effective as possible, the functiorf§™”, F)) must not neces- nology in place that allows recalculation of the aggregated
sary be calculated for each chunk, as it is retrieved — if therevislues. This is necessary if for any reason whatsoever, some
no requirement in this direction — they can also be calculatetdleam values are erroneous. Sometimes, it takes time to
on a case by case basis by the tool that visualises intermediesyrect them, since not all wrong values can be detected and
results. corrected automatically. Regarding the standard deviation, two

i (1,1) (1,2) i
C. Truncation errors new functionsdf,””’ anddf; "’ can be introduced, such that

A discussion regarding the truncation errors is beyond the A () = Zq:xz ,

scope of this paper. As already mentioned, wheis large and 74 ’ — ja+i

all of x-values are roughly of the same order of magnitude,

rounding or truncation errors may occur whéﬂ’l) and/or q

2 for 1 < t < T are evaluated in the straightforward df;l’2)(l‘) — ijqﬂ_
i=1

and

way [30]. A greater accuracy can be achieved by simply e
shifting some of the calculatlon_ to double precision, ﬁ[ Thus, correct and updated computed values can be achieved,
[25] for a discussion on rounding errors and the stability c%f le by addi 13) | £ap D)
presented algorithms. Barlow presents @me-pass-through 107 €Xample by adding tof;™ the new va l;el ofdf;,
algorithm B7], which is numerically stable and which is alsc@nd subtracting the corresponding old valfs "), similar
suitable for parallel computing. considerations are valid fodf(l’Q). This means especially,
The scope of the presentation in this paper is merely toat the corresponding values for the initial chunk and the
illustrate the technology. Of course, if a function does nabrrected chunk have to be (re)calculated. In the end, the
allow an one-pass algorithm, it cannot be used directly fenlue Fj(]f),q has to be recalculated. As already mentioned,
continuous computation. A classical example in this directidhe above considerations are included in order to illustrate

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Software, vol 15 no 1 & 2, year 2022, http://www.iariajournals.org/software/

103
the methodology. In practice, better suited algorithms can Afgorithm 2 Sample code exemplifying the continuous ag-
should be used instead. gregation strategy
F. Pseudo-code algorithm exemplification Input: Streamz

Output: Ft(l)(x) at each retrieval point in time

In_the following, a_ simplified algorlthm to exe”?p"fy OUr pesult Aggregated value of the standard deviation ready for report-
continuous aggregation strategy is sketched. It is based on  jng at any retrieval point in time

disassembling the standard deviatiE,H) using the functions double precisionf" (z) =0 ; /I component function
B b2 ¢(13) see equations) and ). In order to keep double pfeC?S?OfIf“l’Q)(w) =0; /I component function
the representation of the algorithm simple, it is suppos&@uble precisiont”® (z) =0 ; /I value of the standard

that the chunks have the same length equal g,.x, see deviation corresponding to the state of collection

. . . . int lehunke = 10,000 ; /I number of items of a chunk
Assumption3. The corresponding algorithm is presented ifloat [1,,,,,...] ¢ ; Il retrieved values of a chunk
Figure 4. In real-world systems, the data collection maYioat [l.punk] cores ; /I data of the previous chunk
involve also time limitst,;,., such that these time limitsint L., =0 ; /I length of the collection
restrict the length of the chunks. Vi

1) Ad-hoc reporting including request for up-to-date data:* data of the length of a chunk is collected */
Granularity defines the level of detail of information. Thérocedure collection() {
finer (higher) the level of granularity, i.e., smaller grains, thgt tevr =0 /I length of the collected data
deeper the level of detail. In time-series data, for examplre,p%%t”ect data intoc ; J collect data into the chunk
the granularity of the data might be at a millisecond, seconj, lewr + +; /I until the chunk is full

minute or hour level, the higher the level of granularity, thentil leu, = lchunk ; . .
more information is available for analysis. The lowest levéPr @ = 1 10 lehunk DY 1.dO cpreui] := cli] 1 // copy e 10 cprew
of granularity is the granularity of the raw data, i.e., o
the data collected by the streams. For analysing purposes,data of the length of a chunk is collected %/
in real-word systems, the lowest level of granularity magrocedure aggregation() {
be to fine grained, for example, the streams deliver daftaat[lchunk] x ; /I contains data of the previous chunk
within milliseconds and with the highest precision, but thifo" @ = 1 10 lehunk by 1.d0 2[i] := cpres[i]; // cOPY  cprev 10 @
low level of detail is pointless for reporting. In this case, & clculation of the functions composing the
o Lo ! <é‘tandard deviation */
pre-aggregationis performed by calculating the average or Lehunt
similar of the numeric values. We suppose that the strearfi$? (z) .= & (z) + Z (z[i)?;
do not contain calculated or aggregated data. Coarser level of i=1
granularity can be achieved by aggregation. ©.2) .2) fehunk N
2) Term ad-hoc: According to Merriam-Webster entry 1, ()= """ (2) + Z zldl;
thhe (;[erm had—hoc mgans “for :he garticula:r end or cda_;e B e Lot 4 Lnunks 1 number of items collected
and without consideration of wider application”. Ad- 0G,() 1 _ .
S . ; . : = ——/|Leot - &V () — (F&G2)2(z)];// only if
reporting is a model of Business Intelligence (Bl), in which (@) Lot \/| e fED (@) = (FED)H @)L only i

reports are build and distributed by non-technical Bl-users rf]g/ required

meet individual and department information requirements. The

perception in the industry is that ad-hoc reporting refers to the final calculation of the standard deviation */
capability to develop reports by dragging and dropping quepyocedure  post-aggregation() {

items from the meta-model onto a design surfa®®.[This F"(z):= L—\/\Lwl CFD(x) — (FO)2(2));
means especially that ad-hoc reporting is not an “improvisegl’; oot
or unplanned reporting, as the definition entry 2 of Merriam-
Webster for the term ad-hoc would suggest, but a very wéll start aggregation in parallel to data collection
thought out reporting environment set up by BI expertg,rr‘ase . . +
. ocedure void main() {

such that the corresponding tools can be also used by N@fpection();
specialists. repeat

3) Example from the industryGenerally speaking, in the | startin parallel the threads: collection() & aggregation()
semiconductor industry, the lowest level of granularity, Whicdmif"’g&@2%{%2%%2@‘3%(’3\,@?"6 finished
characterises the production item (wafer or integrated circuitgygregation(); /I due to the phase shift
is the product The next level of hierarchy is thproduct- post-aggregation(); /I final aggregated values
group, succeeded by theroduct-classby thetechnologyand }
in the end by theroduction-line The usual/standard reporting
summarises the aggregated values on product, product-grdtigyre 4: Pseudo-code based algorithm using standard deviation
product-class, technology, or production-line level. exemplifying the continuous aggregation strategy.

Let us suppose that an equipment owner, who processes

a new product on his equipment, would like to report the
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standard deviation for the cycle time or waiting time for thaeot depend on the size of the stream or the point in time
last week. The standard reporting system does not cover thisen the calculation is performed.

case, since for example, the first three days of the week € clusion 1 (Real-time capability of ad-hoc reporting)
old product is processed, then the equipment is adjusted Igr P y P 9

s, ad-hoc reporting set up as in the example above in a

the new product, which is processed afterwards. The standard, .’ . . -
al-time environment has real-time capability. |

reporting covers the first three days of the week for the old
product and the remaining days for the new product. Hence,

mixed reporting, covering more products should be set up. TRgjorithm 3 Sample code exemplifying the ad-hoc reporting
task is not trivial, since the standard deviation correspondiRgategy

to the mixed week cannot be calculated out of corresponding

values of the standard deviation of each product. The examfj|Bul: Streamz; Streamy;

. . e utput: Ft(”(x + y) at each retrieval point in time
as above illustrates also the inherent difficulties of ad'h??esult Compound aggregated value of the standard deviation ready

reporting, it may imply substantial effort on the Bl side. for reporting at theast point in timet € {1,2,...,T} for
which data has been collected,;

G. Model extension

double precisionf"" (z) =0 ; /I component function

Next, we extend our formal model in order to cover th@ouble precisions"" (y) = 0 /I component function

difficulties as above by exemplifying the methodology on th@ouble precisionf"? (z) = 0 ; /I component function

standard deviation, see algorithm Figuse Similar to the double precisionft”’”(y) =0 /I component function
(

continuous aggregation strategy: double precisionf"" (x /I calculated
1,2)

double precisionf,”” (z + y /I calculated
double precisionF") (z +y) = 0 ; // value of the standard

)

o O

+y)=0;
+y)=0;

Proposition 3 (Calculation of compound streams)
e lett be a point in time when streams are collected,

. deviation
e let z and y be streams such that contains data for the jn¢ ;) =0 ; /i number of items belonging
productp and y contains data for the produgt, to Stream « collected till the point in time of the
e letnf be the number of items of the streangorresponding ad-hoc reporting; corresponds to the last time-stamp
to timet, of the collected data
P y . int ny(y) =0;
e similarly, let n/ be the number of items of the stregm int ny (2 + y) =0

corresponding to the same point in time
o let £"Y(2) and let £ (y) be the corresponding values
for the streamr: and y respectively.

ad-hoc-retrieval() {
/ = calculation of the functions composing the

standard deviation */
Set ne(z) < retrieve the value from database
n.(y) < retrieve the value from database
ft((p"'q)’l)(z +y) = ft(p’l)(x) + ft(q’l)(y) ft(l’l)(x) < retrieve the value from database;
and ft(l’l)(y) <« retrieve the value from database;
ft(m)(:r) < retrieve the value from database;
ft((p-’_q%m(z +y) = ft(p’Q)(x) + ft(q’2)(y). ft(m)(y) < retrieve the value from database;
Fo ) < £ @)+ A ()
Let 12 (@ +y) = £ (@) + £ ()
nu(z +y) = ne(@) +ne(y);
SO @ 4 y) = (nf +nl) - PO (@4 y)— ftery) =
(0D (@ 4 y))? n(m+yM ne(w+y) - 10 @+ y) = )20 + )|
and }

Ffpﬂ) (x+y):= % . \/‘ t((P+q),3)(x+y) . (7) Figure 5: Pseudo-code based algorithm using standard deviation
(nf +ny) exemplifying the principle of the ad-hoc reporting strategy and

enabling real-time capability.

Then F**9 (2 + y) determines the values of the standard

deviation corresponding to the compound streamy at time . ) ) .
te{l1,2,.., N} m H. Parallel execution of the continuous aggregation routines

The calculation of the standard deviation relying on the So far, in order to keep the algorithms simple and trans-

formula () should be applied by a reporting tool ithin b2/t simpified agorifms were presented. The aim was lo
ad-hoc reporting strategy. A closer look at the relati@h ( P P p'e, s y . y adap

L o(pil) (0.1) to solve real-world situations. Next, load balancing techniques
reveals that all components I|k)e( (z), £+ (y), etc., are . . .

recalculated during the continuous aggregation period are presented. The advantage of these techniques is that it can

P " bypass Assumptiord], which limits the aggregation time and
Remark 4 (Calculation time is stream size independent) it supposes that it does not exceed the retrieval time of the
Hence, the calculation time for the standard deviation doefhunks.
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Let j be the number of parallel instances of the aggregatiewaluation purposes. Continuous processing of large amounts
routine that calculates components of the standard deviatiof,data is primarily an algorithmic problerdZ).
see procedure “aggregation” in FiguteThis procedure hasto  Real-time systems are subject to time constrains, i.e., their
be adapted such that it calculates partial values correspondirgions must be fulfilled within fixed bounds. The perception
to the functionf" and f*?). The implementation is quite of the industry of real-time is first of all fast computatiot8].
straightforward, hence only some hints are given. Define tMoreover, TimeSys44] requires the following features for a
header as: “procedure aggregation (flgat]..] =)” Define real-time system:

the corresponding local variablif ! (z) and set a) predictably fast response to urgent events
I— b) high degree of schedulabilitghe timing requirements of
5f(l’1)(z) — Z (z[i])2: 8) the system must be satisfied at high degrees of resource
Pl usage,

c) stability under transient overloadwhen the system is
over-loaded by events and it is impossible to meet all the
O = pD 4 5@ () (9) deadlines, the deadlines of selected critical tasks must still
be guaranteed.
for the global variablef""). Thus, by callingj parallel in- The characterisation above exemplifies the different require-
stances of the procedure “aggregationthunks are processedments in some fields of the industry. A real-time system
in parallel. We assumed in this example that statemé@)tis( requires real-time capability of the underlying components,
the time consuming one. including the operating system, etc. These considerations show
the immanent difficulties of the industry to cope with the
complexity of real-time requirements of opaque and incom-
1) Transparent software developmef@ne of the outstand- prehensible systems.
ing advantages of the continuous aggregation strategy is the) Real-time capability of CIPMin order to point out the
possibility to simplify and align/harmonise the set-up procesgal-time capability of a continuous information processing
of aggregation, thus leading to faster, modularised and mafgstem, its behaviour is analysed and it is shown that it satisfies
effective and transparent software development. This involvgfe given time limits. In real-world systems, it is supposed that
improved maintenance possibilities due to its conceptual unifife maximum size of the streaming dagad thestreaming
Moreover, people can be trained much easier on maintenanggsedare known and these thresholds are not exceeded.
since the software developed is not the outcome of individualwith the aim to keep the argumentation simple and straight-
abilities and unique skills, but of very well specified meforward, it is assumed that the streaming speed is constant,
thodologies. i.e., the same amount and type of data is collected within
2) Paradigm shift: Lewis [39], [40] stated thatsoftware equal time intervals. Hence, it is appropriate to setup chunks
construction is an intrinsically creative and subjective activitgf data of the same size collected within equal time spans,
and as such has inherent risksewis added:the software such that the aggregation time of different chunks is equal.
industry should value human experience, intuition, and wisdophe aggregation time,,, of a particular chunk should not
rather than claiming false objectivity and promoting entirelyexceed its retrieval time,.;, i.e., t, g0 < trer, €lse data to be
impersonal “processes” aggregated will accumulate, see Assumptidn
Our contribution is a “step” in setting up objective cri- The strategy to achieve real-time behaviour based on con-
teria regarding software developing processes, such thatirtuous stream computing is straightforward.
can be a science, not just an amaraphrasing Roetzheim’s
statement 41] regarding software estimate. This way, ou
approach facilitates theparadigm shift from a subjective
software construction activity, towards objectively verifiabl
straightforward strategies. Our approach does not claim t
the overall effort of the transition from large scale aggregation Lret + tagg < to
to small scale aggregation is diminishing, the complexit -
of converting multi-pass algorithms to one-pass algorith shOUId be satisfied.
should not be underestimated. It does requirginsically Obviously, to achieve this goal, some fine tuning should be
creative and subjective activityas formulated by J.P. Lewis, performed by choosing the appropriate size of the chunks.

Add the statement

I. Benefits in the software development process

emark 5 (Condition for achieving real-time capability)

et tc be the time constraint such that within the time
gwterval specified accordingly, aggregated data should be
IJ%ailable. In order to have real-time capability, the condition

but merely on the algorithmic side. Hence, continuous computation including small scale aggre-
. - gation, pave the way for real-time capability.
J. Real-time capability In conclusion, within this section a formal model has been

1) Real-time systemsThe term continuous information introduced in order to best describe the concepts of the
processingnvolves incessant data collection and steady aggresntinuous information processing strategy. The focus is on the
gation, such that preliminary aggregated results correspondiegns of one-pass algorithm, small scale aggregation, continu-
to the current status of the collected data are available fous computing, and real-time capability. One-pass algorithms
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enable small scale aggregation, which can pave the way fecomputing the batch jobs during working hours. On the con-
real-time capability, on the condition that the timely constrairtsary, by using continuous computation, the load is distributed
can be satisfied by the underlying computing environmentniformly over the whole duration of the data collection and
Actually, the one-pass requirement of the algorithms is nas a result, peak loads remain manageable. Moreover, due to
necessary, it suffices that the partial results of the computationr aggregation strategy — such that calculation is performed
of the chunks can be merged such that the expected aggregdtaihg the collection phase as early as possible, best when
values can be calculated. the data is still in memory — reloading the persisted data into
memory is reduced to a minimum. Besides, the small scale
aggregation can be optimised by identifying the optimal size
Our objective has been to work towards developing practioafl the chunks, such that the time constraints are met with
solution to overcome the difficulties related to batch jobspinimal computational effort. This way, smaller computers
identified by Cisco in a white papeB][as Pain Points. The can be used, especially since the energy efficiency of the
pros and cons of the newly developed continuous informatitatch aggregation is in general significantly worse than the
processing strategy versus the traditional batch jobs approadnrespondent computation regarding small scale aggregation.

are outlined in this section and additional weak points of each ) ) )
technique are identified. B. Continuous aggregation versus batch jobs

V. OUTLINE OF THE RESULTS DISCUSSIONS

1) Our fundamental computational strategy in a nutshell:
According to the long time experience of the first au-

1) Toughest challengeThe main challenge — which led tothor, the best performance in the field of Business Intelli-
the outcome of this paper — was to investigate, whether itgence/Data Warehousing is obtained if the data is pro-
possible to give satisfactory answers to the Pain Points raissgbsed/transformed/precalculated as soon as possible; best,
by Cisco PB] concerning batch aggregation on data streamss soon as the data is known to the systdmis includes
Except Pain Point No. 3 regarding ad hoc reporting, to all othalso multiple storage strategies of the same raw/transformed
Pain Points, such as batch window time constraints, painfiita. Sometimes, it is advantageous to pursuditia strategy
recovery, service-level agreements, etc., methods of resolut©n the one hand, try to follow the continuous computation
have been previously establishet.[In order to be able to strategy as long as possible i.e., as long as the implementation
properly present our methodology, a formal model has beehthe corresponding aggregation functions is possible with
set up and it has been shown that under some circumstan@zsonable effort and run-time performance, and on the other
(for example, if the aggregation functions can be processkdnd, precalculate as much as possible by maintaining the
efficiently in one-step) the data collection and data aggregatibatch jobs strategy.
can be performed continuously, and thus comprise real-time2) Executions plans as the weak point of the batch jobs
capability. strategy: The main challenge of the batch jobs strategy, when

2) Sticking point — additional implementation efforthe using general purpose database management systems, is a tech-
one-pass implementation (or alternatively using small scal&cal one and it relates to the optimisation throwegecution
aggregation technology) of aggregation functions, can Ipéans In highly simplified terms, the execution plans attempt
meticulous, and may require additional effort. Most of theo establish the most efficient execution of statements (queries)
aggregation functions, also termedeasures,used in the out of a summary of pre-calculated statistics. Unfortunately,
industry, permit such implementations; one of the well-knowthhe execution plans do not always generate the optimal (fastest,
counterexample is the average absolute deviation. Since thest efficient) query; performance can also degrade if the
computation is continuous and final results are available soexecution plans are updated. Hence, if the streams are not
after the data collection has been completed, the Pain Patéady, performance degradation of the batch jobs may occur.
No. 1 regarding the question of batch window time constrainthere are methods to overcome the automatic generation of
is obsolete. the execution plans, but the problem in principle remains.

3) Energy efficiency due to simplified recovery and to load On the contrary, by using small scale aggregation, the size
distribution: Painful recovery (Paint Point No. 2) is lessof data sets on which computation is performed is more
painful if there is a well thought-through recovery algorithm iror less constant, and data is in memory, hence less prone
place, such that only the erroneous parts are recalculated. Sitacdluctuations due to the executions plans. It is therefore
there is a much better control of the computation/aggregaticeasonable to assume some upper bounds, enabling real-time
flow, a better service-level and resource conflict managemeaipability of the system.
can be achieved by using the continuous aggregation strategy. .

It is true, that usually, batch jobs are performed durinfg- Enhanced system modelling
nighttime hours, when the workload on the computer is lower One of the most important side benefits of the continuous
than during working hours. Unfortunately, due to computatianformation processing strategy is the straightforward system
errors or erroneous raw data, the batch aggregation hasrtodelling. In this way, the design of the architecture, data
be restarted also during normal working hours. Hence, tiew, aggregation strategy, database schema design, etc., is
computer capacity should support the extended load duegigen by the structure of the streaming data, the aggregation

A. Cisco’s Pain Points
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functions and the algorithms of their implementation. Thus, tteways lead to improved performance of the Data Warehouse
more individualistic design, heavily based on the experienapplications. By doubling the computing capacity, roughly
of the application developer is converted into a predefined &% in performance improvement has been achieved. Using
of well founded modelling strategies, sustaining a paradighigh performance racks produced the best results. In the
switch from more or less subjectively individualistic concepend, when the effort for performance improvement is greater
tions in software design and development towards objectivelyan the effort to redesign the Data Warehouse, appropriate
established optimal solutions. Quantitative estimations shaomeasures should be taken.
that many Data Warehouse projects fail at a concerning rate2) Improving data quality: Furthermore, due to our mod-
wasting all the time, money, and effort spent on thet§.[  ular straightforward design strategy, the flow of data can be
much closely monitored, hence superitata qualitycan be
achieved. Moreover, enhancedaintenanceand straightfor-

1) Supporting production controlThe essence of the con-yard implementationcan be reached due to the harmonised
tinuous information processing strategy is that it enables thgproach.
calculation of the aggregation functions during the collection | conclusion, the price for achieving continuous aggrega-
phase. For example, for reporting purposes, the data for a ity may be high, the build in functions like standard deviation
day is collected. The classical batch jobs strategy envisag&ghnot be used any more, and as the case may be, new one-
the generation of the data pool for reporting only after the daigss or similar algorithms for the aggregation functions have
has been fully collected. Hence, calculated/aggregated valge)e set up, hence algorithmic and programming effort may
for reporting were available on the next day, depending on tfigrease. The benefits are obvious, a straightforward design
execution time of the batch jobs. Thus, the scope of classigglategy, up-to-date aggregated values during data collection,
reporting strategy was to capture, survey and review the peoyniform computational effort over the data collection period
duction status of the previous day. On the contrary, based gy an efficient recalculation strategy, which lead in the end
the data already collected, the continuous aggregation stratggya much efficient utilisation of computational resources.
enables the calculation/generation of preliminary reports @iproving the performance of batch jobs is tedious, if the
various points in time. This way, for example, soon after 12:0fhgesign strategy is not an option, sophisticated data base

the daily reports show the production figures corresponding:hnologies or costly high performance racks can overcome
the time frame [0:00, 12:00]. Therefore, if these figures are ngfg problem.

optimal, corresponding measures to boost production could
be taken. Thus, modern reporting based on our technology VI. CONCLUSION AND FUTURE WORK
enablesproduction control

2) Reducing ramp-up timdn some cases, optimisation can

D. Broadening the tasks of the classical reporting strategy

In the following, the advantages of the CIPM are sum-

be substantial, saving time and costs. For example, in t rised and the future work, we are concerned with, is

semiconductor manufacturing, there are optional producti<§ etched.

steps, where the material is measured. The number of measyre- .
. .~Conclusion

ments can be in the range of hundreds, and the measurement

time can last for several hours. The common aggregationSatisfactory solutions to the problems caused by the nightly

technology assumes that all measurement data is colleck&dch aggregation — as pointed out by Cis8p-f are given.

before starting the aggregation. By adopting our continuoi§ ensure an accurate presentation of our methodology, a

computation technology, preliminary measurement results d@fmal model has been set up and it has been shown that

be calculated. This way, faulty processed material can f a specific type of aggregation functions — including those

identified earlier, since there is no need for full calculatiofhat support efficient one-pass implementation — the data

in order to identify faulty processing, and hence, the rampggregation can be performed continuously and thus allows

up time of a new product can be substantially reduced, thigal-time capability.

giving the company decisive advantage over his competitors.1) Advantages CIPM - Résumé&ontinuous aggregation

» _ strategy:
E. Additional issues . S .
) 1) supportsreal-time capability if time constraints can be
1) Hardware upgrade vs. performance improvemexeéxt, met

twq issues are addressed, which are decisive from technl%tl supportsggregated values corresponding to the captured

point of view: data i.e., reporting capability at any point in time during

1) absence of optimal Data Warehouse design methodology, data collection,

2) performance problems due to the high complexity, res) supportsenhanced production contralue to up-to-date
quirements on expandability, and the low scalability of  aggregated data at any point in time during data collec-
the existing complex solutions. tion,

According to the experience of the first author at Qimonda i) supportsstraightforward design strategiedue to clear,

the Business Intelligence and Data Warehouse environment, easy understandable architectural and implementation

increasing the processing capability of the computers does not principles,
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6)
7
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13)
14)

15)

16)

17)

18)

19)
20)
21)

22)

23)
24)
25)
26)

27)
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supports easy maintenancedue to transparent and the whole data collection period.
straightforward software development process, 2) Difficulties CIPM - Résumé:

supportshigher quality of aggregated datdue to the
simplified architectural and implementation principles,

supportsunlform_ load of the und_erlylng d_a tabase systené) difficult architectural set-upi.e., new algorithms have to
due to the continuous aggregation principles, be designed and implemented

sqppprtsad—hoc real-t_lme reporting cqpabnltyue to the 3) longer development timedue to the new architectural
principles of the continuous aggregation as elaborated b design strategy

us " .
! . . I 4) IT staff has to be additionally trainedue to unconven-
supportshigher degree of reporting flexibility tha_m the tional architectural and maintenance strategies
gi(c)ihApa;?jCZ?glr?gﬁuioiobtgfn;a(t:; tgart“gr':r;ﬁggr t:g é‘}) heterogeneous team including mathematicians and data
g 9 scientistneed to be used, i.e., the algorithmic part of the

model, development may be sophisticated
avoidscomplicated SQL-queries for data retrieval or data P Y P '

: . . 6) increased development cosise to the unconventional
aggregation using large cartesian produchse to the new development strategies, and last but not least:
architectural principles, 7 j '

: : strong management commitment to overcome the difficul-
supports more accuratéKnowledge Discovery in

Databases” capabilitydue to the much detailed data ties due to the ar_1t|C|pat|ng _chal!e_nge\_%. o .
analysis capacity We have not experienced major difficulties in implementing

supportsearly detection of erroneous data sedse to the CIPM approaqh in databas.e applications, ir_nplementation
the continuous aggregation principles, avoiding panffPm the scratch is pretty straightforward, porting to CIPM
situations as in the case of nightly batch jobs, an existing legacy database appl'lcqtlon using batch j(')bS,. can
supports straightforward ~ performance improvementbe quite Cum_bersome. For sophlstlc_ated legacy applications,
strategiesdue to the simplified architectural principles, the most efficient method is to try to improve performance as
avoids or reduces “hot working phases” at night for thdong as possible by applying database technologies, and/or by
IT personneldue to the absence of nightly jobs, using high performance racks, etc.

reducesthe risk of incomplete or missing standard re- 3) Final considerations:The price of the advantages as
porting — “race against time”, as termed by Cisco — dugbove depends on the structure of the aggregation function.
to the enlarged aggregation window, Most of the key performance indicators used in the industry
reduceshe complexity of the database administratthre P€rmit an incremental representation, i.e., as functions of
to the new streamlined environment versus a databZdferent representation of sum(), avg(), count(), similar to the

1) somepredefined formulas, e.g., STDEV, cannot be used
directly, since the function above is not cumulative,

supports improvedbad balancingdue the modularised this cases is manageable. Generally speaking, the aggregation
aggregation strategy, functions should permit efficient one-pass calculation, or in

supportsower memory requirementsince the data to be the case of holistic functions, an algorithm, such that the time
aggregated is already uploaded into memory during ti§@nstraints can be satisfied.

data collection phase, In conclusion, for small applications, where real-time con-
supportstreamlined SQL-statemenssnce the data to be Straints are not an issue, batch jobs (large scale aggregation)
aggregated is preserved in small chunks, will deliver satisfactory results, whereas for large applications,

avoidsregular performance improvement taskse to the €ven if real-time capabilities are not required, the advantages
streamlined architecture of the aggregation strategy, ©f CIPM may prevail.

avoidsperformance bottleneckslue to the recalculation
of the nightly aggregation during business hours, B. Future Work

ensuresvery good scalability, both for the small scale The Pain Point No. 3 of Cisco’s white pape®]:[ “ad
aggregation and for the ad-hoc reportimdue to much hoc reporting; managing unplanned reports in a plan-based

better performance control, environment”, has been handled in this paper. The question
avoidsperformance fluctuatiomlue to imperfect execu- still remains, as to what extent “unforeseen” reports can be
tion plans, meaningfully set up. Furthermore, one asks oneself, what is
supportsefficient recalculation of aggregated valyéa the optimal strategy regarding volatile versus persistent aggre-
case erroneous data is collected, gation, i.e., aggregation within a query set up by a visualisation
supportsparallelisation beyond the built-in facilities of tool versus aggregation persisted in a data storage. From
the underlying database system, an algorithmic perspective, persistent aggregation offers more

supportsndependency of the underlying database systeadvantages if the query is often invoked. Moreover, the results
such as Relational, No-SQL, etc., and last but not leastan be much better validated if the data is persisted. On the
ensuregnergy efficiengysince smaller hardware can beother hand, sporadic queries should remain volatile, i.e., the
used due to the fact that aggregation is performed duringsult of the queries should not be persisted for further reuse.
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Tangwongsan]/] points out that “much less is known for [g]
nontrivial scenarios”, i.e., “functions that are not associative
and do not support FIFO windows”. Within this paper satis-
factory answers are given for those aggregation functions thgai
can be reduced to additive functions, and/or allow one-pass
algorithm. For example, it has been shown that the medihn [

can successfully be used within CIPM.

(10]

Generally speaking, the integration of the holistic functions

within CIPM remains an outstanding challenge. Commonl
for data warehouse applications, the raw data is always sto

for a certain period of time in order to be able to retrace the

computation. Hence, improving the speed of the computation
by using distributed algorithms, etc., can ensure real-tin[@]
capabilities. On the contrary, when dealing with long time

and high amount of streaming data, storing the data even
temporarily is not possible. In such cases, developing suitable
algorithms for approximate calculations could help. Eaghg]
holistic function should be handled on a case-by-case basis.
A general strategy seems improbable for the time being. In
conclusion, in general, for non-holistic functions (including thg;
usual KPIs used in business and industry) satisfactory results
can be given. The problem regarding the holistic functions is

still open, some of them can be used under some circumstances perlin-dima.github.io/scotty-window-processor/

in real-time environment.

[15]
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