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Abstract—Recent market research has revealed a globally 

growing interest on documentaries that have now become one 

of the biggest content-wise genre in the movie titles catalog, 

surpassing traditionally popular genres such as comedy or 

adventure films. At the same time, modern audiences appear 

willing to immerse into more interactive and personalized 

viewing experiences. Documentaries, even in their linear 

version, involve high costs in all phases (pre-production, 

production, post-production) due to various inefficiencies, 

partly attributed to the lack of scientifically-proven cost-

effective Information and Communications Technology tools. 

To fill this gap, a set of innovative tools is delivered that focus 

on supporting all stages of the documentary creation process, 

ranging from the documentary topic selection to its final 

delivery to the viewers. This paper elaborates on two specific 

tools that primarily focus on the interests and satisfaction of 

the targeted audience: the Integrated Trends Discovery tool 

and the Social Recommendation & Personalization tool. It 

presents their design, functionality and performance, discusses 

the extended evaluation and validation that has been carried 

out and concludes with exploring the future plans and 

potential regarding these tools. 
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I. INTRODUCTION 

From the earliest days of cinema, documentaries have 
provided a powerful way of engaging audiences with the 
world. They always had social and market impact, as they 
adapted to the available means of production and 
distribution. More than any other type of films, 
documentarians were avid adapters of new technologies, 
which periodically revitalized the classical documentary 
form. The documentary is a genre that lends itself 
straightforwardly to interaction. People have different 
knowledge backgrounds, different interests and points of 
view, different aesthetic tastes and different constraints while 
viewing a programme. Therefore, it becomes evident that 
some form of personalized interactive documentary creation 
will enhance the quality of experience for the viewers, 
facilitating them to choose different paths primarily with 
respect to the documentary format and playout system. The 
convergence between the documentary production field and 
of digital media enables the realization of this vision. 

As the range of Information and Communications 
Technology (ICT) platforms broadens, documentary makers 
need to understand and adopt emerging technologies in order 

to ensure audience engagement and creative satisfaction, via 
the use of personalization and interactive media. One of the 
major challenges for stakeholders in the arena of 
documentary creation is the development of processes and 
business models to exploit the advantages of those technical 
achievements, in order to reduce the overall cost of 
documentary end-to-end production, to save time and to 
deliver enhanced personalized interactive and thus more 
attractive documentaries to the viewers. 

This paper is based on [1] that has been prepared within 
PRODUCER [2], an H2020 EU project that aims to pave the 
path towards supporting the transformation of the well-
established and successful traditional models of linear 
documentaries to interactive documentaries, by responding 
to the recent challenges of the convergence of interactive 
media and documentaries. This is achieved via the creation 
of a set of enhanced ICT tools that focus on supporting all 
documentary creation phases, ranging from the user 
engagement and audience building, to the final documentary 
delivery. In addition to directly reducing the overall 
production cost and time, PRODUCER aims to enhance 
viewers’ experience and satisfaction by generating multi-
layered documentaries and delivering more personalized 
services, e.g., regarding the documentary format and playout.  

In order to provide the aforementioned functionality, the 
PRODUCER platform implemented 9 tools, each focusing 
on a specific documentary production phase. These tools are: 
Integrated trends discovery tool, Audience building tool and 
Open content discovery tool (that support the documentary 
pre-production phase), Multimedia content storage, search & 
retrieval tool and Automatic annotation tool (that support the 
core production phase), Interactive-enriched video creation 
tool, 360° video playout tool, Second screen interaction tool 
and Social recommendation & personalization tool (all four 
focusing on the documentary post-production phase). The 
architecture of the PRODUCER platform is presented in 
more detail in [3].  

As already mentioned, this paper is based on [1], where 
an initial prototype implementation was described for two of 
the PRODUCER tools: the Integrated Trends Discovery tool 
and the Social Recommendation & Personalization tool. In 
the current paper, the final version of the prototypes is 
presented along with a thorough evaluation.  

In the rest of the paper, Section II elaborates on the 
design & functionality of the Integrated Trends Discovery 
tool while Section III focuses on the description of the Social 
Recommendation & Personalization tool. In Section IV, the 
results of the evaluation of the tools are presented. Finally, in 
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Section V, conclusions are drawn and future plans are 
presented. 

II. INTEGRATED TRENDS DISCOVERY TOOL 

This section elaborates on the ITD tool, i.e., its 
innovations, architecture, user demographics inference 
mechanism and respective evaluation. 

A. Rationale and Innovations 

In recent years, there is an increasing trend on utilizing 
social media analytics and Internet search engines analytics 
for studying and predicting behavior of people with regards 
to various societal activities. The proper analysis of Web 2.0 
services utilization goes beyond the standard surveys or 
focus groups. It is a valuable source of information 
leveraging internet users as the largest panel of users in the 
world. Analysts from a wide area of research fields have the 
ability to reveal current and historic interests of individuals 
and to extract additional information about their 
demographics, behavior, preferences, etc. One of the 
valuable aspects of this approach is that the trial user base 
consists of people that have not participated in the user 
requirement extraction phase. 

Some of the research fields that demonstrate significant 
results through the utilization of such analytics include 
epidemiology (e.g., detect influenza [4][5] and malaria [6]) 
epidemics), economy (e.g., stock market analysis [7], private 
consumption prediction [8], financial market analysis and 
prediction [9], unemployment rate estimation [10]) politics 
(e.g., predicting elections outcomes [11]).  

On the other hand, there are limitations on relying only 
on these information sources as certain groups of users might 
be over- or under-represented among internet search data. 
There is a significant variability of online access and internet 
search usage across different demographic, socioeconomic, 
and geographic subpopulations. 

With regards to content creation and marketing, the 
existing methodologies are under a major and rapid 
transformation given the proliferation of Social Media and 
search engines. The utilization of such services generates 
voluminous data that allows the extraction of new insights 
with regards to the audiences’ behavioral dynamics. In [12], 
authors propose a mechanism for predicting the popularity of 
online content by analyzing activity of self-organized groups 
of users in social networks. Authors in [13] attempt to 
predict IMDB (http://www.imdb.com/) movie ratings using 
Google search frequencies for movie related information. In 
a similar manner, authors in [14] are inferring, based on 
social media analytics, the potential box office revenues with 
regards to Internet content generated about Bollywood 
movies.  

The existing research approaches mainly focus on the 
post-production phase of released content. Identifying the 
topics that are most likely to engage the audience is critical 
for content creation in the pre-production phase. The 
ultimate goal of content production houses is to deliver 
content that matches exactly what people are looking for. 
Deciding wisely on the main documentary topic, as well as 
the additional elements that will be elaborated upon, prior to 

engaging any resources in the documentary production 
process, has the potential to reduce the overall cost and 
duration of the production lifecycle, as well as to increase the 
population of the audiences interested, thus boosting the 
respective revenues. In addition, the existence of hard 
evidence with regards to potential audience’s volume and 
characteristics (e.g., geographical regions, gender, age) is an 
important parameter in order to decide the amount of effort 
and budget to be invested during production.  

There are various social media analytics tools that are 
focusing on generic marketing analysis, e.g., monitoring for 
a long time specific keyword(s) and websites for promoting 
a specific brand and engaging potential customers. These 
web marketing tools rely on user tracking, consideration of 
user journeys, detection of conversion blockers, user 
segmentation, etc. This kind of analysis requires access to 
specific websites analytics and connections with social 
media accounts (e.g., friends, followers) that is not the case 
when the aim is to extract the generic population trends. In 
addition, these services are available under subscription fee 
that typically ranges from 100 Euros/month to several 
thousand Euros/month, a cost that might be difficult to be 
handled by small documentary houses. 

The ITD Tool aims to support the formulation, validation 
and (re)orientation of documentary production ideas and 
estimate how appealing these ideas will be to potential 
audiences based on data coming from global communication 
media with massive user numbers. The ITD tool integrates 
existing popular publicly available services for: monitoring 
search trends (e.g., Google Trends), researching keywords 
(e.g., Google AdWords Keyword Planner), analyzing social 
media trends (e.g., Twitter trending hashtags). In more 
details, the ITD tool innovations include the following: 

 Identification and evaluation of audience’s generic 
interest for specific topics and analysis/inference of 
audience’s characteristics (e.g., demographics, location) 

 Extraction of additional aspects of a topic through 
keyword analysis, quantitative correlation of keywords, 
and association with high level knowledge (e.g., 
audience sentiment analysis)  

 Discovery and identification of specific real life events 
related to the investigated topic (e.g., various 
breakthroughs of google/twitter trending terms are 
associated with specific incidents) 

 Utilization of data sources that are mainly openly 
accessible through public APIs, which minimizes the 
cost and increases the user base. 

B. Architecture & Implementation Specifications 

A functional view of ITD tool’s architecture is provided 
in Fig. 1. Its core modules are described hereafter.  

RestAPI: This component exposes the backend’s 
functionality through a REST endpoint. The API specifies a 
set of trend discovery queries where the service consumer 
provides as input various criteria such as keywords, topics, 
geographical regions, time periods, etc. 

Trends Query Management: This component orchestrates 
the overall execution of the queries and the processing of the 
replies. It produces several well formulated queries that are 
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forwarded to the respective connectors/wrappers to dispatch 
the requests to several existing TD tools/services available 
online. Given that each external service will reply in 
different time frames (e.g., a call to Google Trends discovery 
replies within a few seconds while Twitter stream analysis 
might take longer) the overall process is performed in an 
asynchronous manner, coordinated by the Message Broker. 
The Query Management enforces querying policies tailored 
to each service in order to optimize the utilization of the 
services and avoid potential bans. To this end, results from 
calls are also stored in ITD tool’s local database in order to 
avoid unnecessary calls to the external APIs. 

 
Figure 1.  Architecture of the Integrated Trends Discovery Tool. 

Trends Message Broker: This component realizes the 
asynchronous handling of requests. It is essentially a 
messaging server that forwards requests to the appropriate 
recipients via a job queue based on a distributed message 
passing system. 

Social Media Connectors: A set of software modules that 
support the connection and the execution of queries to 
external services through the provided APIs. Connectors are 
embedding all the necessary security related credentials to 
the calls and automate the initiation of a session with the 
external services. Thus, the connectors automate and ease the 
actual formulation and execution of the queries issued by the 
Query Management component. Some example APIs that are 
utilized by the connectors are: Google AdWords API, 
Twitter API, YouTube Data API v3. 

Trends Data Integration Engine: This module collects 
the intermediate and final results from all modules, 
homogenize their different formats, and extracts the final 
report with regards to the trends discovery process. The 
results are also modelled and stored in the local data base in 
order to be available for future utilization.  

Trends Database Management & Data model: The ITD 
tool maintains a local database where the results of various 
calls to external services are stored. The Database 
Management module supports the creation, retrieval, update 
and deletion of data objects. This functionality is supported 
for both contemporary data but also for historic results 

(Trends History Management). Hence, it is feasible for the 
user to compare trend discovery reports performed in the 
past with more recent ones and have an intuitive view of the 
evolution of trend reports in time.  

Trends Inference Engine: In some cases, the external 
services are not directly providing all information aspects of 
the required discovery process and the combination and 
analysis of heterogeneous inputs is required. To this end, the 
application of appropriate inference mechanisms on the 
available data allows the extraction of additional information 
escorted by a confidence level that expresses the accuracy of 
the estimation. Details on the rationale and mechanisms of 
this module are presented in the following section. 

The technologies used for the implementation of the ITD 
tool can be found in Table I. 

TABLE I.  ITD SOFTWARE SPECIFICATIONS 

Licensing Open source 

Core Implementation 

Technologies 

Python 2.7 

Additional technologies 

utilised 

Nginx server 

Django 1.10 (Python framework) 

djangorestframework 3.5.1 
Celery 

RabbitMQ 

Redis 

Database details MySQL 5.x 

Exposed APIs REST 

Exchanged data format JSON 

GUI description HTML5, Javascript, CSS3, Angular JS 1.6, 

Angular-material 1.1.3 

 
The tool is developed as an open source project and the 

source code can be found at [15]. 

C. Knowledge Extraction Approaches 

As discussed in the previous section, during the 
preproduction phase of a documentary, producers are highly 
interested in estimating audiences’ interests in correlation 
with high level information like the gender, the age and the 
sentiment of potential audiences. In a similar manner, after a 
show has been aired, useful results can be inferred through 
the analysis of the Internet buzz that the show has created. In 
other cases, merging information from different, previously 
unrelated, sources may provide a higher confidence on the 
final outcome. To this end, various data processing and 
inference mechanisms are deemed necessary. The ITD tool 
follows a modular approach with regards to this aspect. The 
ITD tool provides the necessary means for collecting all 
relevant data at one place and then different data analytics 
algorithms can be applied allowing the extraction of 
additional knowledge according to the scope of the user. As 
a proof of concept and for supporting the needs of the 
production teams within the scope of the PRODUCER 
project, inference algorithms were developed for: i) 
extracting audience’s characteristics through Twitter data 
and ii) analyze popularity of targeted TV shows by be 
complementary use of Google Trends service with Twitter. 
The design principles and the actual evaluation results of 
both approaches are presented in Section IV. 
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D. Graphical User Interfaces 

The Front-End allows the user to create a new query and 
visualizes the respective results. The overall process consists 
of two steps supported by two pages (Fig. 2).  

 
Figure 2.  The “Home” page of the ITD tool. 

First the query’s parameters within the “Queries” (Fig. 3) 
page are specified and based on these parameters a discovery 
process is initiated.  

 

Figure 3.  The “Queries” page of the ITD tool. 

After a successful completion of the query the results are 
presented on the “Results” page (Fig. 4 and Fig. 5), which 
provides the following output: (i) a graph of terms (each term 
is escorted by a user’s popularity metric and is correlated 
with other terms, where a metric defines the correlation 
level), (ii) interest per location (country/city), (iii) interest 
per date(s) allowing the identification if significant dates and 
seasonal habits, (iv) sentiment and gender analysis related 
with the researched topic and (vi) questions related to the 
topic. 

 
Figure 4.  A snapshot of “Results” page focusing on “Interest by Time” 

and “Keyword Volume”. 

 
Figure 5.  A snapshot of “Results” page focusing on “Sentiment and 

Gender Estimation”. 

Finally, the front-end allows the reviewing of results 
from past queries and the conversion and download of the 
query results in CSV format.  

III. SOCIAL RECOMMENDATION & PERSONALIZATION TOOL 

This section elaborates on the SRP tool, i.e., its 
functionality, architecture, recommendation extraction 
algorithm. 

A. Rationale & Goal 

Personalization & Social Recommendation are dominant 
mechanisms in today’s social networks, online retails and 
multimedia content applications due to the increase in profit 
of the platforms as well as the improvement of the Quality of 
Experience (QoE) for its users and almost every online 
company has invested in creating personalized 
recommendation systems. Major examples include YouTube 
that recommends relevant videos and advertisements, 
Amazon that recommends products, Facebook that 
recommends advertisements and stories, Google Scholar that 
recommends scientific papers, while other online services 
provide APIs such as Facebook Open Graph API and 
Google’s Social Graph API for companies to consume and 
provide their own recommendations [16]. 

The Social Recommendation & Personalization (SRP) 
tool of PRODUCER holistically addresses personalization, 
relevance feedback and recommendation, offering enriched 
multimedia content tailored to users’ preferences. The tool’s 
functionalities can be used in any type of content that can be 
represented in a meaningful way, as explained later. The 
application is thus not restricted to documentaries. 

The recommendation system we built is not restricted to 
the video itself, but applies to the set of enrichments 
accompanying the video as well. Interaction with both video 
and enrichments is taken into consideration into updating the 
user’s profile, thus holistically quantifying the user’s 
behaviour. Its goal is to facilitate the creation of the 
documentary and allow the reach of the documentary to a 
wider audience. To do so, the SRP tool is responsible for 
proposing content to the user or to the producer of the film 
relevant to specific target groups, via a personalization 
mechanism. 

B. Architecture & Implementation Specifications 

SRP tool’s architecture is presented in Fig. 6 and it 
consists of the following components: 

RestAPI: This component is responsible for the exchange 
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of information between the frontend of the SRP tool or any 
application willing to use the SRP tool’s functionality, and 
its backend. 

Frontend: This component is responsible for the 
Graphical User Interface via which the user interacts with the 
tool. More information on this component will be presented 
in subsection D. 

User Interaction Monitoring: As the user interacts with 
the content and the frontend of the tool, interactions and data 
are being sent to the backend in order to be processed by the 
tool and perform the corresponding actions. 

 

 
Figure 6.  Architecture of the Architecture of the Social Recommendation 

& Personalization Tool. 

Data Models: The database where all the data that the 
tool needs in order to operate seamlessly are stored. 

Content Management: The module that processes the 
ingested content in order to provide a meaningful 
representation to the underlying algorithms. 

User Profile Management: The module that keeps user 
profiles updated as far as their demographics and actual 
preferences are concerned, based on their interaction with the 
content and the platform. 

Recommendation Engine: The core part of the tool where 
the recommendation process takes place and provides the 
users with the appropriate content. 

Various state-of-the-art technologies were utilized in 
order to achieve the performance and security necessary for 
the optimal operation of the system. The software 
specifications for the SRP tool can be found in Table II. 

TABLE II.  SRP TOOL SOFTWARE SPECIFICATIONS 

Licensing Open source 

Core Implementation 

Technologies 

Python 3.5.2 

Additional technologies 
utilised 

Nginx server 
uwsgi 

Django 1.10 (Python framework) 

djangorestframework 3.5.1 

gensim 0.13.4.1 

Postgresql 9.5.7 
Docker 

Docker-compose 

Database details PostgreSQL 

Exposed APIs REST 

Exchanged data format JSON 

GUI description GUI application communicating with the backend 

of the tool. Users have to signup/login to use the 

tool’s backend functionalities. 

 
The tool is developed as an open source project as well 

and the source code can be found in [17]. 

C. Functionality & Design 

This section elaborates on the details regarding the 
features and mechanisms supported by the SRP tool. In order 
for the recommendation engine to work, the content must be 
properly indexed and the system should have information 
about the user’s preferences. The Content Management 
module ingests the content’s data and maps each content 
item to a vector as described later in this section. The 
interaction of the user with the content allows the creation of 
a similar vector for the user which later can be used to 
provide recommendations either on a personal level or for a 
specified target group. The rest of the section further 
elaborates on each of the functions performed by the SRP 
tool. 

As already stated, the first process the SRP tool has to 
perform is to index the content in a meaningful way, an 
important step as also indicated in [18][19]. Each 
video/enrichment is mapped to a vector, the elements of 
which are the scores appointed to the video/enrichment 
expressing the relevance it has to each category of the 
defined categories. The categories used come from the upper 
layer of DMOZ (http://dmoztools.net/), an attempt to create a 
hierarchical ontology scheme for organizing sites, Since the 
videos in the PRODUCER project are of generic nature, a 
common ontology scheme seems fit. The feature terms used 
are presented on Table III. 

TABLE III.  FEATURE TERMS 

Art Business Computer Education Game Health Home 

News Recreation Science Shopping Society Sport Child 

 
Each multimedia content item is therefore described as 

follows:        
    

      
 , where    are the specified 

categories and    
 is the relevance the content has to the 

specific category. Each element of the vector    needs to be 
generated in an automatic way from the metadata 
accompanying the video since such a representation is not 
already available nor is manually provided by the content 
creators. To achieve this, a previous version of the tool used 
a naïve tf-idf algorithm while in the current version of the 
SRP tool, a more sophisticated approach is considered. More 
specifically, the    are appointed using the Word2Vec 
model [20] a model of a shallow two-layer neural network 
that is trained to find linguistic context of words. It takes as 
input a word and returns a unique representation in a 
multidimensional vector space. The position of the word in 
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this vector space is such that words that share common 
contexts are located in close proximity with each other. 

Since the multidimensional vector representation is not 
useful to us in the way it is, we apply the same procedure on 
the feature terms used in our vector representations. By 
doing so, each feature term also has a multidimensional 
vector representation on the same space as the words and the 
similarity between the word and each category can be 
computed. To calculate the overall similarity score, we use a 
linear combination between the maximum score from all 
words on the document and the average score of the words. 
The average score is used in order to reduce the chance that a 
word that appears few times in the text, but is very relevant 
to the category in question, skews the result too much in its 
favor. 

In our algorithm we use a pre-trained model from the 
Wikipedia dataset which consists of millions of documents 
on a large variety of themes and as a result is a pretty generic 
dataset covering all the topics that are of interest. 

In order to be able to identify content relevant to target 
audiences, the tool needs to collect information and 
preferences of viewers since user profiles constitute another 
integral part of a recommendation system. The 
representation of each user on the system follows the same 
principals as the content vector representation, where the 
vector’s elements signify the importance each term has to the 
user. As a results each user is represented by a vector 

  [   
    

      
]    

     , where    
 is the value 

each user gives to each feature term. 
 Within the platform the SRP tool operates, the viewer 

registers and provides some important demographics (i.e., 
gender, age, country, occupation and education). This 
information is used in order to create an initial user vector 
for the user, based on the preferences of users similar to his 
demographics group. Alternatively, instead of providing this 
information explicitly, the viewer can choose to login with 
his/her social network account (e.g., Facebook, Twitter) and 
the information could be automatically extracted. 

The user profile created via this process is static and is 
not effective for accurate recommendation of content since: 
a) not every user in the same demographic group has the 
same preferences and b) his/her interests change 
dynamically. Thus, in addition to the above process the SRP 
tool implicitly collects information for the user’s behavior 
and content choices. Using information about the video 
he/she watched or the enrichments that caught his/her 
attention, the SRP tool updates the viewer’s profile to reflect 
more accurately his/her current preferences. 

The created user profile, allows the tool to suggest 
content to the viewer to consume, as well as a personalized 
experience when viewing the content by showing only the 
most relevant enrichments for his/her taste. Through a 
content-based approach, the user’s profile is matched with 
the content’s vector by applying the Euclidean similarity 
measure as: 

     
  (   )   

 

   √∑ (   
    

)
 

 

 
(1) 

where    is the user’s profile vector and   
 
 is the content’s 

vector. Other similarity metrics were also tested and will be 
presented in Section IV. 

The collaborative approach is complementary with the 
content-based recommendation using information from other 
viewers with similar taste, to increase diversity. The idea is 
to use already obtained knowledge from other users in order 
make meaningful predictions for the user in question. To do 
so, the similarity between users is computed as follows: 

     (   )   
 

   √∑ (   
    

)
 

 

 
(2) 

where the H more similar users from the user’s friends list 
are denoted as close neighbors. We then compute the 
similarity of the neighbors to the item: 

     
   (   )   ∑      

  (   )  

 

   

     (   ) (3) 

The final similarity between the user and the item is 
calculated via a hybrid scheme by using the convex 
combination of the above similarities: 

     
 (   )  (   )     

   (   )        
  (   )        (4) 

where         is a tunable parameter denoting the 
importance of the content-based and the collaborative 
approach on the hybrid scheme. A value of       has been 
shown to produce better results than both approaches used 
individually [21]. 

Based on the collected data above and the constructed 
viewers’ profiles, the producer of the documentary can filter 
the available content based on the preferences of the targeted 
audience. For this purpose, the k-means algorithm [22] is 
used to create social clusters of users. Based on the generated 
clusters, a representative user profile is extracted and is used 
to perform the similarity matching of the group with the 
content in question. The SRP tool assigns a score to each 
item and ranks the items based on that score. 

After the creation of the documentary, the SRP tool can 
be used as an extra step in order to provide a filtering on the 
enrichments that are paired with the video, so that they do 
not overwhelm the viewer, filtering out less interesting ones. 
After specifying the target audience, the SRP tool can 
provide the list of suggested enrichments that the producer 
can either accept automatically or select manually based on 
his/her preferences, enabling the delivery of personalized 
documentary versions, tailored to audience interests. 

D. Graphical User Interfaces 

The Social Recommendation & Personalization tool 

provides a Graphical User Interface (GUI) in order to make 

it accessible to users willing to use the standalone version of 

the tool. In the integrated platform, the GUI is part of the 

platform in order to better exploit its potential by combining 

its services with that of the rest of the tools. 

Since the tool needs some information about the users in 

order to efficiently provide its recommendations, a page 

where he/she can enter or alter his/her personal information 

is provided (Fig. 7). This information is used to initialize the 

user profile but will also be valuable when willing to gather 
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information for a specific target group. When the user enters 

his/her information, the data is stored in the SRP tool 

database. 

 

Figure 7.  SRP tool login screen. 

 
Figure 8.  Recommended videos page of SRP tool. 

By clicking on “Videos” from the navigation bar, a 
search bar for searching specific videos as well as a list of 
videos are presented to the user (Fig. 8). The list of the 
videos contains the top ten videos from the video database, 
ranked based on the profile of the user that requested the list 
by making use of the hybrid recommendation mechanism. It 
is thus subject to change every time the user interacts with 
the system, so that the top videos correspond to what the 
system believes are the most interesting videos for the user at 
any time. 

The “Play Video” page contains more information about 
the video, as well as the video content itself (Fig. 9). From 
this page, the user can view the video, interact with it by 
sharing it to social media, like it or dislike it and watch the 
enrichments associated with the video. All information 
concerning the interactions of the user with the content is 
sent back to the SRP tool backend to update the profile of the 
user in order to be able to make more precise 
recommendations in the future. 

 

Figure 9.  Play video page of SRP tool. 

The last page provided by the GUI is to be used by the 

content providers or producers willing to use the services 

provided by the SRP tool (Fig. 10). The page is split in three 

columns. The leftmost contains a form where the user can 

select the audience group he/she wants to target in his/her 

documentary, so that the tool knows what recommendation 

to make. After choosing the appropriate values in the form, 

the user clicks on search and in the middle column, a list of 

the 10 most recommended videos for the target group 

appears. The list is ranked from most to least relevant. After 

selecting the appropriate video, the enrichments of the video 

appear on the right column. The tool gives the user the 

ability to select which ones of the suggested enrichments 

he/she finds appropriate for his/her documentary by toggling 
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the slider at the top right of the enrichment. After making 

his/her selection, the user can export his/her choices for 

further use in the documentary creation process. In the 

integrated platform, the exported data could be used by the 

rest of the tools of the PRODUCER platform 

 

Figure 10.  SRP tool page for Business users. 

IV. EVALUATION & BENCHMARKING 

In this section, an extensive evaluation of the two tools is 
presented in order to measure their performance and 
effectiveness on their corresponding tasks. In order to 
successfully evaluate the tools, both an objective 
benchmarking process via simulations on the underlying 
algorithms and a subjective benchmarking process by actual 
usage of the tools from real users were performed. 

The reason for performing both offline and online 
evaluation techniques is that recommendation systems are 
relatively complex mechanisms and their performance 
cannot be holistically captured through their mathematical 
model representation. Offline benchmarking was used to 
configure the underlying algorithm and tweak the available 
parameters via measuring the effectiveness based on the state 
of the art metrics, while online experiments came as a 
confirmation to the above selections and captured the overall 
Quality of Service perceived by the users (e.g., cold start 
recommendations, over-specialization etc.) 

A. Objective benchmarking 

1) Integrated Trends Discovery Tool 

The first set of evaluation actions for the ITD tool refers 
to the inference processes through data analytics approaches. 
In more details the inference algorithms were developed for: 
i) extracting audience’s characteristics (gender) through 
Twitter data and ii) analyse popularity of targeted TV shows 
by the complementary use of Google Trends service with 
Twitter. 

 
Extracting audience’s characteristics 

The rationale for identifying potential audiences’ gender 
and age characteristics is that this kind of information is not 

freely available from social media services due to user 
privacy protection data policies. There are various state of 
the art attempts that focus on inferring user demographics 
though probabilistic approaches based on user related data 
freely available on social media (e.g., tweets content, 
linguistic features, followers’ profile) [23][24][25][26]. With 
regards to the documentary preproduction phase, Twitter 
service proved to be the most appropriate one for extracting 
user profile information, as Twitter account data and content 
are openly available. The Facebook social media service 
recently updated the related data access policy and doesn’t 
allow the access to user content if there is no direct relation 
with the user (e.g. friends). In a similar manner Google 
adwords service only provides access to user profile data 
strictly for mediating Google advertisements and doesn’t 
allow the utilization of such data for other reasons to third 
parties.  

The task of age and gender estimation is tackled by the 
ITD tool via the utilization of classification algorithms 
trained with ground-truth data sets of a number of tweeter 
users containing records of real Twitter profile information 
and the respective gender/ age. The core idea for the 
classification algorithm is that stylistic factors are often 
associated with user gender, so the Twitter profile colour that 
has been utilized in combination with the profile picture and 
the display name. The applied approach, which is presented 
in detail in [27], constitutes a scalable and fast gender 
inference mechanism, as a very limited number of features is 
being utilized for each user thus resulting to a low-
dimensional space, in which the machine learning algorithms 
for gender detection operate. The core benefit of the 
proposed approach is that it is able to scale and process a 
very large dataset of Twitter users while is conclusive even 
in the case where only one of the three aforementioned 
profile fields used is specified.  

The trained network is then utilized in order to generalize 
the training process and estimate missing information from 
wider networks of twitter users. The inference process is 
coordinated by the Trends Inference Engine. The engine uses 
the TwitterAPI to retrieve tweets where the keywords 
connected with certain topics are mentioned. Based on the 
respective Twitter Account ids, profile information is 
collected for each account. Based on profile attributes (e.g., 
“name”, “screen_name”, “profile photo”, “short description”, 
“profile_color”) each user is classified to age & gender 
category and each classification is escorted by a confidence 
level. 

To infer the gender of users based on their profile 
pictures, the Face++ Face Detection API 
(https://www.faceplusplus.com) is utilized. This service 
detects human faces within images and estimates the 
respective gender associated with a confidence level. To 
exploit the display name for determining the user’s gender, a 
data matching technique is used comparing the names of 
Twitter users with the names stored in the datasets of 
Genderize (https://genderize.io/).  

In order to exploit the theme color to infer the user 
gender, a hex color code has been obtained for each user via 
the Twitter API corresponding to the user’s chosen color. 
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The obtained color codes have been converted to the 
corresponding RGB representation thus generating three 
features (capturing the respective Red, Green and Blue 
values of the theme color). 

All aforementioned features were used to train three 
machine learning gender classifiers, namely a Photo 
Classifier, a Color Classifier and a Name Classifier, each 
exploiting the information gained from the features extracted 
from the corresponding field. The output of these classifiers 
is the inferred gender for each user, along with the respective 
estimation confidence level. In order to couple the outputs of 
all aforementioned standalone gender classifiers in a hybrid 
approach, three “gender numbers” have been assigned to 
each user, each capturing the output of one classifier. 

The evaluation has been based on a public data set 
(https://www.kaggle.com/crowdflower/twitter-user-gender-
classification) of ground truth data containing information of 
10021 twitter users’ profiles. The dataset contains the gender 
of distinct twitter users escorted by profile information. 

In order to evaluate the gender inference algorithm, the 
initial dataset (~10000 records) has been divided into 40 
parts each containing about 250 records. Each dataset part 
was gradually incorporated to the classifier, while the last 
250 records were used for evaluation. The initial evaluation 
attempts did not provide high performance results. A data 
cleansing process was subsequently performed removing 
records that had the default predefined Twitter profile colors 
that resulted in a dataset of ~2000 records. The same 
evaluation process was then conducted where each of the 40 
parts contained 50 records. 

 

Figure 11.  Accuracy and Coverage for PNN and SVM Hybrid Classifiers. 

As it is presented in Fig. 11 and discussed in detail in [27], 
the evaluation process indicated that the utilization of two 
supervised learning algorithms namely the Support Vector 
Machines (SVMs) and Probabilistic Neural Networks 
(PNNs) perform excellent, resulting in ~87% accurate 
results. The evaluation process is planned to proceed with 
further testing of the proposed approach based on more 
datasets, originating from additional social media (not only 
Twitter), to compare with similar existing approaches and to 
incorporate additional user profile attributes, including text 
analysis of provided profile description and Tweets text. 

 
Social Media and Google Trends in Support of Audience 
Analytics 

One of the objectives of the ITD tool’s inference engine is 

to improve the quality and reliability of the generated results 
by combining the outcomes of different sources of 
information. On the same time, there have been various 
research efforts aiming to investigate how social media are 
used to express or influence TV audiences and if possible to 
estimate TV ratings through the analysis of user interactions 
via social media. Based on the state of the art review [28], 
the research work conducted so far by various initiatives on 
this domain focuses mainly on the utilization of Twitter and 
Facebook. However, in certain occasions, the respective 
volume of information derived by these social media 
services is not enough resulting on low reliability outcomes. 
To this end, the second evaluation process of the ITD tool 
targets the case where the Twitter service is utilized in 
combination with Google Trends [29] towards the extraction 
of audience statistics for specific TV shows. 

The analysis conducted for the Italian talent show “Amici 
di Maria de Filippi” that broadcasts for the last 17 years and 
lies among the most popular shows in Italy. The show airs 
annually from October until June, thus being appropriate for 
yearly examination of the data. In this study, data of the year 
2017 have been used, split in two semesters as elaborated 
upon subsequently. 

The keyword-hashtag that is utilized by audience is the 
‘#amiciXX’ where XX corresponds to the number of the 
consequent season that the show is aired. The analysis that 
was conducted by the ITD targeted the period January -June 
2017 where the respective hashtag was ‘#amici16’ and the 
period July to December 2017 where the respective hashtag 
was ‘#amici17’.  

Using as keyword these hashtags and by utilizing the ITD 
tool, data were collected from Google Trends and Twitter.  
With regards to Google Trends, a time series of the relative 
search figures -search volume for the term divided by the 
total volume of the day- normalized between 0 and 100 were 
available by the service. Utilizing the Twitter API 882024 
tweets collected for ‘#amici16’ and 135288 for ‘#amici17’ 
terms respectively. The collected data have been grouped 
based on date in order to acquire the daily volume. 

 

 
Figure 12.  Correlation of Google Trends and Twitter data for the term 

‘#amici16’ targeting the first semester of 2017. 

In order to verify the correlation between data originating 
from Google Trends and those originating from Twitter, the 
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Pearson correlation coefficient was utilized. The obtained 
results for the first semester of 2017 are illustrated in Fig. 12 
and lead to coefficient of 0.893 and to significance of 
approximately 10-32. This indicates that the two datasets are 
strongly correlated, since we secured that the figures of each 
set are matched 1-1 and the low significance ensures that this 
result cannot be produced randomly. The respective 
outcomes for the second semester of 2017 are presented in 
Fig. 13 and lead to correlation coefficient of 0.816 and to 
significance of about 10-30. The slightly lower correlation 
demonstrated can be fully justified by the fact that the show 
does not broadcast during the summer and thus there is lower 
activity both on Twitter, as well as on Google, resulting in 
lower correlation results. Nevertheless, the findings indicate 
a strong relation between Twitter and Google Trends data. 
The aforementioned results confirm what the authors 
originally expected: Data obtained from Google Trends and 
Twitter at the same period are strongly (linearly) correlated 
and this of course can be further exploited in a variety of 
research purposes. 

 
 

 
Figure 13.  Correlation of Google Trends and Twitter data for the term 

‘#amici17’ targeting the second semester of 2017. 

The described data homogenization and correlation 
evaluation mechanism has been integrated within the 
Inference Engine of the ITD tool allowing the dynamic 
deduction of whether the data from the two different 
information sources are converging or not for the utilized 
keywords that refer to the respective shows. The correlation 
level is then utilized as an additional value that is escorting 
the keyword presence volumes and presented to the end-user 
as an additional indication of the metrics’ confidence.  

The evaluation experiments conducted with regards to the 
overall utilization of the tool are encouraging and have 
allowed for the discovery of potential shortcomings early in 
the development phase. Such an issue is related to the 
volume of calls to external services. For example, Twitter 
API limits the allowed calls to 15 every 15 minutes per 
service consumer. As this issue was expected, a caching 
mechanism is utilized where results from each call to the 
Twitter API are also stored in the local database. Hence the 
ITD builds its own information store in order to avoid 
unnecessary calls. To this end, as the tool is utilized from 

various users, the local information store is getting richer. 

2) Social Recommendation and Personalization tool 

Concerning the evaluation of the Social 
Recommendation and Personalization tool, part of the 
benchmarking procedure was performed for the evaluation of 
the effectiveness of the algorithms used for the generation of 
the feature vectors of the content, that corresponds to the first 
process performed by our tool described in Section III, the 
indexing of the content in a meaningful way. In our tool, we 
represent the content as a vector, where each element is one 
of the 14 categories we have specified, and the value is the 
percentage to which the content is relevant to this category. 

The models used in the evaluation process are four pre-
trained models [30] on Wikipedia 2014 in glove 
representation [31] after we passed them from a 
transformation process to fit the Word2Vec representation, 
which contain a vocabulary of 400k words and 50 
dimensions, a 100 dimensions, a 200 dimensions and a 300 
dimensions vector representation respectively, as well as a 
pre-trained model on Google News with a vocabulary of 3 
million words with a vector representation of 300 
dimensions. 

In order to test the efficiency of those models, in Section 
A.2.1, the default accuracy test of word2vec models 
questions-words [32] was performed while in A.2.2, the 
model was tested on the ability to effectively categorize 
content items on the 14 categories and a representative 
example from our dataset is presented. More examples can 
be found in [33]. 

Since the representation of the content is only part of the 
overall mechanism, an evaluation on the effectiveness of the 
recommendation algorithm as described in the rest of Section 
III was also performed. In Section A.2.3 the design of the 
evaluation process is described and in Section A.2.4 the state 
of the art metrics used for the evaluation are presented. 
Finally, in Section A.2.5 the results of the simulations are 
presented and discussed. 

A.2.1. Question-words test  
This test consists of 19544 sets of 4 words, and is used to 

test how well a generated vector model does with analogies 
of different kinds: For example, capital (Athens Greece 
Baghdad Iraq), currency (Algeria dinar Angola kwanza) etc. 
The idea is to predict the 4

th
 word based on the three 

previous ones. 
Once vectors from a corpus with sentences containing 

these terms is generated, the question-words file can be used 
to test how well the vectors do for analogy tests (assuming 
the corpus contains these terms). So, given an example from 
question-words.txt (Athens Greece Baghdad Iraq), the 
analogy test is to look at nearest neighbours for the vector 

Vector(Greece) - Vector(Athens) + Vector(Baghdad) 

If the nearest neighbour is the vector Iraq then that 
analogy test passes. 

After running the question-words test for all five models, 
the successful and unsuccessful attempts of the algorithm 
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have been recorded. The respective results are presented in 
Table IV. 

TABLE IV.  MODEL EVALUATION 

Model Correct Incorrect 

Wikipedia 50d 49.69% 50.31% 

Wikipedia 100d 65.49% 34.51% 

Wikipedia 200d 71.98% 28.02% 

Wikipedia 300d 74.05% 25.95% 

GoogleNews 77.08% 22.92% 

 
All models perform pretty good with at least once in two 

successfully predicting the missing word for the smaller 
model (Wikipedia 50d 49.69%). What we notice is that the 
larger the model, the better the performance. Both larger 
vector representations and larger vocabulary contribute to the 
increase in the percentage of the correct predictions, as well 
as the quality and length of the corpus used to train the 
model. 

As we can see from the results, the Google News model 
clearly performs the best with a success rate of 77% but due 
to its size, it is not very practical on small infrastructures 
such as the one used for our prototype. 

A.2.2 Examples from our database 
To test the efficiency of the Word2Vec model on the 

actual problem of finding the relevance that the video has in 
each of the 14 categories, we did some evaluations on the 
actual data we had in our video database. The idea behind the 
evaluation is to provide the title together with some tags and 
the description of the video, and the neural network should 
be able to successfully deduce this relevance. The more 
available metadata each video has, the better the result of the 
algorithm is expected to be. For this evaluation process, we 
used the Google News model which is the best performing 
one, and which we expected to have the most accurate 
representations. 

A representative video example is presented in Table V. 

TABLE V.  PROPERTIES OF VIDEO EXAMPLE AND RESPECTIVE 

INDEXING DELIVERED BY SRP TOOL.  

Title 

Documentary about Leonardo da Vinci 

Description 

Learn more about the life and the achievements of the Italian Renaissance 

polymath Leonardo da Vinci. His areas of interest included invention, painting, 

sculpting, architecture, science, music, mathematics, engineering, literature, 
anatomy, geology, astronomy, botany, writing, history, and cartography. He 

has been variously called the father of palaeontology, ichnology, and 

architecture, and is widely considered one of the greatest painters of all time. 
Sometimes credited with the inventions of the parachute, helicopter and tank, 

he epitomized the Renaissance humanist ideal 

Tags 

Sciences, History 

Art Business Computer Education Game Health Home 

0.438 0.205 0.250 0.366 0.206 0.253 0.225 

News Recreation Science Shopping Society Sport Child 

0.168 0.253 0.753 0.132 0.319 0.194 0.339 

 
In this example, a documentary provided by Mediaset is 

analyzed that concerns the life of Leonardo da Vinci. From 
the description provided we can see that he was a scientist as 
well as an artist, and so the algorithm gives a high score to 
“Science” and a lesser one but still high score to “Art” 
categories. 

More details and examples of the multimedia content 
indexing delivered by the SRP tool are provided in [30]. 

A.2.3 Recommendation algorithm evaluation via 
simulations 

In order to evaluate the performance of the algorithm 
used in the Social Recommendation and Personalization 
Tool, we also performed some offline experiments via 
simulations on MATLAB in a similar way as in [21]. In 
order to achieve this task, sets of content items are given a 
scoring on the 14 categories, and sets of users with a 
specified behaviour are created. Based on their behaviour, 
the users have different probabilities on performing actions 
on a content item, depending on the relevance and thus the 
likelihood that the user is interested in the item. Although the 
users are artificial, we make reasonable assumptions trying 
to emulate a real-life user behaviour. 

In our simulation we have created 50 videos, having 8 
enrichments and 8 advertisements each, and a feature vector 
of 14 categories. Videos are assigned into 5 classes, where in 

each class,  
 

 
      elements get a higher score, 

corresponding to different video topics (e.g., arts and 
science). 30 users are created to interact with the content and 
are again divided in 5 classes, in a similar way as the videos. 
Each user class implies different interests and preferences 
and so users that tend to select different videos and 
enrichments. 

The simulation consists of 200 recommendation rounds 
where, in each round, a list of 6 most relevant videos 
according to the current profile of the user is presented him, 
in a ranked order. As already described in Section III, the 
hybrid recommendation approach we are using combines the 
content and the collaborative recommendation approach as 
follows: 

     
 (   )  (   )     

   (   )        
  (   ) 

where   is the tunable parameter. 
For the collaborative part of the algorithm, we randomly 

assign 7 users as friends of each user and we use the 5 
closest ones as his/her neighbours, which are the ones whose 
profile vectors are used to provide the collaborative 
recommendations. 

As far as the similarity metrics are concerned, we 
perform a comparative evaluation between inner product, 
cosine and Euclidean similarities. More information on the 
similarity metrics and the respective results are presented in 
this section. 

As mentioned, user behavioural vectors are used to 
simulate how users interact with the video, and more 
specifically 5 interactions are considered: 
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● Percentage of video watched 
● Number of clicks on enrichments 
● Number of share of enrichments 
● Number of click on ads 
● Explicit relevance feedback 

These interactions are the same as the ones used in the 

actual tool. 
Videos are watched by the user based on the video 

ranking the algorithm provides, and with a probability 
relevant to the video’s rank and the user’s behavioural 
vector, the user performs or not the above actions. The 
probabilistic nature of the process is used so that not all users 
perform all actions, as well as to capture the realistic 
tendency of users following particular behaviour based on 
their actual interest. 

After the user has finished his actions, an update 
procedure follows, similar to the one described in [21]. It 
should be noted that most of the parameters have been 
chosen to provide the best results based on the work 
presented in [21], parameters that were also used on the 
implementation of the Social Recommendation and 
Personalization tool. 

In order to reduce the randomness from our results, we 
run the experiment 10 times and calculated the average 
values on our figures.  

A.2.4 Evaluation Metrics 
The system is evaluated based on three metrics, in order 

to measure its effectiveness. The metrics used are the Profile 
Distance, the Discounted Cumulative Gain and the R-score 
[34] and are defined as in [21]. 

● Profile Distance 
The Profile Distance metric, measures the difference 

between the generated profile score of the users from the tool 
and the actual predefined profile score that corresponds to 
the actual interests and preferences of the user. In the 
simulations, this corresponds to the Euclidean distance of the 
user profile and the user behaviour vector. From the 
calculation of the metric we can see if the user vector 
converges to the actual interests through the constant update 
process based on the interactions of the user with the content 
and from its change over time, measure how fast, given a 
new user with no profile, this convergence takes place. 

● Discounted Cumulative Gain 
Another method of evaluating the system is by measuring 

how “correct” is the ordering of the recommendations the 
tool provides to the specific user. Since actually knowing the 
correct ordering is impossible, we approximate it by 
assigning a utility score to the recommendations list, which 
is the sum of the utility score each individual 
recommendation has. The utility of each recommendation is 
the utility of the recommended item, as a function of the 
explicit feedback provided by the user, discounted by a 
factor based on the position of the recommendation on the 
list. This metric assumes that the recommendations on top of 
the list, are more likely to be selected by the user, and thus 
discount more heavily towards the end of the list. 

In the Discounted Cumulative Gain, the discount, as we 
go down the list, follows a logarithmic function and more 
specifically, 

    ∑
     

    (   )
 

 

where   is the item position in the list and    is the user’s 
rating on the item  . The base of the logarithm typically takes 
a value between 2 and 10, but base of 2 is the most 
commonly used [35]. 

● R-score 
The R-score follows the same idea of evaluating the 

“correct” ordering of the recommendations but instead of a 
logarithmic discount, it uses an exponential one. Since the 
items towards the bottom of the list are mostly ignored from 
the scoring, the R-score measure is more appropriate when 
the user is expected to select only a few videos from the top 
of the list. 

The equation that is used for the calculation of the R-
score is the following one, 

    ∑
   (      )

 
   
    

 

where   is the item position in the list,    is the user’s rating 

on the item  ,    is the neutral rating denoting the 

indifference of the user for the item (    in our tool), and 

  is a tunable parameter that controls the exponential 

decline [34]. 

A.2.5 Simulation Results 
In the first part of the evaluation, we chose as similarity 

metric the Euclidean similarity and tuned the   parameter for 
the hybrid recommendation scheme. The   values used on 
this part of the experiment are: 

●     for collaborative recommendation only, 

●     for content-based recommendation only, 

●       for the hybrid approach where both 

content and collaborative recommendations are 

equally taken into account. 
Even though a similar evaluation was already performed 

in [21], in our evaluation, the collaborative recommendation 
part of the approach makes use of the “friends” concept 
where only a subset of the users is taken into consideration 
on the neighbour selection process. 

In Fig. 14, one can see how the Profile Distance between 
the generated user profile and the expected one is affected 
with respect to theta. The smaller the distance, the more 
accurate the final representation of the user is, concerning his 
interests and preferences. As expected, the content-based 
only approach is the best performing one on this metric, 
while the hybrid approach’s performance is close, since 
using only his own profile, the algorithm can easier tune it 
towards convergence. The least successful one is the 
collaborative approach only with significant distance from 
the other two, which is expected since the algorithm tries 
indirectly to deduce the user’s profile through the profile of 
his friends. Even though the hybrid approach uses both 
content based and collaborative methods, its performance on 
the metric is more than satisfactory, while making use of the 
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advantages provided by the collaborative method that we 
will discuss later on. 

 
Figure 14.  Average profile distance between the generated user profile and 

the expected user profile over simulation time for 3 different   values. 

 
Figure 15.  Average Discounted Cumulative Gain of the recommendations 

provided over simulation time for 3 different   values. 

Fig. 15 shows the Discounted Cumulative Gain of the 
recommendations provided over time. We can also see that 
the two best performing approaches are the content only and 
the hybrid approach, with the collaborative only following 
third. Again, the difference between the content only and the 
hybrid approach is not significant, validating once more the 
effectiveness of the hybrid approach. 

Finally, in Fig. 16, we present the R-score of the 
recommendations list over time. The graphs follow the same 
pattern with the DCG, and so the hybrid approach succeeds 
in providing successful recommendations both on the total 
list and on the top recommended items. 

The main disadvantage of using content-based only 
recommendations is the over-specialization of the algorithm 
on the user’s choices. Collaborative filtering is important in 
introducing novelty and diversity in recommendations that 
allow the user to find interesting content that he would 
otherwise have missed. The element of surprise is important 

for a recommendation system and such diverse 
recommendations could lead a user in unexpected paths in 
his research as well as help him evolve his own taste and 
preferences. This fact cannot be easily captured in an offline 
experiment and requires online experimentation. 

 

 
Figure 16.  Average R-score of the recommendations list over simulation 

time for 3 different   values. 

Another problem the content-based only approach has to 
face is the cold start problem. When the system does not 
have enough information for a user, the system is basically 
unable to provide any meaningful recommendations. In this 
case, his friends network can be utilized to make use of 
information for users the system already has, and the 
recommendations provided are significantly more accurate. 
As a result, to overcome the problem, the collaborative 
approach seems effective. 

From our analysis we can see that the hybrid 
recommendation scheme constantly achieves a smooth 
performance and thus successfully combines the advantages 
of both content and collaborative based filtering approaches. 

For the next part of the evaluation, we compare the 
different similarity metrics used in our algorithms. In this 
experiment, we fix the theta parameter to       that 
corresponds to the hybrid recommendation scheme. An 
     parameter is used in our simulation to specify the 
similarity measure used by our algorithms and corresponds 
to: 
1. Inner product similarity 

               

2. Cosine similarity 

              ( )   
   

      
 

3. Euclidean similarity 

           
 

   (   )
 

 (   )  √∑(     )
 

 

 

where  (   ) is the Euclidean distance of the two vectors. 
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In Fig. 17, we can see that the Euclidean similarity is the 
best performing similarity measure, achieving a slightly 
better score than the cosine similarity, while the inner 
product similarity is the worst performing. What’s more, the 
Euclidean similarity seems conceptually more appropriate in 
our use case, since each user and each item can be modeled 
as a point in the 14-dimensional metric space and the closer 
they are on the space, the more similar they are. 

 
Figure 17.  Average profile distance between the generated user profile and 

the expected user profile over simulation time for 3 different similarity 

metrics: 1) inner product similarity, 2) cosine similarity, 3) Euclidean 

similarity. 

The Discounted Cumulative Gain is depicted in Fig. 18 
and follows the same trend, showing that the Euclidean 
similarity outperforms the other two similarity measures by 
providing better overall recommendation lists to the user. 
The inner product, which is the simplest one, still performs 
worse than the rest. 

 
Figure 18.  Average Discounted Cumulative Gain of the recommendations 

provided over simulation time for 3 different similarity metrics: 1) inner 

product similarity, 2) cosine similarity, 3) Euclidean similarity. 

Finally, concerning the R-score (Fig. 19), the Euclidean 
and the cosine similarity achieve the highest score with 
minor differences, while the inner product achieves 

significantly lower score. The fact that the two first measures 
perform almost the same while in the DCG metric the 
Euclidean performs better, shows that the Euclidean 
similarity can better fine tune the lower scoring 
recommendations since even the lower scoring items, that 
the R-score ignores, are more likely to be more relevant to 
the user’s preferences. 

 
Figure 19.  Average R-score of the recommendations list over simulation 

time for 3 different similarity metrics: 1) inner product similarity, 2) cosine 
similarity, 3) Euclidean similarity. 

More simulations concerning the parameters used can be 
found in the work presented in [21]. 

B. Subjective benchmarking 

1) Integrated Trends Discovery Tool 

The Integrated Trends Discovery Tool was evaluated by 
numerous individuals that were mainly students from the 
National Technical University of Athens, which ICCS is 
affiliated with. The students were mainly coming from the 
Techno Economics Masters program

1
, jointly offered by the 

Department of Industrial Management and Technology at the 
University of Piraeus and the National Technical University 
of Athens, which is a highly interdisciplinary graduate 
programme targeted at professionals with existing 
market/business/working experience. The evaluation process 
included the following steps:  

a) A document describing the core concepts of the 

PRODUCER project and the core innovations of 

the ITD tool was initially shared with the testers.  

b) After reading the document the testers watched a 

10-minute video demonstrating the utilisation of 

the ITD tool. The video contained textual 

information about the internal mechanisms that 

contribute in generating the visualised outcome at 

the front end of the tool.  

                                                           
1

 
http://mycourses.ntua.gr/course_description/index.php?cidReq=PSTGR108
3  
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c) Finally, the testers answered an online Google 

Forms based questionnaire. The questionnaire is 

available under [36].  
This process was completed by 157 individuals. In 

addition, another group of 20 individuals, after following 
steps a) and b), were requested to access a live version of the 
tool and to freely try the various functionalities. Then they 
proceeded on step c) and answered the same questionnaire as 
well. The results from the superset containing both user 
groups (177 individuals) are presented in the following 
figures. As depicted in Fig. 20, the ITD tool testers were 
mainly young persons (18-34 years old), and are in principle 
students and/or full-time employees. Their current 
occupations are mainly related to engineering, IT, and 
business/financial as presented in Fig. 21. 

 
Figure 20.  Ages of the user group that tested the Integrated Trends 

Discovery Tool. 

 
Figure 21.  Occupation of the user group that tested the Integrated Trends 

Discovery Tool. 

All testers are familiar with the concept of social media 
services as they utilize them for long time period (more than 
five years) and for 1 to 4 hours per day (Fig. 22, 23). In 
addition, most testers are highly interconnected with other 
users, having more than 100 connections (Fig. 24), and seem 
to prefer Facebook, LinkedIn, Google, Instagram and Twitter 
(Fig. 25). 
 

 
Figure 22.  Time period of using Social Media Services. 

 

Figure 23.  Time of usage per day of Social Media Services. 

 

Figure 24.   Number of connections each user has on his Social Media 

profiles. 

 
Figure 25.  Social Networking Sites used by the user group. 
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Testers questioned about their purpose of Social media 
services utilization. Their replies are presented in Fig. 26. 
Replies such as: “To get opinions”, “To find information”, 
“To share your experience” are concentrating a significant 
amount of answers something, which is important because 
these views are in support of the core objectives of the ITD 
tool. The core concept of the ITD tool is based on the fact 
that it is possible to gain information about population 
opinions and interests through mining social media and 
search engines services. 

 

Figure 26.  Purpose of using Social Media Services by the user group. 

On the other hand, most testers consider that social media 
analytics can support the extraction of information regarding 
public opinion similar to the information extracted via 
opinion polls by survey companies (Fig. 27). 

 
Figure 27.  Do you think that Social Media analytics can support the 

extraction of information regarding public opinion (similar to the 
information extracted via opinion polls by survey companies)?. 

The next question was about testers’ experience on using 
similar tools (Fig. 28), to which the users indicated they have 
limited or no experience in average. 

 
Figure 28.  Evaluators’ level of experience in using tools that attempt to 

discover and process popularity/trends in Social Media and Search 

Engines. 

The final question was about the ethical consequences on 
social media opinion mining. The actual question was: “The 
Integrated Trends Discovery Tool processes data that are 
freely available on the Internet but originate from users posts 

and searches. Do you consider that any ethical issues arise in 
this data aggregation process? Which of the following covers 
your opinion the most?”. Results illustrated in Fig. 29 show 
that most of the testers do not see any ethical issues, but a 
significant amount of replies considers that there are such 
issues. The ethical concerns of the users that appear to be 
significant introduce a major challenge that is further 
promoted by the General Data Protection Regulation 
(GDPR) (EU 2016/679) that took effect on May 2018 in 
Europe.  

 
Figure 29.  Ethical issues in the data aggregation process of the Integrated 

Trends Discovery Tool. 

The next set of questions targeted directly on the tool 
utilization and underlying functionality. The first question 
was about how easy was for the testers to manage “Query 
Descriptions”. In order to create a new query process, users 
need to add the necessary information, e.g., textual 
description, targeted keyword, time range, targeted regions 
and provide parameters about inference of higher level 
information. Respective replies about ease of creating a new 
query process are presented in Fig. 30. Testers’ replies are 
based on a scale from 1 to 5 where 1 corresponds to “Very 
difficult” and 5 to “Very easy / intuitive”. Similar are the 
obtained findings concerning easiness with regards to 
managing existing Queries, as well as with respect to the 
generation of trend-related results. 
 

 
Figure 30.  Ease of creating a new query at the "Add Query Parameters" 

page of the tool. 

These findings indicate that the query configuration 
process was characterized as easy and/or very easy for the 
majority of the evaluators. The next question was about the 
ease of reading and understanding the results. Given that 
rendered results are the outcome of the integration of diverse 
statistical models derived from external APIs utilizing 
heterogeneous data models, this task was the one of the most 
challenging. Within the lifetime of the project we followed 
various iterations of design, evaluation and refinement of the 
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way that the trend discovery results are presented to the end 
user. For this reason, various intuitive graphs (times series 
graphs, bar charts, pie chart, node graphs) are utilized in 
order to make the results comprehensible to users that are not 
demonstrating a background in statistics or in data 
engineering. The outcome of this evaluation is presented in 
Fig. 31 and most of the tool evaluators find the results 
reading process relatively easy. 

 

Figure 31.  Ease of reading the results. 

The last question related to the user interaction was 
“How user-friendly is the Integrated Trends Discovery 
Tool?” in general. The respective results are presented in 
Fig. 32. 
 

 
Figure 32.  Overall user-friendliness of the Integrated Trends Discovery 

Tool. 

As already described, evaluators at the first steps of the 
overall process had to read a textual description of the ITD 
tool objectives, which were also presented in the first 
minutes of the video describing the tool’s utilization. Based 
on the presented list of innovations and after the 
demonstration and actual utilization of the tool, evaluators 
replied two different questions having the same target. The 
questions were: “How successful is the Integrated Trends 
Discovery Tool in performing its intended tasks?” and 
“Meets expectations as these are defined in the innovations 
list presented upon video start”. Results are presented in Fig. 
33 and Fig. 34.  

 
Figure 33.  How successful is the Integrated Trends Discovery Tool in 

performing its intended tasks. 

 
Figure 34.  Meets expectations as these are defined in the innovations list 

presented upon video start. 

The last question with regards to the actual evaluation of 
the tool was related to the overall software quality as this is 
disclosed through the execution of various tasks. Since this is 
a difficult question for evaluators with non-technical 
background, it was considered as optional and hence it was 
not replied by the whole set of testers. The respective results 
are illustrated in Fig. 35. 
 

 
Figure 35.  65: Evaluate overall software quality. 

ITD tool developers aim to continue the refinement of the 
service and to extend the provided functionalities. To this 
end, evaluators were questioned on which of the provided 
reports are the more useful. The responses are illustrated in 
Fig. 36.  
 

 
Figure 36.  The Integrated Trends Discovery Tool provides various reports. 

Which are the more useful for you?. 

 
Figure 37.  Estimation of cost in order to utilize ITD tool in business 

environment. 
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Finally, evaluators were questioned: “The Integrated 
Trends Discovery Tool currently utilizes mainly the free 
versions of public APIs (e.g., Google API, Twitter API, ...). 
Hence there are often delays and matters related to limited 
access to data. Do you believe that a company interested in 
the tool's results would be willing to purchase more 
advanced services (e.g., more detailed user demographics, 
data from larger user populations, data that span longer to the 

past) for an additional fee? If so, which of the following 

amounts do you consider as appropriate for the needs of a 
small company?”. The outcome of 177 responses is 
illustrated in Fig. 37. 

 

2) Social Recommendation and Personalization Tool 

For the evaluation of the SRP tool, 143 students from the 
same set of users used for the evaluation of the Integrated 
Trends Discovery Tool used the tool and answered the 
corresponding questionnaires [37]. The demographics of the 
aforementioned user base can be seen in Figs. 38, 39, 40. 

 
Figure 38.  Ages of the user group that tested the Social Recommendation 

and Personalization Tool. 

 
Education level of the user group that tested the Social 

Recommendation and Personalization Tool.A short video 
showing the functionalities of the tool and the expected 
interaction from the users was shown to the users and they 
were expected to use the tool on their own via its standalone 
GUI. After exposing themselves to the tool and using it until 
they were satisfied that they had formed an opinion on its 

capabilities, they were asked to respond to the corresponding 
questionnaire. 

The experience of the users that participated in the 
process on recommender systems is shown in Fig. 41, 
confirming that a reasonable user diversity was well 
achieved. 

 
Figure 39.  Occupation of the user group that tested the Social 

Recommendation and Personalization Tool 

 
Figure 40.  Level of experience with Social Recommendation and 

Personalization Tools (1: no experience, 5: much experience). 

Users were asked to create an account on the tool 
inserting their information in order to create the basic profile. 
The information required are certain demographics (age, 
country etc.) and some personal information (name, email 
etc.) as well as a username and a password. The information 
required to be manually inserted by the users were limited, as 
can be confirmed by the responses of the users (Figs. 42, 43). 

After creating his/her account, he/she continued to 
explore the actual functionalities of the tool. By clicking on 
the “Videos” tab, two options were available. On the one 
hand, the user could see the recommended videos that the 
tool suggests based on the profile the tool has created until 
now. In the beginning, the profile was created based on the 
demographics chosen by the user, so that content relevant to 
similar users was presented. On the other hand, a search 
functionality was available, where the user could search the 
database of the SRP tool of more than 2600 videos by 
providing text relevant to what he/she was searching for. The 
concept was to use the search functionality together with the 
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recommended videos and based on the interaction the user 
had on the videos, the tool should be able to deduce the 
user’s profile and suggest relevant videos to his/her interests. 

 
Figure 41.  Difficulty of adding data to the system (1: very difficult, 5: very 

easy). 

 
Figure 42.  Were the data needed by the system too much?. 

After some iterations of using the tool, the users had to 
rate the relevance of the recommended content and the user’s 
interest in each of the 14 categories presented. The results of 
the procedure can be seen in Fig. 44 and Fig. 45. 

 

 
Matching of the generated with the expected user's 

profile (1: unacceptable, 5: excellent).In both Fig. 44 and 
Fig. 45, we see that the majority of the users rate the tools 
performance as more than satisfactory. In Fig. 44, 39% of the 
users rated the profile matching generated by the tool and the 
one they had in mind while using the tool with 3 starts while 

38% rated it with 4 stars. On the other hand, in Fig. 45, the 
matching of the recommended videos to the user’s 
expectations shows again that the majority was satisfied, 
with a rating of 3 stars for the 39% and of 4 stars for the 
36%. It is important to note that many times, the actual 
content of the video was rated by the users, something that is 
not important to the functionality of the tool, and so there 
could be some misinterpretation of the actual question. The 
limited availability of content could also play an important 
role in the results of the above questions. 

 
Figure 43.  Matching of the recommended videos to the user's expectations 

(1: unacceptable, 5: excellent). 

When asked about the overall Quality of Experience they 
had while using the tool, 49% of users rated the system with 
more than 4 stars (4 or 5 stars) stating that the Quality of 
Experience was more than satisfactory (Fig. 46). 

 
Figure 44.  Overall Quality of Experience (1: unacceptable, 5: excellent). 

One very interesting result coming from the 
questionnaires, is the importance the users give on such 
recommendation systems on a documentary content provider 
platform such as the PRODUCER platform (Fig. 47, Fig. 
48). According to the graph, the Social Recommendation and 
Personalization tool provides a highly appreciated feature of 
the platform that definitely increases the Quality of 
Experience of the user, while helping him achieve tasks 
faster and more efficiently. 
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Figure 45.  Importance of recommendations on videos (1: not essential, 5: 

absolutely essential). 

 
Figure 46.  Importance of recommendations on enrichments (1: not 

essential, 5: absolutely essential). 

Finally, users were asked about the relation that they 
expect between the video content and the enrichments that 
are recommended to the user by the tool. As we can see from 
Fig. 49, the majority has responded that they would like a 
balance between being relevant to the video content and the 
user profile, which shows that they are open to having 
recommendations that are more loosely tied to the content 
itself. 

 
Figure 47.  Preferred relation of enrichments to the video content (1: 

Tightly related to video content, 5: Tightly related to user profile). 

Recommending something slightly out of context as far 
as it is of interest to the user seems to be an option opening 

some interesting research topics for future exploration. 
Adding the capability to tune that relation based on user’s 
actions or the nature of the content could seem appropriate. 

V. CONCLUSIONS 

This paper analyses two software tools that aim to 
modernize the documentary creation methods. Initially the 
ITD tool is presented, which focuses on the targeted 
audience interests, identification and satisfaction. The ITD 
tool allows the identification of the most engaging topics to 
specified target audiences in order to facilitate professional 
users in the documentary preproduction phase. The SRP tool 
significantly improves the viewers’ perceived experience via 
the provision of tailored enriched documentaries that address 
their personal interests, requirements and preferences. The 
core innovations of these tools and the delta from previously 
published work of the authors can be summarized as follows. 
First, both tools are used to reduce cost for the documentary 
production by filtering the content provided on both pre-
production and post-production phases. Second, the ITD tool 
supports the reorientation of the documentary early on the 
preproduction phase based on the interests of potential 
audiences, thus targeting topics likely to attract larger 
audiences. Third, the ITD tool is designed to couple the 
knowledge extracted from several social media networks to 
investigate the audience’s interests and identify the 
respective trends. This has already been tested over Twitter 
and Google Trends. Fourth, the ITD tool is also used to 
extract information regarding the user demographics, based 
on their interactions with social media. Evaluation results 
concerning the discovery of user gender have been 
presented. Fifth, the SRP tool exploits a different indexing 
method to classify the content on the 14 categories using 
NLP and the Word2Vec model instead of a naïve tf-idf 
algorithm. This has not been investigated before and it 
proves to be quite efficient in terms of performance. Sixth, 
the SRP tool supports collaborative filtering making use of 
the friends’ network of the user instead of the entire user 
database, which enhances the performance of the proposed 
approach. Seventh, the evaluation of the SRP tool was 
performed based on different similarity metrics resulting in 
favouring the Euclidean similarity over the cosine similarity. 
Usage of this metric further enhanced the SRP tool’s 
performance.  

The prototype implementations of these two tools have 
been demonstrated and evaluated over a period of 3 months 
by end users of varying profiles. The evaluation process 
provided valuable feedback for further improving the overall 
functionality of the tools but also for the specification of 
reliable exploitation channels and the identification of related 
business opportunities 

Future plans include the tools’ integration with 
proprietary documentary production support services and 
infrastructures, as well as the extension of various stand-
alone features that have been identified as more interesting 
and useful during the evaluation process. Moreover, the 
integration of additional social media networks and open 
data repositories to enhance the accuracy of the trends and 
interests identified by the two tools also lies among the 
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authors’ future plans. Finally, the authors plan to investigate 
the suitability of the tools for domains other than 
documentary production, adapt them and evaluate their 
performance in these domains.  
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