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Abstract—Thirty years of research on validation and verification
(V&V) has returned a plethora of methods, statistical techniques,
and reported case studies. It is that abundance of methods that
poses a major challenge. Because of overlap between methods
and time and budget constraints, it is impossible to apply all
the available methods in a single study, so a careful selection of
methods has to be made. This paper builds on two assumptions:
a) that both simulations and V&V methods can be defined on the
basis of different characteristics and b) that certain V&V methods
are more suitable than others for different kinds of simulations.
The present study aims at identifying the specific characteristics
that make a V&V method more effective and more efficient than
others, when confronting these with the simulations’ different
characteristics. The conclusion will advance a methodology for
choosing the most appropriate method or methods for validating
and/or verifying a simulation.
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I. INTRODUCTION

Back in 1972, based on Forrester’s work [1], Meadows et
al. [2], [3] introduced World 3, a simulation of the world for
the years 1900-2100. The purpose of the simulation model
was to project the dynamic behavior of population, capital,
food, non-renewable resources, and pollution. The model’s
forecast was that the world would experience a major industrial
collapse, which would be followed by a significant decrease in
human population. The model became very popular especially
because of the increasing interest in environmental degradation
due to human activities [4]. Even though the model gained
support for being “of some use to decision makers” [3] and
generated the spark for many later global models, it had several
shortcomings, for which it received a lot of criticism as well
[5]. In turn, this criticism raised the question of whether,
and to what extent, such simulation models are validated and
verified. This is just one example of the notion that V&V is a
fundamental part of a simulation study [6].

The term V&V is used to characterize two relatively
different approaches, which almost always go hand in hand,
validation and verification. Validation is this phase of a study
that ensures that the simulation imitates the underline system,
to a greater or lesser extent, and in any case to a satisfactory
degree [7], or in layman terms validation address the question:
did we build the “right” model [8]. On the other hand,
verification is the phase of the study that ensures that the model
and its implementation are correct [9], or in layman terms
verification addresses the question: did we build the model
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“right” [8]. V&V has become a well-researched field with a
significant amount of produced literature and commercial case
studies. The large number of methods and techniques created
by this wide range of research, is the greatest impediment to
the designing of a V&V study.

The predetermined budget of a simulation study usually
limits the amount of time and resources that can be spent on
V&V. Additionally, the nature and the diverse characteristics
of simulations limit the number of V&V methods that are
applicable for each simulation. In other words, not all V&V
methods are suitable for every simulation. To the best of our
knowledge, a taxonomy for characterizing V&V methods and,
subsequently, matching them with different simulations does
not exist.

This paper aims at identifying the majority of the available
V&V methods in order to classify them on the basis of their
different characteristics and on whether they can validate or
verify a simulation, and eventually match them with charac-
teristics of simulation models.

Section II starts with a literature analysis on V&V methods,
simulation properties, and simulation study phases, and then
proceeds with introducing a methodology towards developing
a framework for simulation V&V method selection. In Sec-
tion II1, a case study is presented to illustrate how the proposed
framework can be put in practice. Finally, in Section IV, the
future potential extensions of the framework are presented and
final remarks are made.

II. THE FRAMEWORK
This section starts with a 3-step literature analysis and then
proceeds with proposing a methodology for selecting one or
more methods for a V&V study.

A. The 3-step Literature Analysis
The initial hypothesis of this study is that simulations
exhibit certain properties that influence the effectiveness of a
V&V method. Therefore, the 3 steps of the literature analysis
are the following:
Step 1: Identification of V&V methods.
Step 2: Identification of simulations’ properties.
Step 3: Identification of the phases of a simulation study.
1) Step 1: V&V methods, as indicated by their definitions
on Table I, are different in many aspects; some methods are
strictly mathematical whereas others accommodate the more
qualitative aspects of simulations, etc. Balci [10] identified
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more than 70 V&V methods, which he in turn categorized into
four categories: informal, static, dynamic, and formal. Balci’s
[10] list is the most accurate representation of the body of
work on V&V methods and, even to date, is considered as the
most extensive one. This paper adopts the list in reference -
but not the categorization - and goes as far as to propose a new
classification of V&V methods. Further to the above, whilst the
list is adopted in its entirety, some methods may occasionally
appear to have been excluded. In effect, this occurs only
when a particular method belongs to a group of methods, in
which case if there are no significant differences between these
methods, only the “parent” method is enlisted. Due to size
restrictions, it is not possible to provide the definition of each
method in this section. Nevertheless, references to detailed
definitions can be found in Table 1.

2) Step 2: Since simulations differ from one another in
various ways, distinctions are made on whether they represent
an existing system, or whether they simulate a system at a
microscopic or macroscopic level, or whether they are intended
for learning or decision making, and so forth. This is an
indication that simulations can be characterized by various
properties. Based on literature, this study has identified 10
properties of simulations. The rationale behind selecting those
properties was to describe simulations with as much detail
as possible. Hence, the properties span multiple levels. Not
all identified properties necessarily influence the selection of
V&V methods, therefore this step is not only about identifying
the properties but also determining which are the ones that
really influence the effectiveness of a method; in other words,
this step serves as the rationale for choosing those properties
of simulations that are applicable to specific V&V methods,
and provides for the reasons behind this selection.

The 10 identified properties of simulations are the follow-

ing:

1)  Access to the source code of the simulation. Accessi-
bility, or lack of it, influences the selection of a V&V
method [11], since several methods require some sort
of a check on the code level. Hence, this property is
included in the analysis.

2)  The simulation represents an existing real-system for
which real data exist [12]. The existence of, or more
importantly the lack of, real data heavily influences
the selection process since several methods require
real data and thus cannot be used when there are not
any. Hence, this property is included in the analysis.

3) The formalism the simulation is based on, like Dis-
crete Event System Specification (DEVS), Differ-
ential Equation Specified System (DESS), System
Dynamics, etc. [13]. Several frameworks and methods
have been proposed on how to verify and validate
DEVS [14], [15], DESS [16], [17], or system dynam-
ics models [18], [19], but they are either application
specific or the same method can be used in more
than one formalisms, making it independent of the
actual formalism. Therefore, while formalisms are
an important aspect of simulation modeling, their
influence on the V&V method selection are minimal,
ergo excluded from the analysis.

4) The simulation’s worldviews: i) Process Interac-
tion/Locality of Object, ii) Event Scheduling/Locality
of Time, iii) Activity Scanning/Locality of State [20].
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5)

6)

7

8)

9

While worldviews allow for more concise model
descriptions by allowing a model specifier to take
advantage of contextual information, there is not any
evidence from a literature point of view that they have
an influence on the V&V method selection, hence,
they are excluded from the analysis.

The fidelity level of the simulation (Low, Medium,
High) [21]. While from a literature point of view there
is no evidence to support the influence of the level
of fidelity on the V&V method selection, common
sense dictates that there must be some. Indeed, in
order to characterize a simulation as of high fidelity, it
must imitates an existing system and real-world data
must exist, thus making the comparison and the final
characterization possible. Therefore, as discussed in
the second property and is shown in Table I, since
the existence of data of the real system influences the
V&V method selection, so does the level of fidelity,
but since the correlation between real data and high
fidelity is almost 1-to-1, the fidelity level is excluded
from the analysis for reasons of simplification.

The type of the simulation (Constructive, Virtual,
Live) [22]. This classification, which is adopted by
the U.S. Department of Defense [23], should be seen
more as a continuum rather than a discrete char-
acterization. Once a simulation moves towards the
Virtual or the Live side of the continuum, it can also
be referred to as ’a game’. A game has the distinct
characteristic that the game session is succeeded by
debriefing, whereby the participants reflect upon the
game session to link the content presented during the
session with reality [24]. It has been demonstrated
that debriefing can in general facilitate validation
[25], [26], but except for two methods, i.e., User
Interface Analysis and User Interface Testing, there
is no evidence in literature on whether the type of
simulation affects the V&V method selection. Hence,
this classification is excluded from the analysis.

The purpose the simulation was built for (learning,
decision making, etc.). Several case studies on V&V
of simulations for different purposes have been re-
ported; in training [27], [28], in decision making [29],
in concept testing [30], etc., but there are no reports
of specific V&V methods being more effective for
a certain purpose. Hence, this property is excluded
from the analysis.

The simulation imitates a strictly technical, a socio
technical system (STS), or a complex adaptive system
(CAS) with multiple agents. There are several studies
on modeling and validating simulations for STS [31]
and CAS with multiple agents [32], [33] but there
are no indications that certain V&V methods are
more effective for an STS or a CAS. Therefore, this
property is excluded from the analysis.

The application domain of the simulation (logistics,
business, physics, etc.). Although the application do-
main of the simulation plays a significant role in
the modeling process, since different approaches are
required (Newtonian physics for object movement,
Navier—Stokes equations for fluid behavior, etc.) for
modeling different systems [34], literature, or more
precisely the lack of it, suggests that the V&V process
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and thus the V&V method selection is not affected
by the application domain. Hence, this property is
excluded from the analysis.

10)  The functional (hard goals) and non-functional (soft
goals) requirements of the simulation [35]. Validating
the simulation’s requirements is indeed an important
part of the V&V process [36], since validation is
always relative to the intended use [37], in other
words the use defined in the requirements. Hence,
making a distinction between the hard and soft goals
is paramount and as such this property is included in
the analysis.

3) Step 3: According to Sargent [38], there are 4 distinct
phases of V&V: Data Validation, Conceptual Model Valida-
tion, Model Verification, and Operational Validation. Data
Validation is concerned with the accuracy of the raw data,
as well as the accuracy of any transformation performed on
this data. Conceptual Model Validation determines whether
the theories and assumptions underlying the conceptual model
are correct, and whether the model’s structure, logic, and
mathematical and causal relationships are “reasonable” for the
intended purpose of the model. Model Verification ensures that
the implementation of the conceptual model is correct. Finally,
Operational Validation is concerned with determining that the
model behaves accurately based on its intended purpose. This
study adopts Sargent’s [38] characterization and aims at using
it to classify the methods, in addition to the simulations’
properties.

4) Conclusion of the Literature Review: It is evident that
selecting one method over another for a V&V study depends
on several characteristics from both sides, i.e., the simulation
and the methods, as well as the phase of the simulation study.
In Section II-B, a methodology that combines all three steps
aiming at the development of a framework for V&V method
selection is proposed.

B. Methodology

As discussed in Section II-A2, dimensions 3, 4, 5, 6, 7,
8, and 9 are perceived to have little influence on the method
selection, hence, there are excluded from the analysis. On the
other hand, the purpose of the method selection, discussed
in Section II-A3, seems to be crucial; in other words, it is
important to differentiate on whether the selected method will
be used for data validation, conceptual model validation, model
verification, or operational validation. Therefore, the list of the
dimensions is refined, and is expressed in questions, as follows:

1) Does the V&V method require access to the simula-
tion model’s source code?
Possible answers: Yes or No. A positive answer to
this question means that this method can only be
used when the person or persons performing the V&V
have access to the simulation’s source code, whereas
a negative answer means that it can be used in any
occasion regardless of the accessibility to the simu-
lation model’s source code. It should be noted that
the current study - and consequently this dimension
- is not concerned with the specific programming
language the simulation is built on (Assembly, C++,
NetLogo, etc.), but solely with whether the applica-
tion of a V&V method depends upon having access
to the source code.

2) Does the V&V method require data from the real
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TABLE I. LIST OF V&V METHODS & PROPERTIES OF SIMULATIONS.

Method 1 2 3 4 Source
Acceptance Testing No No Both O. Val. [39]
Alpha Testing No No Both  O. Val. [40]
Assertion Checking Yes No Hard M. Ver. [41]
Audit Yes No Soft M. Ver. [42]
Beta Testing No No Both O. Val. [43]
Bottom-Up Testing Yes No Both M. Ver. [44]
Boundary Value Testing Yes No Both M. Ver. [45]
Cause-Effect Graphing Yes No Hard M. Ver. [45]
Comparison Testing No No Both C.M. Val. [46]
Compliance Testing No No Soft 0. Val. [42]
Control Analysis Yes No Hard M. Ver. [47]
. . D. Val. &
Data Analysis Techniques Yes No Hard M. Ver. [42]
Data Interface Testing No No Soft D. Val. [43]
Debugging Yes No Both M. Ver. [48]
Desk Checking Yes No Both M. Ver. [49]
Documentation Checking Yes No Both C.M. Val. [10]
Equivalence Partitioning Testing ~ No No Hard  O. Val. [50]
Execution Testing No No Hard C.M. Val. [51]
Extreme Input Testing No No Hard  O. Val. [46]
Face Validation No Yes  Both 0. Val. [52]
Fault/Failure Analysis No No Hard C.M. Val. [43]
Fault/Failure Insertion Testing No No Hard C.M. Val. [10]
Field Testing No Yes Both O. Val. [53]
Functional (Black-Box) Testing No Yes Hard C.M. Val. [45]
Graphical Comparisons No Yes Both  O. Val. [54]
Induction No No Both C.M. Val. [55]
Inference No No Both C.M. Val. [56]
Inspections No No Both C.M. Val. [57]
Invalid Input Testing No No Hard  O. Val. [10]
Lambda Calculus Yes No Hard M. Ver. [58]
Logical Deduction No No Both All [51]
Model Interface Analysis No No Soft C.M. Val. [10]
Model Interface Testing No No Soft C.M. Val. [44]
Object-Flow Testing No No Hard  O. Val. [59]
Partition Testing Yes No Hard C.M. Val. [60]
Predicate Calculus Yes No Hard M. Ver. [61]
Predicate Transformations No Yes Hard M. Ver. [62]
Predictive Validation No Yes Hard O. Val. [63]
Product Testing No No Both O. Val. [39]
CM. Val. &
Proof of Correctness Yes No Hard M. Ver. [61]
Real-Time Input Testing No Yes Hard O. Val. [10]
Regression Testing Yes No Hard M. Ver. [51]
Reviews No No Both C.M. Val. [42]
Self-Driven Input Testing No No Hard O. Val. [64]
Semantic Analysis Yes No Both M. Ver. [51]
Sensitivity Analysis No No Hard O. Val. [65]
Stress Testing No No Hard 0. Val. [66]
Structural (White-box) Testing Yes No Both C.M. Val. [40]
Structural Analysis No No Hard C.M. Val. [51]
Submodel/Module Testing No No Both C.M. Val. [67]
Symbolic Debugging Yes No Hard M. Ver. [51]
Symbolic Evaluation Yes No Hard C.M. Val. [68]
Syntax Analysis Yes No Hard M. Ver. [40]
Top-Down Testing Yes No Both C.M. Val. [44]
. . D. Val. &
Trace-Driven Input Testing Yes Yes Both C.M. Val. [10]
Traceability Assessment Yes Yes Both C.M. Val. [43]
Turing Test No Yes Both  O. Val [69]
User Interface Analysis No No Soft O. Val. [10]
User Interface Testing No No Soft O. Val. [70]
Visualization/Animation No Yes Both O. Val. [38]
‘Walkthroughs No No Both C.M. Val. [45]
system?

Possible answers: Yes or No. A positive answer to
this question means that this method can only be used
when data from the real system are available, whereas
a negative answer means that it can be used in any
occasion regardless of the availability of data from the
real system. It should be noted that the current study
- and consequently this dimension - is not concerned
with the nature of the data in general (qualitative
or quantitative), but solely with their existence and
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availability.

3) For what type of requirements is the V&V method
more suitable?
Possible answers: Hard (Functional), or Soft (Non-
Functional), or Both. A method might be focused on
either the functional part or the non-functional part
of the model or on both.

4)  For which type of study is the V&V method more
suitable?
Possible answers: Data Validation (D. Val.), Concep-
tual Model Validation (C.M. Val.), Model Verification
(M. Ver.), or Operational Validation (0. Val.). A
method might be suitable for one or more of the
available categories.

Table I summarizes the results of the analysis. The last
column, i.e., Source, indicates the origin of each method but
it is also a source that justifies the choices in columns 2-5.

C. Discussion

The intended use of Table I is to act as a filtering
mechanism. Whenever an individual or a team wants to verify
and/or validate a simulation model, they can utilize this table
to narrow down the applicable V&V methods according to the
different properties of the simulation at hand.

With regards to the first property, i.e., the accessibility to
the source code, and in contrary to the second property, access
to the source code does not imply that the methods categorized
under “Yes” are stronger. Usually, access to the source code
is associated with verification and in some cases conceptual
model validation.

With regards to the second property, i.e., the availability
of data from the real system, by all means, methods cat-
egorized under “No” can be used whether real data exist
or not. Nevertheless, the methods categorized under “Yes”
are more powerful in the sense that, if used appropriately,
they provide evidence or a data trace of how the simulation
should work. Hence, whenever real data are available, the
methods categorized under “Yes” should be preferred, unless
an alternative method is definitely more suitable.

With regards to the third and fourth property, i.e., the type
of requirements being tested and the purpose of the V&V study
respectively, the answers are more or less self-explanatory.
Some methods are more suitable for testing one type of
requirement. As an example, regression testing is more appro-
priate for functional requirements (hard goals). Other V&V
methods are better suited for one purpose, such as Structural
(White-box) Testing, which is more appropriate for conceptual
model validation, while others are more suitable for testing
both types of requirements (e.g., Graphical comparisons), or
for more than one purpose (e.g., Trace-Driven Input Testing).

The novelty of the proposed framework does not lie in the
content of Table I per se, but on the idea that the list of V&V
methods can be narrowed down to a manageable level, thus
making the V&V of a simulation better grounded, faster, more
accurate, and more cost effective.

There is a threat towards the validity of the content on
Table I. The line between whether data from the real system
are needed, or whether access to the source code is needed,
or whether a specific requirement is definitely functional or
non-functional, or whether the purpose is to validate the data,
the conceptual model, the operational ability of the model, or
to just verify the model, is not always clear and well defined.
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In Section IV, future steps are proposed aiming at addressing
and mitigating the above mentioned threat.

ITI. A CASE STUDY

In this section, a case study illustrates how the framework,
through the use of Table I, can be used. The case study is a
computer simulation of a particular instantiation of the Dutch
railway system. The authors were assigned to validate the
simulation model with regards to punctuality; the precision
of the delays of trains in the model.

The initial list, as it is shown on Table I, consists of 61
methods. Then with every step, the list is narrowed down. For
this particular study, the selection process for each property
was as follows:

1)  Access to the source code was not available; Answer:
No. Using this criteria reduces the available methods
to 38.

2) There were available data from the real system;
Answer: Yes. Using this criteria eliminates 27 more
methods totaling in 9 available methods. Although,
all 38 methods can be used in this particular case.

3) The main focus was on the punctuality, ergo func-
tional (hard) requirements, but comments were also
expected on the non-functional (soft) requirements;
Answer: Both (but main focus on hard). If on the
previous criteria Yes was chosen as an option, choos-
ing either Both or Hard on this criteria leaves the list
intact (Total 9 methods). The same applies if on the
previous criteria All was chosen as an option and Both
is chosen as an option on this one. On the contrary, if
on the previous criteria All was chosen as an option
and on this criteria Hard is chosen as an option, the
list is further reduced by 6 methods to a total of 32
available methods.

4)  The study was mainly concerned with the operational
validity of the simulation, but to a degree also with
the conceptual model validity; Answer: C.M. Val &
O. Val.. Using this criteria and based on the selections
on the previous criteria, the final number of available
methods was reduced to between 1 and 15 for the
conceptual model validation and between 7 and 22
for the operational validation.

TABLE II. REFINED LIST OF V&V METHODS OF THE CASE STUDY.

Method 1 2 3 4

Face Validation No Yes Both O. Val.
Field Testing No Yes Both O. Val.
Graphical Comparisons No Yes Both O. Val.
Predictive Validation No Yes Hard O. Val.
Real-Time Input Testing No  Yes Hard  O. Val
Turing Test No Yes Both O.Val
Visualization/Animation No Yes Both O. Val.

For the operational validation, which was the primary
interest for the study, the final list of the seven methods is
shown in Table II. From this list, in total four methods were
used, namely the Face Validation, Graphical Comparisons,
Predictive Validation, and Turing Test. Predictive Validation
was first used to handle the initial datasets (simulation dataset
& operational dataset) and to produce results for the different
statistical tests. Then, a combination of the remaining three
methods was used to ascertain the validity of the simulation.

In this section, the use of the proposed framework demon-
strates clearly its effectiveness. As shown in Table II, the initial
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list of 61 methods was reduced in a matter of minutes to the
manageable level of seven. By all means, the effectiveness of
the framework is not only evident due to its time-saving nature
but also due to the fact that it ensures that the chosen methods
are appropriate for the simulation at hand and for the purpose
of the V&V study.

IV. CONCLUSION & FUTURE WORK

In this paper, a framework for simulation validation and
verification method selection was proposed. Various properties
of simulations were taken into account and it was shown that
indeed some of these properties, as well as the purpose of a
V&V study, influence the method selection and thus, the result
of the simulation study.

Moreover, the framework was applied on a case study, as
a first step towards verifying its effectiveness. The case study
showed that the framework is an effective time-saving tool,
which also provides a safety net for choosing the method that
best serves the intended purpose of the simulation and the
V&V study.

With regards to future work, additional simulation proper-
ties may potentially influence the V&V method selection, or
some of the discarded properties, identified in Section II-A2,
might prove to be more influential than initially acknowledged.
Moreover, there is a need to further verify the connection
of each method to the simulation model’s properties and the
purpose for which they are more suitable; in other words, it
should be verified that the answers on columns 2-5 in Table I
are correct. Finally, more case studies, from the authors and
more importantly from researchers unrelated to the authors,
would further strengthen the validity and applicability of the
framework.

Nevertheless, this paper paves the way for future research
in the topic, and as discussed earlier, the main contribution of
the framework does not lie in the results presented on Table I,
but is related to the identification of the relationships between
the V&V methods, and the simulation model’s properties and
purpose of the V&V study. Therefore, it is of utmost impor-
tance that any future research be focused on these relationships.
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