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Abstract—A Monte Carlo method for pricing high-dimensional American options is considered. The consistency of the stochastic mesh method is studied. Some "natural" estimators of this method have infinite variance. A modification which gives consistent estimators for a diffusion model is proposed. It is shown that the variance of estimators is inverse proportional to the number of points in each layer of the mesh.
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I. INTRODUCTION

Pricing of American options may be formulated as a problem of the theory of optimal stopping: if $S_n$ is the price process of the underlying asset and $f_n$ are the option payoffs then the option price $C$ has the expression [1] $C = \sup_{\tau < T} E f_\tau (S_{\tau})$, $T$ being the expiry date, $\tau$ - an arbitrary Markov moment. In the case when $S_n$ is a high-dimensional process, numerical methods with regular mesh are very time-consuming. Mark Broadie and Paul Glasserman [2] suggested a stochastic mesh method which does not depend on the dimension. In parallel, Athanasios N. Avramidis and Heinrich Matzinger [3] formulated general conditions under which estimators of the method are statistically consistent. Using Malliavin calculus approach, Vlad Bally and others [4] suggested analogous estimators for a generalized Black-Scholes model; these estimators may be transformed [5] to the formula (20) of the present paper. This slight modification of formula (5) allows to convert the estimator with infinite variance to the one with a finite variance. The issue of the method consistency applying to the general diffusion model was not investigated till now and is the goal of the paper. Section 2 describes the stochastic mesh method; in Section 3, theoretical assertions, concerning consistency, are formulated; in Section 4, numerical examples, which illustrate these results, are given; proofs are gathered in the Appendix.

II. THE STOCHASTIC MESH METHOD

Let an American option be given with an expiration $T$ and discounted payoffs of the form $f_n = f_n(\xi_n)$. Define successively functions $Y_n(x)$:

$$Y_N(x) = f_N(x), \quad Y_n(x) = \max (f_n(x), E_{n,x} Y_{n+1}(\xi_{n+1})) .$$

(2)

It is known [1] that the option price $C$ satisfies $C = Y_0(\xi_0)$.

For every time step $n$, a set of random points $\bar{x}_n = \{x_n^i\}_{i=1}^M$ ("mesh") is constructed as a Markov chain with transitional probabilities

$$q_n(\bar{x}, dy) = q_{n,1}(\bar{x}, dy_1)…q_{n,M}(\bar{x}, dy_M).$$

(3)

Make an assumption on probabilities $q_{n,j}(\bar{x}, dy)$ that densities

$$\rho_n(\bar{x}, y, \bar{y}) = p_n(\bar{x}, dy)/q_{n,j}(\bar{x}, dy)$$

(4)

exist. For a shortage of further notations, introduce random variables defined on the mesh: $\bar{Y}_n(j) = \bar{Y}_n(x_n^i)$, $\rho_n(j) = \rho_n(x_n^i)$, $\rho_n(i, j) = \rho_n(\bar{x}_n^i - 1, j)$. Recursively construct random sequence $\hat{Y}_n(x)$: first, set $\hat{Y}_N(x) = f_N(x)$, then define

$$\hat{Y}_{n+1}(x) = \max \left( f_n(x), 1/M \sum_{j=1}^M \rho_{n+1}(x, j) \hat{Y}_{n+1}(j) \right) ,$$

(5)

where using analogous notations $\hat{Y}_{n+1}(j) = \hat{Y}_{n+1}(x_n^j)$. Introduce $F_n = \sigma$-algebra generated by values $\bar{x}_1, \ldots, \bar{x}_n$. Denote a conditional expectation with respect to $F_n$ as $E_{F_n}$. Assume that for every $n$, random variables $\bar{x}_n$ taking values $1, \ldots, M$ with equal probabilities, are defined and which are independent in total and with respect to $F_n$, then the last equality can be rewritten in the form

$$\hat{Y}_{n}(x) = \max \left( f_n(x), E_{F_n} \rho_{n+1}(x, j_n) \hat{Y}_{n+1}(j_n) \right) .$$

(6)

It follows from (2) and (6) that

$$|\hat{Y}_0(x_0) - Y_0(x_0)| \leq \sum_{n=0}^{N-1} \sum_{k=1}^n \rho_{k}(j_{k-1}, j_k) |\Delta_n(j_n)|,$$

(7)

where

$$\Delta_n(x) = E_{F_n} \rho_{n+1}(x, j_n) \hat{Y}_{n+1}(j_n) - E_{n,x} Y_{n+1}(\xi_{n+1}).$$

In virtue of (3), values $x_n^1, \ldots, x_n^M$ are independent with regard to $F_n$, therefore

$$E_{F_n} \Delta_n^2(x) \leq \frac{1}{M} E \rho_{n+1}^2(x, j_n) Y_{n+1}^2(j_n).$$

(8)
It follows in turn from (7) and (8) that under the condition
\[ E[\rho_1(x_0, j) \ldots \rho_n(j_{n-1}, j_n) Y_n(j_n)]^2 < \infty, \quad n = 1, \ldots, N; \]
the inequality
\[ E[\tilde{Y}_0 - C]^2 \leq C/M \]  
(10)
is fulfilled and thereby \( \tilde{Y}_0 \) is a consistent estimator for \( C \).

In [2] some substantiation is given for using the average distribution, which is defined by the expression
\[ q_{n,j}(\bar{x}, dy) = M^{-1} \sum_i p_n(x^i, dy). \]  
(11)
In some models (e.g. Black-Scholes), transitional probabilities for several steps \( p_{k,n}(x, dy) \) are known, in this case one can use [2]
\[ q_{n,j}(\bar{x}, dy) = p_{0,n}(x_0, dy). \]  
(12)

The objective of the paper is to study the statistical consistency of these and other estimators for the general diffusion model.

### III. Consistent estimators

First, consider a case when \( x_n \) are normal vectors in \( \mathbb{R}^d \) defined by the sequence
\[ x_{n+1} = x_n + a_n \varepsilon_{n+1} + b_n, \]
as being \( d \times m \) matrices, \( \varepsilon_n \) - independent standard normal vectors in \( \mathbb{R}^m \), \( A_n = a_n a_n^T, b_n(i) = -0.5A_n(i,i) \). Denote \( \psi(A_n, z) = (A_n z, z) \) and suppose that
\[ \sup_{|z|=1} \psi(A_n, z) \geq A_0 > 0, \]  
(14)
then densities \( p_{k,n+1}(x, y) \) exist for transition from point \( x \) at the moment \( k \) to point \( y \) at the moment \( n+1 \):
\[ p_{k,n+1}(x, y) = c_k \exp(-0.5\psi(\Sigma_{k,n+1}^{-1}(x + B_{k,n} - y)), \]
where \( c_k = ((2\pi)^d \det \Sigma_{k,n+1})^{-1/2} \), \( \Sigma_{k,n} = \sum_{i=k}^n A_i \) and \( B_{k,n} = \sum_{i=k}^n b_i \). Suppose payoffs imply that
\[ Y_n(x) \leq \sum_i c_i e^{k|x_i| + 1}. \]  
(15)

**Theorem 1.** The inequality (10) for the estimator with average densities (11) is valid under conditions (14), (15).

Proofs are given in the Appendix.

Now, consider the mesh generated according to the formula (12). Note that it is approximately 2 times less time-consuming for calculation than (11) but the variance of \( \tilde{Y}_0 \) may be infinite if \( N \) is big enough. Really, let \( N \geq 3 \) then
\[ \text{EY}_0^2 \geq E[\rho_1(j_1, j_2) \rho_2(j_2, j_3) f_3(j_3)]^2 \]
\[ = \frac{1}{M^3} \int_{x_3} p(x_0, y_1) \frac{p_3^2(y_1, y_2)}{p_{0,2}(y_0, y_2)} \frac{p_3^2(y_2, y_3)}{p_{0,3}(y_0, y_3)} f_3^2(y_3) dy_1 dy_2 dy_3. \]

Consider the case when \( d = 1 \) and \( a_n \) are constant, then after integrating by \( y_1, y_2 \) receive
\[ \text{EY}_0^2 \geq c \int_R \exp \left( \frac{7y^2}{78a^2} \right) f_3^2(y a \sqrt{\Delta t} + 3b \Delta t) dy. \]  
(16)
If \( f_3(x) > \varepsilon \) for \( x > K \) or \( x < -K \) with some \( \varepsilon, K > 0 \) then the integral does not converge and thus the variance is infinite. Below, a modification of this estimator with finite variance will be constructed for a more general diffusion model.

Now, consider a discretization of a diffusion process according to the Euler scheme:
\[ x_{n+1} = x_n + a_n(x_n) \varepsilon_{n+1} + b_n(x_n). \]  
(17)
Suppose that for some \( A_0, A_1 \) the inequalities are fulfilled
\[ A_0|z|^2 \leq (A_n(x)z, z) \leq A_1|z|^2; \]  
then \( |b_n(x)| \leq \bar{b} \) for some \( \bar{b} \).

Let the mesh be produced by transition probabilities
\[ q_{n,j}(\bar{x}, dy) = q_n(dy) = c_n \exp(-|y-x_0|^2/(2s^2 n)) dy. \]  
(19)
Consider a following modification of the scheme (5):
\[ Y_n(i) = \max \left( f_n(i), \frac{\rho_{n+1}(i, j) Y_{n+1}(j)}{\sum_j \rho_{n+1}(i, j)} \right). \]  
(20)
Note that unlike the scheme (5), the estimator of the expectation (6) is biased here.

**Theorem 2.** Suppose that \( f_n(x) \leq F \) and \( s^2 > 0.5 \bar{A}_1 \) then the inequality (10) is valid for the scheme (20).

**Note.** Consider a more general model for which transitional densities may be estimated by a mixture
\[ p_n(x, y) \leq C \sum_{k=1}^K p_{n(k)}(x, y), \]
\( p_{n(k)}(x, y) \) being normal densities with correlation matrices \( A_n^{(k)}(x) \). Suppose these matrices satisfy condition (18) with common constants \( A_0, A_1 \), then, as follows from the proof, the assertion of the theorem still holds true.

Now, suppose that instead of the condition \( f_n(x) \leq F \) the following condition is fulfilled: for some \( g_n(x) \), \( G \) and \( F \)
\[ f_n(x) \leq F g_n(x), \quad \int_X dy p_n(x, y) g_n(y) \leq G g_{n-1}(x). \]  
(22)
Denote \( \tilde{g}_n(x) = \int_X dy p_n(x, y) g_n(y) \) and consider the scheme
\[ \bar{Y}_n(i) = \max \left( f_n(i), \tilde{g}_n(i) \frac{\sum_j \rho_{n+1}(i, j) \bar{Y}_{n+1}(j)}{\sum_j \rho_{n+1}(i, j)} \right). \]  
(23)

**Theorem 3.** Suppose conditions (22) are fulfilled, densities \( \bar{p}_n(x, y) = p_n(x, y) g_n(y) / \tilde{g}_n(y) \) satisfy (21) and \( s^2 > 0.5 \bar{A}_1 \) then inequality (10) is valid for the scheme (23).

**Note 1.** Though the variance decreases when \( M \) tends to infinity, it may be still quite big for a chosen \( M \). To reduce it one can use a method of control variates [2], which implies the substitution of the term \( Y_n(i) \) in formulas (5), (23) by the term \( Y_{n+1}(i) + \nu_{n+1}(i,j) \) with appropriate functions \( \nu_{n+1}(x) \), which satisfy the condition \( \text{E}_{n,x} \nu_{n+1}(\xi_{n+1}) = 0 \).

**Note 2.** Give an example when conditions of the theorem are fulfilled. For many multi-dimensional options (basket, geometrical average, maximum [2]), functions \( g_n(x) \) may be chosen in the form \( g_n(x) = \sum_{i=1}^m \exp(x_i) \). Since \( \exp(x_i) \)
are martingales then \( \tilde{g}_n(x) = g_n(x). \) It is easy to verify that the representation (21) takes place under \( K = d, \) correlation matrices \( A_n(x) = A_n(x) \) and \( \tilde{b}_n(x) = b_n(x) + A_n(x)e_k. \)

IV. NUMERICAL RESULTS

Consider a geometrical average option with payoff functions \( f_n = ((S_{n1}...S_{nd})/K)^+. \) In the case of Black-Scholes model, the calculation may be reduced to a one-dimensional American call with dividends and the solution may be obtained with high accuracy either by a regular mesh or by the analytical approximation [6]. Under parameters \( d = 5, a = 0.3, r = 0.02, S = 100, K = 100, T = 1, \) the price of American option in the continuous model is \( C_0 = 4.63, \) which is strictly greater than the price of the correspondent European option \( C_t = 4.46. \) In discrete models the price of American option increases from \( C_t \) to \( C_0 \) with increasing \( N. \) As a control variate, take the corresponding European call option.

TABLE I. COMPARISON OF ESTIMATORS

<table>
<thead>
<tr>
<th>N</th>
<th>True M</th>
<th>Av Err</th>
<th>Av Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>4.59</td>
<td>300</td>
<td>4.61 0.008 4.59 0.006</td>
</tr>
<tr>
<td>12</td>
<td>4.61</td>
<td>300</td>
<td>4.60 0.004 4.59 0.0026</td>
</tr>
<tr>
<td>24</td>
<td>4.62</td>
<td>300</td>
<td>4.61 0.004 4.61 0.0055</td>
</tr>
</tbody>
</table>

The table includes the true price, estimates and statistical errors, corresponding to 99% confidence level by 50 realizations. It illustrates the assertion that the variance is inverse proportional to \( M. \) It may be observed from the table (and is known from the theory) that the estimator (5), (11) biased high and this bias increases with the number of time steps; to compensate it one should increase the mesh size. Note also that the first estimator is approximately 2 times more time-consuming than the second one.

Consider the same option in the following diffusion model \( \Delta x_{ni} = \sqrt{\Delta t} \sigma(x_{n-1,i}) (a e_{ni} + p e_{n,d-1}) - 0.5 \sigma^2(x_{n-1,i}) \Delta t, \) where \( \alpha^2 + \rho^2 = 1, \rho = 0.5, \sigma(x) \) being a decreasing function, which varies from 0.6 to 0.1, \( \sigma(x) = 0.3. \)

TABLE II. CASE OF THE GENERAL DIFFUSION MODEL

<table>
<thead>
<tr>
<th>s</th>
<th>0.2</th>
<th>0.43</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>Av Err</td>
<td>Av Err</td>
<td>Av Err</td>
</tr>
<tr>
<td>300</td>
<td>7.13 0.012</td>
<td>7.19 0.009</td>
<td>7.21 0.012</td>
</tr>
<tr>
<td>600</td>
<td>7.13 0.008</td>
<td>7.18 0.007</td>
<td>7.19 0.009</td>
</tr>
<tr>
<td>1200</td>
<td>7.14 0.007</td>
<td>7.16 0.005</td>
<td>7.17 0.007</td>
</tr>
</tbody>
</table>

Rough 1-dimensional approximations give prices from 7.1 to 7.2. The simulation results for the estimator (19), (23) with \( N = 12 \) and different values of the parameter \( s \) are presented in the Table II. The value 0.43 is slightly greater than \( \sqrt{2}, \) which provides the variance finiteness.

V. APPENDIX

Proof of theorem 1. First, note that \( \rho_1(x_0,j) = 1 \) for every \( j; \) further, \( \mathbf{E}_X \rho_2(j,y) = 1 \) also for every \( j \) and by induction we receive that the right part in (7) is equal to \( \sum_{n=0}^{\infty} |\Delta_n(J_n)|. \)

Therefore, to prove consistency it is sufficient to show that for every \( n < N \) the following integrals are finite:

\[
\mathbf{E}_X \rho^2_{n+1}(j_{n+1})Y^2_{n+1}(1) = \int_X dy Y^2_{n+1}(y) \mathbf{E} \sum_j p^2_{n+1}(x'_n,y) \sum_j p_{n+1}(x'_n,y).
\]

(24)

To estimate the expectation under the sign of the integral, prove the following lemma:

**Lemma.** Let \( \eta_j, i = 1, \ldots, M, \) be positive, independent, similar distributed random variables, \( \zeta_i = \frac{c_n^{1+\varepsilon}}{\varepsilon} \varepsilon > 0; \) denote \( \bar{N} = M^{-1} \sum_j \eta_j, \zeta = M^{-1} \sum_j \zeta_j, \) then

\[
\mathbf{E}e^{-\tilde{\zeta}/\bar{N}} \leq 3 \mathbf{E}\zeta/\mathbf{E}\eta.
\]

**Proof.** From the equality

\[
\tilde{e} = \frac{e^{-\tilde{\zeta}}}{\mathbf{E}\eta} - \frac{1}{\mathbf{E}\eta} \mathbf{E}\eta
\]

the estimate follows:

\[
\mathbf{E}e^{-\tilde{\zeta}/\bar{N}} = \frac{\mathbf{E}e^{-\tilde{\zeta}/\bar{N}}}{\mathbf{E}\eta} + \frac{1}{\mathbf{E}\eta} \mathbf{E}e^{-\tilde{\zeta}/\bar{N}} |\eta - \mathbf{E}\eta|.
\]

Further, from inequality \( \sum_j \eta_j^{1+\varepsilon} \leq (\sum_j \eta_j)^{1+\varepsilon} \) it follows that

\[
\tilde{\xi}/\bar{N} \leq \left( \sum_j \eta_j^{1+\varepsilon} \right)^{1+\varepsilon}.
\]

Using the last estimate and then Hölder’s inequality receive

\[
\mathbf{E}e^{-\tilde{\zeta}/\bar{N}} |\eta - \mathbf{E}\eta| \leq \mathbf{E} \left( \sum_j \eta_j^{1+\varepsilon} \right)^{1+\varepsilon} |\eta - \mathbf{E}\eta|
\]

(28)

(28)

\[
\mathbf{E}e^{-\tilde{\zeta}/\bar{N}} |\eta - \mathbf{E}\eta| \leq \mathbf{E} \left( \sum_j \eta_j^{1+\varepsilon} \right)^{1+\varepsilon} |\eta - \mathbf{E}\eta|^{1+\varepsilon}.
\]

Now use the following theorem ([7], c.79):

Let \( X_1, \ldots, X_n \) be independent random variables with zero mean and finite absolute moments of order \( p (1 \leq p \leq 2); \) then

\[
\mathbf{E} \left| \sum_{k=1}^{n} X_k \right|^p \leq \left( 2 - \frac{1}{n} \right) \mathbf{E} \left| \sum_{k=1}^{n} X_k \right|^p.
\]

Using this theorem one can estimate (28) by the value

\[
M^{-1+\varepsilon} \mathbf{E}^{1+\varepsilon} |\eta - \mathbf{E}\eta|^{1+\varepsilon} = 2 \mathbf{E}\zeta.
\]

Substituting the obtained estimates in (26), one receive the assertion of the lemma.

Now denote \( \eta_{k,n+1}(j) = p_{k,n+1}(x_{kj},y); \) then applying lemma (with \( \varepsilon = 1 \)) to expectation in (24), receive

\[
\sum_j \eta_{k,n+1}(1) \leq 3 \mathbf{E} \sum_j \eta_{k,n+1}(1).
\]

(29)

According to Chapman-Kolmogorov equations, the denominator is equal to \( \sum_j \eta_{n-1,n+1}(j). \) Calculate \( \mathbf{E}_F \eta_{k,n+1}(1) \) with \( m > 1:\)

\[
\mathbf{E}_F \eta_{k,n+1}(1) = \sum_j e^{-\psi(J_{k,n+1},J_{k,n+1}+B_{k,n+1})}/2,
\]
where
\[ \Sigma_{k-1,n} = A_{k-1} + \frac{1}{m} \Sigma_{k,n} = \Sigma_{k-1,n} - \frac{m-1}{m} \Sigma_{k,n}. \] (30)

It follows from (30) that \[ \Sigma_{k-1,n} = \Sigma_{k-1,n}^1 (I - D_{k,n})^{-1}, \]
where \[ D_{k,n} = (m-n)/m \Sigma_{k,n} \Sigma_{k,n}^\top \] is being a unit \( d \times d \) matrix. Since \( \|D_{k,n}\| < 1 \), one can estimate the inverse matrix \( \Sigma_{k-1,n}^{-1} = \Sigma_{k-1,n}^1 (I + D_{k,n}) \). On the other hand, \( D_{k,n} \varepsilon I \) with some value \( \varepsilon = \varepsilon_{k,n,m} > 0 \); therefore, an estimation from below is \( \Sigma_{k-1,n}^{-1} \geq (1+\varepsilon) \Sigma_{k-1,n}^1 \). Particularly, it follows from this estimate that
\[ E_{F_{x,n-1}} \left[ \frac{\eta_{n+1}^2}{\eta_{n+1}^2(1)} \right] \leq C \sum_{j} \frac{\eta_{n+1}(j)}{\eta_{n+1}(j)} \]
with \( \varepsilon = \varepsilon_{n-1,n,2} \). The lemma may be applied to the obtained expression as well, and after \( n \) iterations receive
\[ E \left[ \frac{\sum_{j} \rho^2_n(x_n, y)}{\sum_{j} \rho_n(x_n, y)} \right] \leq C_n P_{\delta, n+1}(x_0, y). \]

Under condition (15) the integral in (24) is finite. Thus, the proof is complete.

**Proof of Theorem 2.** Introduce an additional notation
\[ \varphi_n(i, j) = \varphi_n(i, j)/ \sum_k \varphi_n(i, k) \]
and in the same way as in (30) obtain
\[ | Y_n - Y_0 | \leq \sum_{n=0}^{N-1} \sum_{i_1, \ldots, i_n} \varphi_n(0, i_1) \ldots \varphi_n(i_n-1, i_n) | D_n(i_n) |, \]

where \( D_n(i) = \sum_k \rho_n(i_k, j) Y_{n+1}(j) - E_{n,x_n} Y_{n+1}(\xi_{n+1}) \). Squaring both parts and taking into account that \( \rho_n(i, j) \) is a distribution by \( j \), due to Hölder inequality obtain
\[ E \left( | Y_n - Y_0 |^2 \right) \leq N \sum_{n=0}^{N-1} \sum_{i_1, \ldots, i_n} \rho_k(i_k-1, i_k) D_n^2(i_n). \]

Define values \( d_{kn}(i) \):
\[ d_{kn}(i) = E_{F_k} D^2_n(i), \]
\[ d_{k-1,n}(i) = E_{F_{k-1}} \rho_k(i, j) d_{k,n}(j). \]

and show that the following estimate takes place
\[ d_{kn}(i) \leq \min \left( F^2, \frac{C}{M} \sum_{m=k}^n \phi_{m+1,m-k}(x_{ki}) \right), \]
where \( \phi_{m}(x) = e^{-\rho x + \rho x^2}/\rho^{m/2}, \beta = \delta + \delta^{(i-1)/2} \)

Fix the index \( i \) and represent \( D_n(i) \) in a form \( D_n(i) = \xi / \eta \), where
\[ \xi = \sum_j \xi_j / M, \eta = \sum_j \eta_j / M, \]
\[ \xi_j = \rho_{n+1}(i, j) Y_{n+1}(j) - E_{n,x_n} Y_{n+1}(S_{n+1}), \]
\[ \eta_j = \rho_{n+1}(i, j), E_{F_n} \xi_j = 0, E_{F_n} \eta_j = 1. \]

It follows from (26) that
\[ E_{F_n} \left( \frac{\xi}{\eta} \right)^2 \leq 2 E_{F_n} \xi^2 + 2 E_{F_n} \left( \frac{\xi}{\eta} \right)^2 (\eta - 1)^2. \]

First, note that \( |\xi_j| \leq F |\eta_j| \), and second that with respect to \( F \) values \( \bar{\eta} - 1 \) and \( \xi \) are sample averages of independent random variables with zero mean, therefore
\[ E_{F_n} D^2_n(i) \leq \frac{C}{M^2} \sum_j E_{F_n} \eta_j^2. \]

Now calculate \( E_{F_n} \eta_j^2 \), denote \( z_n^i = x_n^i + b_n(x_n) - x_0 \) then
\[ E_{F_n} \eta_j^2 = c_n \exp(\psi((n+1)^2 - 0.5 A_n(x_n)^{-1}, z_n^i)/2) \leq C \phi_{n+1,1}(x_n^i). \]

Thus, (32) is fulfilled for \( k = n \). Now suppose that the inequality is fulfilled for the index \( k + 1 \); estimate \( d_{kn}(i) \). Redenote \( \zeta_j = \rho_{k+1}(i, j) d_{k+1,n}(j), \eta_j = \rho_{k+1}(i, j), \) then
\[ d_{kn}(i) = E_{F_k} \zeta_j / \eta_j. \]

Splits the region of integration and use the induction assumption that \( d_{k+1,n}(i) \leq F^2 \):
\[ E_{F_k} \zeta_j / \eta_j = E_{F_k} \zeta_j / \eta_j 1_{\{\eta_j \geq 1/2\}} + E_{F_k} \zeta_j / \eta_j 1_{\{\eta_j < 1/2\}} \leq 2 E_{F_k} \zeta_j + F^2 E_{F_k} 1_{\{\eta_j < 1/2\}}. \]

For the first term use the induction assumption
\[ E_{F_k} \zeta_j / \eta_j \leq C \sum_{m=0}^n \int dy p_{k+1}(x_k, y) \phi_{m+1,m-k}(y), \]
and then the estimate \( \phi_{n}(x) \leq \sum_{i=1}^{2d} e^{-\rho x + \rho x^2}/\rho^{m/2}, e_i \)
being the basis vectors in \( R^d \) and opposite ones by sign. The integration leads to
\[ \int_X dy p_{k+1}(x_k, y) \phi_{m+1,m-k}(y) \leq C \phi_{m+1,m-k+1}(x_k). \]

For the second term in (34), apply the Chebyshev inequality and inequality (33):
\[ E_{F_k} 1_{\{\eta_j < 1/2\}} \leq C \phi_{k+1,1}(x_k). \]

Thus, (32) is proven, which implies \( d_{kn}(x_0) \leq C/M \). Finally, from (31) receive the assertion of the theorem:
\[ E \left( | Y_n - Y_0 |^2 \right) \leq N \sum_{n=0}^{N-1} d_{n0}(x_0) \leq C/M. \]

**Proof of Theorem 3.** Introduce auxiliary payoff functions \( \tilde{f}_n(x) = f_n(x)/g_n(x) \) and consider the sequence
\[ \bar{Y}_n(x) = \max \left( \tilde{f}_n(x), \alpha_n(x) \int_X \tilde{g}_{n+1}(x, y) \bar{Y}_{n+1}(y) \right), \]
where \( \alpha_n(x) = \bar{g}_{n+1}(x)/g_n(x) \). One can construct the scheme analogous to (20) for the sequence (36):
\[ Y''_n(i) = \max \left( \tilde{f}_n(i), \alpha_n(i) \sum_j \tilde{g}_{n+1}(i, j) Y''_{n+1}(j) \right), \]
where \( \tilde{p}_n \) is defined by (4) with substitution \( \tilde{p} \) for \( p \). Since \( \tilde{f}_n(x) \leq F \) and \( \alpha_n(x) \leq G \), the theorem 2 may be applied to the scheme (37). Thus \( E\left(Y''_n(\xi_0) - \bar{Y}_n(\xi_0)\right)^2 \leq C M^{-1} \). On the other hand, it is easy to verify that \( Y_n(x) = Y_n(x)/g_n(x) \) and \( Y''_n(i) = Y_n(i)/g_n(i) \). The proof is complete.
VI. Conclusion and Future Work

It is shown in the paper that a simple modification from scheme (5) to schemes (20), (37) allows to prove the finiteness of the variance and, thus, consistency of the estimators in the general diffusion model. Besides, unpleasant bias vanishes, which allows to reduce the number of nodes in the mesh. The next step may be the extension of results to the jump-diffusion model, which is important for applications.
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