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Abstract— In a piano lesson, the instructor returns feedback to 
the student for each set of measures using a score. In this case, 
we would like to use a video to facilitate the process of instantly 
returning feedback to the student. Specifying the playback start 
position for each section using the seek bar in the video is 
difficult. In the present study, we propose a method by which to 
connect a score and a video by analyzing the score and video and 
comparing sound changes. The effectiveness of the proposed 
method was verified using scores practiced by beginning piano 
students. 

Keywords- Score Analysis; Video Analysis; Piano Lesson; 
Without Seek Bar 

I. INTRODUCTION 

Sound is important in playing music, and knowing how to 
perceive and perform music is important. In piano playing in 
particular, tone changes depending on how players use their 
arms, legs, and body. Therefore, it is important to feedback 
how to use their arms, legs, and body on video. In such cases, 
the performance may be feedbacked by means of a video. 

Prior research has studied various ways to support piano 
lessons [1]-[6]. For example, improvement of remote 
assistance using neural networks and multiple angles [7] and 
bad habits developed when using multiple cameras [8]. It is 
possible to add more information and look back at the way the 
score was played when the video was recorded. However, it is 
not possible to instantly project the points that the instructor 
wants to point out. 

In a piano lesson, the instructor returns a feedback to the 
student using a score. In that case, when using a video for 
feedback, it is necessary to playback the video from the 
beginning of each musical section. However, it is difficult to 
specify the playback position for each passage using the seek 
bar control. 

The purpose of the present study is to support piano 
lessons using video so that instructors can smoothly return 
comments to their students. Specifically, we propose a system 
that enables playback from the corresponding starting point by 
clicking on a measure in the score. Although some piano 
lessons involve the repetition of the same section of music, the 

present study targets videos played through an entire piece of 
music.  

The remainder of the present paper is organized as 
follows: Section II presents the development system. Section 
III describes the experiments conducted and presents the 
results and considerations, and Section IV provides our 
conclusions. 

II. DEVELOPMENT SYSTEM 

The developed system consists of a user interface (UI) 
module, a score analysis module, and a video analysis module. 

In this system, the UI module is first used to upload the 
score and the video. When a music score is uploaded, the 
music analysis module extracts the musical scale from the 
score. When a video is uploaded, the video analysis module 
extracts the musical scale from the video, and then combines 
this scale with the musical scale extracted from the score. The 
video can then be played back from the corresponding time 
by clicking on a measure in the music score display screen of 
the UI module. The following sections describe the UI 
module, score analysis module, and video analysis module. 

 

A. User Interface Module 

The UI module provides a screen for uploading scores, a 
screen for uploading videos, and a screen for displaying 
scores and playing videos. Figure 1 shows the score display 
and video playback screens.  

 

 
Figure 1.  Displaying a score and playing a video. 
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This screen consists of the music notation screen on the 
left-hand side and the video screen on the right-hand side. In 
Figure 1, when the fifth measure is clicked, the video is 
played from the fifth measure. 

 

B. Score Analysis Module 

The score analysis module creates a scale list from an 
uploaded score, recording measure numbers and scales for 
each clef. This module identifies clefs, staff, bars, sharp, 
natural, flat, and note head symbols in the score. This module 
then finds the relative coordinates of the notehead of each 
note relative to the staff and detects the scale for each note 
stem. Sharp and flat symbols are unified as sharps during 
identification. Figure 2 is a scale list consisting of measure 
numbers and scales generated when the score in Figure 3 is 
uploaded.  

 
Figure 2.  Scale list. 

 
 
 
 
 

Figure 3.  Scores to be analyzed. 

In the present study, we used OpenCV library [9] to 
identify a number of symbols. 

 

C. Video Analysis Module 

The video analysis module creates a time stamp list that 
records the start time of each measure from the uploaded 
video. The method for creating a time stamp list is as follows. 

First, a constant-Q transformation is performed to 
generate a list of constant-Q values from the video. The 
constant-Q transform is a frequency analysis method that 
works well with pitch, chord, and melody analysis of musical 
signals [10]. 

Then, the scale list is read for each line, and the time of 
the beginning of the playing of each note stem is acquired 
from the list of constant-Q values. The acquisition condition 
is when the change in the constant-Q value exceeds a certain 
threshold value. After obtaining the start playing time of the 
first note, the time of the second note is searched. If the search 
process does not find the start playing time within a certain 
period of time, the next note is searched again. When the 
measure of the scale list to be searched changes, the measure 
number and the start time are recorded in the time stamp list. 

In the present study, we used Librosa library [11] to audio 
analysis. 

III. EXPERIMENTS 

We confirmed the effectiveness of the proposed system. 
We conducted an evaluation of the score analysis module and 
the video analysis module. In this experiment, we prepared 
performance videos of playing each of the 12 measures of the 
“Twinkle, Twinkle Little Star” score (the C melody score, the 
arpeggio score, and the open harmony score) [12]. The 
evaluation of the score analysis module compares whether the 
identified scale is correct for each note stem with the score. 
The evaluation of the video analysis module compares the 
start time of each measure with the video. 

Table I shows the aggregate results of the scale 
identification for each stem. The C melody score consists of 
42 stems of 42 notes. The arpeggio score consists of 94 stems 
of 140 notes. Finally, the open harmony score consists of 68 
stems of 164 notes. Pattern matching with scores resulted in a 
100% notehead recognition rate for each of the three score 
stems. 

TABLE I.  RESULTS FOR IDENTIFICATION OF EACH STEM 

 C 
Melody 

Arpeggio Open 
harmony  

Detected/Total(stem) 
Detected/Total(notehead) 
Stem identification rate 

42/42 
(42/42) 
100% 

94/94 
(140/140) 

100% 

68/68 
(164/164) 

100% 

 
Table II shows the aggregate results for the match rate on 

the start time for each measure. The threshold of the constant-
Q value for judging the beginning of a note in this experiment 
was set to 1.00. For the C melody score and arpeggio score, 
the start time of the video matched for all 12 measures out of 
12. However, for the open harmony score, the start times did 
not match. 

TABLE II.  RESULTS FOR MATCH RATE ON THE START TIME 

 C 
Melody 

Arpeggio Open 
harmony 

Detected/Total(measure) 
Measure match rate 

12/12 
100% 

12/12 
100% 

0/12 
0% 

 
As a reason, the starting time was either undetectable or 

could be detected but was actually delayed in each measure. 
We focused on the constant-Q value to find out why the start 
time of any measure did not match the open harmony score. 
Open harmony contains overtone components of certain tones. 
The beginning of the first measure of the open harmony score 
is F4, A3, and F2, and the constant-Q value of F2 was 0.078 
when F4 was 1.119 and A3 was 1.281. The maximum 
constant-Q value of F2 was 0.224 and never exceeded 1.00. 

Therefore, in the open harmony section, instead of 
detecting all notes, it was necessary to detect either note as 
having started playing as being in an overtone relation. 

IV. CONCLUSION 

The purpose of the present study is to make it possible to 
playback videos from the starting point of each corresponding 
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measure by clicking on the measure. When looking back at 
the video, it was difficult to specify the playback position for 
each measure using the seek bar because fine control was 
required. In the present study, we developed a system that 
relates the starting point of each measure and the score and the 
video by analyzing the score and video and comparing the 
tone changes between the score and the video. As a result of 
experiments to verify the effectiveness of the system, we 
confirmed that the proposed method is effective for the C 
melody score and arpeggio score. On the other hand, through 
speech analysis of open harmony score, we found that there 
were cases in which overtone-related notes could not be 
detected by the fixed-Q transformation. 

In the future, we intend to update the proposed system to 
relate the rise time of a note even when the note is an overtone 
and to validate the effectiveness of the proposed system using 
target music at a music academy. 
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