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Abstract—The need for low power personal area network
(LoWPAN) devices to be connected to the Internet is increasing
due to the demand and proliferation of new applications.
Previously, these devices didn’t have the need to be connected
to Internet. With the introduction of IPv6 over Low power
personal area network (6LoWPAN) and the push for Internet
of Things (IoT), these devices are now reachable using the
common TCP/IP stack. Gateway is an important component to
ensure that the packets from LoWPAN network are properly
routed to the Internet. This paper provides a new gateway
architecture to support 6LoWPAN stack and the performance
analysis for end-to-end communication in an office environ-
ment. The architecture can be used for implementation in var-
ious 6LoWPAN related applications. Performance is measured
on the latency and transmission success rate. The experiment
results shows that the communication between WSN and client
using the 6LoWPAN gateway is successful. Besides that, the
success rate is 100% for 1 hop and slightly lower in 2 hops.
The latency rate between 100 and 135 ms is acceptable and
comparable with existing prior art which is 125 ms on average.

Keywords-6LoWPAN; Wireless Sensor Network; Gateway;
IPv6; 802.15.4.

I. INTRODUCTION

One of the growing sectors in wireless technology
is IEEE802.15.4 Low Power Personal Area Network.
IEEE802.15.4 is the basis for the ZigBee [13], Wire-
lessHART [14], ISA100.11a [15] and MiWi [16]. These
existing standards were created to provide connectivity in
Personal Area Networks (PAN) area without having connec-
tivity to the Internet. This is because small devices with low
resources are thought to be incapable to have TCP/IP stack
and also because the needs to be connected to the Internet
were not matured.

Knowing the fact that existing TCP/IP is too heavy to
be used in IEEE802.15.4 devices, 6LoWPAN [1] working
grouping was created to provide a solution. The Working
Group (WG) stated that the solution would be “pay as you
use” header compression method that removes redundant
or unnecessary network level information in the header.

Some of the information can be derived from link-level
IEEE802.15.4 header. Hence the 40 bytes IPv6 header was
reduced to 2 bytes. This is achieved by reusing the link
layer header information. The reduction of the header size
is necessary as the total header size of IEEE802.15.4 is only
127 bytes which is too small to accommodate the entire 40
bytes IPv6 header.

The solution by the 6LoWPAN Working Group does not
provide an end-to-end communication between the nodes
and external devices in the Internet. It is because the header
format of 6LoWPAN is different than the standard IP header.
Therefore, a gateway or an intermediary device is required
to provide a conversion between the 6LoWPAN and IP
Header. The adaptation layer that is positioned between the
link and network layer, provides the header compression
for 6LoWPAN nodes. A gateway architecture was proposed
[2] to provide solution for this. It provides an interface
for communication between the IEEE802.15.4 nodes that
uses 6LoWPAN stack to the external network that has
interfaces such as WiMAX, Ethernet and WiFi. The gateway
is configured so that it can process both the data that is
sent periodically by the nodes and also request from the
client. This paper adds contributions to [2], by providing the
detail gateway architecture and performance analysis of the
gateway. Figure 1 shows the overall communication scenario
and the communication stacks between 6LoWPAN nodes,
gateway and end user.

This paper is organized as follows. Section II reviews
the existing solutions related to WSN gateways. Section III
provides the gateway architecture and the communication
between various components. Section IV discusses the im-
plementation for the gateway, while Section V gives the
experiments that were conducted and the results. Finally,
conclusion and future research work are presented in Section
VI.

67Copyright (c) The Government of Malaysia, 2012. Used by permission to IARIA.     ISBN:  978-1-61208-207-3

SENSORCOMM 2012 : The Sixth International Conference on Sensor Technologies and Applications



Figure 1. Interconnection between WSN nodes and end user and the
communication stacks

II. EXISTING SOLUTIONS

There are several gateway architectures that were pro-
posed for various implementation scenarios. One of the
applications is for AC energy usage monitoring using 6LoW-
PAN. Jiang et al. [4] discussed the application that uses
TinyOS and blip. Edge routers were used to route data to a
database and uses a web server for visualization of the data.
Wenbin et al. [5] developed WSN gateway specifically to
monitor forest environment. Information from the sensors is
sent to a monitoring centre using GPRS module. Jara et al.
[6] introduced a WSN architecture that uses mobile nodes to
collect healthcare information. 6LoWPAN gateway was used
to connect the nodes to a database. All these solutions have
little information on the gateway design and didn’t provide
the operation of the gateway.

Dun-Fan et al. [3] proposed gateway architecture for en-
vironmental monitoring which connects WSN with external
network and shares the data collected using web services.
The paper didn’t explicitly mention the addressing of the
nodes and communication between the nodes and external
network. It is stated that ZigBee proprietary protocol was
used for WSN. This is a drawback as the end users cannot
directly communicate with the nodes.

There is an implementation [7] that uses 6LoWPAN short
ID which is the MAC address. The internal node retrieves
the destination MAC address by querying the gateway using
the destination IPv6 address. Gateway retrieves link layer
MAC address from the destination address provided by the
internal node. This is unnecessary process as the nodes can
directly send the data using the destination address and it is
not practical as not all global address generated using link
layer MAC address. Zimmermann et al. [8] introduces a
one-to-one translation between link local address and global
address at the gateway. They use a DNS-ALG like server
to intercept the DNS query to assign link local address to
internal node. If the DNS query could not be intercepted,
communication would be disrupted.

Figure 2. 6LoWPAN Gateway Modules

Jin et al. [12] proposed an interoperable architecture
between NEMO and 6LoWPAN focusing on routing scheme.
The nodes are configured with global IPv6 address and as
such translation of header is not required. In our solution,
we propose a solution for nodes that uses MAC address for
communication. Besides that, we focus on the performance
analysis on real testbed compared to the simulation results
by [12].

III. GATEWAY ARCHITECTURE

A complete end-to-end architecture could consist of sen-
sor nodes, a gateway, database server or web server and
end users. The gateway is designed to support two kinds of
standard communications:

• Pull communication method - IPv6 clients request data
from sensor node in 6LoWPAN network.

• Push communication method - Sensor nodes periodi-
cally send data to an external IPv6 device. The external
IPv6 device in this system could be any remote station
or server.

Based on dual stack protocol, the gateway is designed
to have 3 modules as shown in Figure 2. The PHY/MAC
for multiple interfaces that connect to external IP network
is defined as external interface module, 6LoWPAN PHY
and MAC layer is defined as 6LoWPAN Interface Module
and all the services that might be implemented on top of
adaptation layer which are network layer, transport layer
and application layer reside in Packet Handler Module of
the architecture.

The function of the three modules are explained briefly
below.

• 6LoWPAN Interface (WSN) Module - This module
consists of IEEE802.15.4 compliance hardware which
has the 6LoWPAN stack on it. The module is responsi-
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Figure 3. Address management table in the Gateway

ble for handling connectivity and data transmission of
6LoWPAN network using IEEE802.15.4 standard.

• Interface Module - This module defines the Physical
and MAC layer of any interface that provides connec-
tivity to external IP network. Therefore, the role of this
module is to offer functionalities required to ensure
connectivity to external public IP network. Some of the
interfaces might provide connectivity to LAN/Wireless
LAN (e.g., Wi-Fi), while others can provide connectiv-
ity to backhaul internet (e.g., Ethernet or WiMAX).

• Packet Handler Module - This module provide ser-
vices to handle both 6LoWPAN and IPv6 packets. This
is a significant module that bridges all the interfaces
that connects to different networks. Since most of the
main processes occur in this module, the service mod-
ule has major responsibility integrating the 6LoWPAN
network with the IP network through other external
interfaces. The main purpose of this module is to pro-
vide functionalities for handling standard IPv6 packet
from external network as well as 6LoWPAN packet.
Both IPv6 and 6LoWPAN packets are analysed and
processed accordingly. 6LoWPAN packets are trans-
formed to IP packet and vice versa to enable smooth
communication between 6LoWPAN nodes and external
network.

Packets arrive at the gateway both from external network
and 6LoWPAN network, would be first identified based on
the address. If the packets are from external network, the
gateway would find the destination address in the mapping
table. The address would be translated into matching MAC
address and the data is copied to 6LoWPAN header and sent
to the node. If there is no matching address in the table,
the request from the external network would be discarded.
The same process is applied when a packet arrives from
6LoWPAN network. The MAC source address is replaced
with the IPv6 address of the node and packet is sent using
IPv6 header. The translation and mapping table is given in
Figure 3.

Figure 4. Gateway handling one-to-one communication

A. Gateway Communication

There are two scenarios for pulling sensor data; one client
to one sensor node communication and many clients to one
sensor node communication. For both the scenarios, a table
is created to handle the packets that arrive at the gateway.
Gateway maintains the entry in an Address Information
Table, which will be used to route the sensor nodes’ response
packet back to the corresponding users. Address Information
Table consists of ID number of packet, source address
(Client’s IPv6 address) and destination address (Sensor
Node MAC address), port number allocated and the status.
The status could be that the packets are already sent to
sensor node, gateway already replied to client’s request or
and packet pending for transmission awaiting reply from
sensor node for earlier requested information. Packets that
are destined to the same node would be queued and not
immediately transmitted to avoid collision. With the use
of this table, retransmission of packets would be reduced
and this will save energy in the nodes. An example of one-
to-one communication is given in Figure 4. Different port
numbers are used to differentiate the sensor’s traffic from
both the schemes. RFC 4944 [11] defines a well-known port
range (61616-61631) for UDP packet in 6LoWPAN. In this
implementation, the ports used are

• Port 61631 is used at the gateway to receive data from
sensor nodes in push based method.

• Port 61616 is used by the gateway to send data to the
sensor nodes in pull based mechanism.

• Port 61617 is used by the gateway to receive data from
sensor nodes in pull based mechanism.

• Port 61630 is used by the nodes to receive the request
from the external node through the gateway.

In the push method, sensor nodes send data to a fix
destination port, 61631. All the data arrive at the gateway
at that port would be automatically forwarded to a pre-
configured destination address of a collector or database
server. This is shown in Figure 5.

IV. GATEWAY IMPLEMENTATION

A testbed was created to validate the gateway architecture
and to measure the end-to-end performance as shown in
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Figure 5. Pushing data from sensor to external node

Figure 6. Testbed for validating and performance measurements

Figure 6. The tests were conducted in an indoor lab envi-
ronment with over 20 active WiFi Access Points operational
which is detected using a Network Stumbler software [11].
The sensor nodes that were deployed provide readings for
temperature and light intensity measurements.

The setup consists of nano router and sensor nodes
developed by Sensinode Inc. [9] as our hardware platform.
Gateway is a laptop computer with Linux OS and has three
interfaces; a nano router for the wireless sensor network
and WiFi and Ethernet interface that connects to the IPv6
network. Nano router is a USB device that is attached to one
of the available USB port in the gateway. Packet Handler
module explained earlier is configured and executed on the
gateway. The sensor nodes are installed with the free real-
time operating system (FreeRTOS) with the NanoStack soft-
ware module which consists of 6LoWPAN stack with added
features. Each of the sensor node has 2 AA batteries. The
modules were developed using c programming language.
The communications for both push based and pull based
schemes are maintained through the use of a gateway.

A client laptop was also used to retrieve sensor data to
verify the bidirectional communication. To validate the per-
formance, tests with different settings were conducted with
different data sizes. Furthermore, to test the bidirectional
communication, a ping message was sent from the gateway
and using the reply, the latency was calculated. Table 1
provides the properties for the tests.

V. SYSTEM PERFORMANCE AND EVALUATION

As described earlier, the request from a client will be
forwarded by the gateway using a simple client as shown

Table I
PERFORMANCE MEASUREMENT PROPERTIES

Properties Details
Network Size 4-8 nodes for 1 hop away. 2x2, 2x4

and 2x6 for 2 hops
Distance 3 meters for each hop
Data Sampling
intervals

20 seconds

Duration 120 samples (1 hour)
Message size 4, 8, 16, 37 bytes
Measurements Transmission Success Rate and La-

tency
Method Start with 1 node and gradually

increase the nodes while sending
data simultaneously

Figure 7. IPv6 client application to read data directly from sensors. c©2009
MIMOS Bhd. All Rights Reserved

in Figure 7 [2]. All the sensor nodes’ IPv6 addresses are
listed in the client and when a particular IPv6 address is
selected, a request is forwarded to the gateway which will
then do the necessary actions. The temperature and light
reading from the sensor will then displayed on the client.
This shows the success of bidirectional communication (Pull
based mechanism). In the push based mechanism, the data
is periodically sent to a web server and the data is displayed
using a web browser as shown in Figure 8.

Figure 8. Display sensor information using web browser. c©2009 MIMOS
Bhd. All Rights Reserved
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Figure 9. Performance of packet delivery rate against number of nodes
and different packet sizes for 1 hop

Figure 10. Performance of packet delivery rate against number of nodes
for 2 hops

Figure 9 shows the results of packet delivery rate against
the number of nodes and data sizes. There are no changes
with the increase of nodes for various packet sizes in 1 hop
scenario. All the data transmitted was successfully received.
However, with the increase in the number of hops, the packet
delivery rate dropped as shown in Figure 10. It could be
observed that the efficiency also dropped with the increase
of packet size. This could be due to the relay node (Full
Function Device(FFD))that was used could not handle the
packets properly. It could also be because of the high number
of operational access points which shares the same frequency
as IEEE802.15.4 in the lab. To verify this, experiments were
repeated outside the building, in an open space that does
not have any access points coverage. The results obtained in
outdoor environment were similar to the indoor environment.
This proofs that the cause of packet drop is due to the relay
node.

In order to calculate the latency, the client sends a ping
message to a specific sensor node and round trip time (RTT)
retrieved. From the RTT value, average per-hop latency is
calculated. The average latency for 1 hop and 2 hops are
given in Figure 11 and 12. The base latency which is latency
measured with only one node active is about 65 milliseconds
for 1 hop and 90 milliseconds for 2 hops. It can be observed

Figure 11. Average latency for 1 hop with various numbers of nodes with
different packet sizes

Figure 12. Average latency for 2 hops with various numbers of nodes
with different packet sizes

that with the increase in the number of active nodes, the
latency increased and ranges from 100 to 135 milliseconds.
This average latency is comparable with average latency
claimed in the white paper by IPSO-Alliance [10] which
is about 125 milliseconds. Total latency is calculated based
on the processing latency of packet at the node, processing
latency at the network gateway or router and latency due to
network condition. Major contribution of the latency is the
wireless network condition such obstacles, interference of
signal from other devices and others. We noticed that there is
a slight decrease in latency when the experiments conducted
in an open space without any other interference. Besides
the two measurements, the average power consumption to
transmit data every 20 seconds interval is about 0.015 volts.
This was obtained by sending the available power in the
battery as data. The difference between of power reading
between 2 intervals were calculated and averaged. Based on
the tests conducted, the average total consumption of battery
before it malfunction is about 1.5 volts. This can be used to
calculate the battery life of a sensor node in various types
of implementations.

VI. CONCLUSION AND FUTURE WORK

This paper proposed a gateway architecture to intercon-
nect wireless sensor network with external network using
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6LoWPAN protocol. The gateway provides the mechanism
for the end clients to directly communicate with the sensor
node which was assigned with IPv6 address. Besides that
the gateway forwards the periodical data to a web server.

The architecture is validated with the successful trans-
mission of sensor data which was displayed using a client
and web server. Further tests were conducted to validate
the latency and the transmission success rate. The latency
for 1 hop with various number of nodes ranges between
100 to 135 milliseconds while the transmission success
rate is 100 % for 1 hop. The success rate drop with the
increase of number of hop which could be because of the
relay node (FFD) not forwarding the packets appropriately.
Nevertheless the results are in accordance with the other
prior art.

As future work, the proposed solution can be further
tested in other environments by setting different transmission
intervals, less interferences, etc. The performance can also be
evaluated with the implementation of other components such
as security, routing and mobility with multi-hop scenarios.
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