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Abstract—SurvSec is a novel security architecture for reliable 

network recovery from base station BS failure of surveillance 

wireless sensor network (WSN) in hostile environment. Key 

management is the fundamental security mechanism in WSN 

which is needed for secure localization, secure clustering, 

secure data aggregation, secure authenticated broadcasting 

and secure routing. In this paper, a novel hybrid and dynamic 

key management scheme was proposed. This new scheme 

established secret keys between sensor nodes for SurvSec 

security architecture with high security level, high 

performance and low setup time. Hybrid key management 

provides high security level in the hostile environment however 

previous work assumed heterogeneous network utilizes high 

end sensor nodes (HSNs) with high power for high 

computations of certificates verification. This assumption 

provides attackers the best chance to destroy the network by 

targeting the HSNs. Also, HSN is connected to large number of 

nodes and there is no backup node for it. In addition, if the 

attackers target HSNs, then the connectivity and scalability 

will be affected where these nodes are points of failure. 

Moreover, previous work did not explain how to revoke 

compromised HSN. Furthermore, increasing the number of 

HSNs will increase the network deployment cost. Finally, if 

HSN is destroyed, nodes cannot have rekeying or addition of 

new nodes or revocation of compromised nodes. This paper 

proposed a hybrid scheme with homogenous network that uses 

some sensor nodes named as security managers (SMs) with a 

proposed novel mechanism called certificates shared 

verification to verify the certificates of group of nodes with 

distributed computations to overcome the absence of HSNs. 

This paper presents analytical evaluation and extensive 

simulation. The simulation results showed that at the cost of 

increasing communication overhead, the certificates shared 

verification mechanism was developed. Also, simulation results 

showed that the proposed scheme has lower computation 

overhead at SM side and lower setup time than HSN model. 

Both schemes have the same storage overhead. 

   
Keywords-Key Management; Dynamic; Hybrid; Certificate 

Shared Verification. 

                               I.  INTRODUCTION 

Researchers have investigated WSNs key management 

schemes and divided them into three categories. The 

category based on encryption has three classes which are: (i) 

symmetric key based key management [1-8]; (ii) 

asymmetric key based key management [9, 10] and (iii) 

hybrid key management [11-13]. The category based on 

location produced location based key management [14-16]. 

The category based on dynamicity and it has two classes 

which are static key management and dynamic key 

management [17, 18].   

        Hybrid key management combines the advantages of 

symmetric key and public key and it is the best solution for 

the hostile environment. Previous researches for hybrid key 

management [11-13] suggested using heterogeneous 

network with HSNs and low end sensor nodes (LSNs), 

where HSNs are used to perform high power calculations 

such as certificate verification, exponentiation, elliptic curve 

scalar multiplications and additions and modular 

multiplications.  

        HSNs are the best targets for the attackers to destroy 

the network where HSN is connected to large number of 

nodes. Also, HSN verifies certificates one by one within its 

connected nodes, which takes large time. Our scheme uses 

security managers to process a certificate shared verification 

process in distributed manner, with lower time for the same 

number of nodes, as shown in section 6. Moreover, HSN 

scheme does not provide backup for HSN where our scheme 

provides backup for SMs. Furthermore, no node can revoke 

HSN if it is compromised but in our scheme BKSM can 

revoke compromised SM. Besides, connectivity and 

scalability is affected by a compromised HSN, while our 

scheme provides BKSM to maintain high connectivity and 

scalability if SM is compromised. Destroying HSN in the 

middle of a branch results in cut communications in the 

branch. Also, each node underneath HSN needs three 

certificates verification for beacon nodes which is high cost 

for large number of nodes while our scheme assumes beacon 

nodes certificates verification once for the whole cluster. 

Finally, if HSN is destroyed, nodes cannot have rekeying or 

addition of new nodes or revocation of compromised nodes.      

        The proposed key management scheme has four types 

of nodes, which are SM, BKSM, initiator node and sensor 

nodes. The key management scheme assumes seven phases 

which are: key predistribution, key establishment, secure 

localization, secure clustering, rekeying, keys revocation 

and addition of new nodes. The protocol has four 

algorithms. The first algorithm is used for certificates 

verification and keys distribution. The second algorithm is 

used for initiator nodes to initiate key management process. 

The third algorithm is used for secure localization. The 

fourth algorithm is used for secure clustering. Sensor nodes 

near the BS are the first layer SMs. SMs are located every 

two layers. First, SMs near the BS verify the certificate of 

BS and the BS verifies the certificates of the first layer SMs 
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then they share a symmetric link keys. Second, first layer 

SMs determine their locations from their neighbour beacon 

nodes after receiving the neighbour beacon nodes 

certificates and then send them to BS for verification. Third, 

SMs broadcast their certificates to their neighbour nodes 

underneath and these nodes verify the certificate of SMs. 

Fourth, neighbour nodes underneath SMs broadcast their 

certificates to SMs which in turn send these certificates to 

BS for verification then SMs and neighbour nodes 

underneath share a symmetric keys. Fifth, neighbour nodes 

underneath SMs determine their locations from their 

neighbour beacon nodes after receiving the neighbour 

beacon nodes certificates and then send them to SMs then to 

BS for verification. Sixth, SMs and their neighbour nodes 

underneath form secure clustering then SMs select BKSMs 

according to maximum connectivity between BKSM and 

sensor nodes in the cluster. Finally, lower layer SMs send 

certificates of their neighbour nodes underneath and beacon 

nodes to higher layer SMs for verification.  

         Our scheme proposed to deploy an initiator node every 

predefined number of nodes to start the process of key 

management in distributed manner and to finish it in 

controlled efficient time where these nodes are SMs. These 

nodes collect the certificates of their underneath nodes for 

verification and execute our proposed second algorithm. 

Finally, every initiator node communicates with its higher 

layer node and its upper layer SM.   

         In this paper, we proposed a new hybrid and dynamic 

key management in homogenous network that uses a novel 

idea of certificates shared verification to avoid using HSN 

and our scheme has BKSM for every cluster to replace the 

SM if it is compromised.  

         The proposed scheme provided secure clustering 

algorithm to choose backup security managers (BKSMs). In 

addition, the proposed scheme can revoke the compromised 

SM by the BKSM. Moreover, BKSM will maintain the 

network scalability and connectivity if the SM is 

compromised. Furthermore, the proposed scheme provided 

secure localization algorithm with certificates shared 

verification to lower computation overheads and to verify 

certificates of beacon nodes once for the whole cluster. The 

proposed dynamic key management uses certificates shared 

verification to reduce computations overheads and setup 

time for rekeying and addition of new nodes. The proposed 

scheme used initiator nodes every predefined number of 

nodes to start key management process for its underneath 

nodes to overcome absence of HSN. The proposed scheme 

can distribute link keys in time lower than HSN model. 

A. Contributions  

1- We designed a homogenous network that utilizes SMs, 

BKSMs and initiators to implement the distributed 

security concept instead of using HSNs which is the best 

target for the attackers. 

2- We designed the certificates shared verification 

mechanism to distribute the high power computations of 

certificates verification among sensor nodes in the 

cluster. 

3- We designed an integrated key management scheme that 

combines hybrid key management; and dynamic key 

management to resist attacks in the hostile environment. 

4- We designed a secure localization algorithm that 

employs the certificates shared verification scheme with 

low computation overhead through verifying beacon 

nodes certificates only once for the cluster where 

previous scheme assumes that each sensor node verifies 

certificates of three beacon nodes. 

5- We designed a secure clustering algorithm that chooses 

BKSM to replace and revoke the SM if it is 

compromised. Also, BKSM will maintain high 

connectivity and high scalability if SM is compromised. 

6- We designed the network with low setup time, and low 

cost compared to network with HSNs. The computation 

overhead at SM is lower than that at HSN.  

7- We designed our key management to be dynamic to 

provide rekeying, revocation of compromised sensor 

nodes and addition of new nodes using certificates 

shared verification. 

B. Outline of the Paper 

Section 2 presents the related work. Section 3 describes 

the network assumptions and threat model. Section 4 

describes the proposed hybrid and dynamic key 

management scheme along with certificates shared 

verification. Section 5 presents security analysis of the 

proposed scheme. Section 6 presents the performance 

analysis. Section 7 presents simulation results. Section 8 

presents comparison with previous works. Finally, Section 9 

concludes the paper.  

II. RELATED WORK 

In this section, we present related work to our proposed 

scheme.  

A. SurvSec Security Architecture 

 Surveillance Security (SurvSec) is a new designed 

security architecture for reliable network recovery from 

single BS failure of surveillance WSN with single BS [19]. 

SurvSec relies on a set of sensor nodes serve as SMs for 

management and storage of the security related data of all 

sensor nodes. SurvSec has three components: (1) Sensor 

nodes serve as SMs, (2) Data Storage System, (3) Data 

Recovery System. 

 SurvSec is used for securing surveillance WSN during 

the time between the BS failure and the new mobile BS 

deployment which is the perfect time for attackers to 

compromise many legitimate nodes then destroy the security 

of the whole network. Also, SurvSec describes how the new 

BS will verify the trustworthiness of the deployed WSN 

otherwise a new WSN must be deployed.  

B. WSN Key Management Schemes  

1. Static versus Dynamic Key Management  

 Static key management schemes assume that once 

administrative keys are predeployed in the nodes, they will 

not be changed. Most static schemes use the overlapping of 
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administrative keys to determine the eligibility of 

neighbouring nodes to generate a direct pair-wise 

communication key.  

 Basically, dynamic key management schemes change 

administrative keys periodically, or on demand or on 

detection of node capture. The major challenge in dynamic 

keying is to design a secure yet efficient rekeying 

mechanism. A proposed solution to this problem is using 

exclusion-based systems (EBSs); a combinatorial 

formulation of the group key management problem 

developed in [17, 18]. A drawback of the basic EBS-based 

solution is that a small number of nodes may collude and 

collectively reveal all the network keys.   

2. Key Management based on Encryption Key 

Symmetric key based key management schemes are widely 

used because these schemes consume less computation time 

and power than other schemes, which are suitable for the 

limited resource characteristics. Based on the key 

distribution, key discovery and key establishment in the 

schemes, we can divide these schemes into eight categories: 

entity based key management schemes [1], pairwise key pre-

distribution schemes [2], pure probabilistic-based schemes 

[3], polynomial-based key pre-distribution schemes [4], 

matrix- based key pre-distribution schemes [5, 25], tree-

based key pre-distribution schemes [6], combinatorial 

design-based key pre-distribution schemes [7] and exclusion 

basis systems EBS-based key pre-distribution schemes [8]. 

Public key based key management schemes have many 

advantages such as low communications overhead, low 

storage overhead, high scalability. It can provide simpler 

solution with much stronger security strength. Public key 

based schemes have been categorized into three types: RSA-

based asymmetric encryption system, ECC-based 

asymmetric encryption system and ID-based key agreement 

schemes. Several research groups have successfully 

implemented the public-key in WSNs [9, 10]. Asymmetric 

key based key management requires higher computations 

and energy cost than symmetric key based key management. 

Hybrid key establishment schemes are proposed by several 

research groups [11-13]. The motivation is the needs for 

high security level and to exploit the difference among the 

BS, the HSNs and the sensors, and place the cryptographic 

burden on the BS or the HSNs. Sensors have limited 

computational power and energy resources. On the other 

hand, the BS and HSNs have much more computational 

power and other resources. Previous hybrid key 

establishment schemes reduce the high computational cost 

on the sensors by placing them on the HSN side and assume 

certificates verification for large number of nodes at HSN. 

Huang et al. [11] proposed a hybrid authenticated key 

establishment scheme, which is based on a combination of 

elliptic curve cryptography (ECC) and symmetric-key 

operations. The hybrid key establishment protocol reduces 

the high cost elliptic curve random point scalar 

multiplications at the sensor side and replaces them with low 

cost and efficient symmetric-key based operations.  

3. Key Management based on Location 

 Recently researchers have suggested utilizing the location 

of sensor nodes [14- 16] after node deployment to improve 

the security of key management. Location based key 

management protocols are very efficient methods in terms of 

key connectivity and storage overhead. Location-aware key 

management is resilient against node capture attacks in large-

scale sensor networks. 

III. NETWORK MODEL&THREAT MODEL 

A. Network Model 

 We consider a hierarchical WSN consisting of a BS, 

sensor nodes which are grouped into clusters and beacon 

sensors equipped with GPS called beacons. Each node has a 

unique ID, unique location and unique certificate. The 

assumptions of model are as follows: 

1- We assume sensor nodes are static and some nodes 

continuously store the detected security threats and all 

other security data related to nodes where these nodes are 

SMs. 

2- Nodes near the BS have the public key of the BS.  

B. Threat Model 

         We consider an adversary that tries to uncover the keys 

of the network through capturing some nodes.  

IV. PROPOSED SCHEME 

          The proposed scheme has seven phases which are key 

predistribution phase, key establishment phase, secure 

localization phase, secure clustering phase, key revocation 

phase, rekeying phase and add new node phase. The 

proposed scheme has four types of sensors: SMs, BKSMs 

initiators and sensor nodes. 

A. Key Predistribution Phase 

         The key predistribution phase consists of acquiring the 

sensors certificate from the certificate authority CA. ECC is 

used in this protocol to perform security functions on sensors 

with limited computing resources. The protocol uses the 

elliptic curve explicit certificate scheme instead of X.509 

because of the resulting low storage overhead, low 

communication overhead, which is a dominant factor for low 

bit transmission channels in WSN. 

The certificate generation processes for any sensor node U is 

performed offline before it joins the network.  

1- An elliptic curve E defined over GF(p) (p is the 

characteristic of the base field) with suitable coefficients 

and a base point P of large order n is selected and made 

public to all users.  

2- CA selects a random integer qCA as its static private key, 

and computes the public key QCA= qCA X P.  

3- To obtain a certificate and private-public key pair, the 

sensor U randomly selects a key pair (qU, QU )  where 

QU= qU X P and sends QU and qU to CA.  

4- CA verifies U’s identity and private-public key pair.  

5- The implicit certificate for U is the concatenation of CA’s 

public key QCA, the device identity IDU, the U public key 

QU and the certification expiration date tU , i.e., the 
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certificate is (QCA, IDU, QU, tU) signed by the CA private 

key using Elliptic Curve Digital Signature Algorithm 

ECDSA.  

B. Key Establishment Phase 

Certificates Verification &Keys Distribution 

            Power of the signature verification for ECDSA is 

about 1000 times more than the power of the signature 

transmission [20]. Each node in HSN model performs four 

times certificate verification for three beacon nodes and for 

HSN certificates. With the same number of certificates 

verification at each node, we developed our proposed 

certificates shared verification scheme. Each node in our 

scheme verifies four certificates only with the cost of 

increasing the communication overhead with four messages 

for every node. These verifications are: first verification for 

SM certificate, two verifications for two nodes underneath 

that node, and one verification for beacon node certificate. 

We assume that there are nodes named as security managers 

SMs and these nodes are located every two layers. We 

assume that there are nodes named as initiators every 

predefined number of nodes such as 30, 20 or 10 nodes to 

start the operation of key management process.  

We explain our scheme in the form of two algorithms. 

Algorithm 1: Certificates Verification and Keys 

Distribution 

1: BS → n : {BS (QCA, IDBS, QBS, tBS) } 

The BS broadcasts its certificate to nodes near BS at 

layer n and the nodes verify certificate of BS. These 

nodes are SMs. 

2: n → BS : {n (QCA, IDU, QU, tU) } 

The nodes near the BS at layer n broadcast their 

certificates to the BS and the BS verifies the certificates 

of these nodes. 

3: n : selects (k), calculates (dU), encrypts (dU) 

Each node near BS at layer n selects a k-bit random 

number cU of 160 bits to produce its link key 

contribution with the BS.  

Each node at n calculates the value of dU = H(cU || IDU) 

where H is a cryptographic hash function. Each node at 

n encrypts dU with BS public key QBS. To encrypt and 

send a message dU to BS, each node at n chooses a 

random positive integer x and produces the ciphertext 

Cm consisting of the pair of points which are: Cm = (x P, 

dU  + x QBS). 

4: n → BS : { Cm } 

Each node near BS at layer n sends its encrypted link 

key contribution with the BS which is Cm. 

5: BS : decrypts (Cm), selects (k), calculate (dBS), encrypts 

( dBS) 

BS decrypts Cm for every node at n. BS multiplies first 

point in the pair by BS’s private key and subtracts result 

from second point: dU + x QV  – qV (x P) = dU  + x (qV P) 

– qV (x P) = dU.  

BS selects a k-bit random number cBS of 160 bits for 

each node near BS to produce its link key contribution 

with nodes near BS. BS calculates the value of dBS = 

H(cBS || IDBS) for every node near BS where H is a 

cryptographic hash function. 

BS encrypts dBS for every node near BS using symmetric 

key encryption under key dU, generating value y = Edu ( 

IDBS|| dBS).  

6: BS → n : { y }, {hash {K}} 

BS sends y, the encrypted link key contribution of BS, to 

every node near BS. BS generates the link key with 

every node near the BS at n by calculating K = H (du || 

IDU || dBS || IDBS) then H(K) where H is a cryptographic 

hash function. BS sends H(K) of every node at n to its 

participant to achieve correctness.  

7: n : decrypts (y), calculates (K)  

Every node at n decrypts the received message y using 

symmetric key encryption under key dU to obtain the 

value dBS. 

Every node at n generates the link key with BS by 

calculating K = H(du || IDU || dBS || IDBS). 

8: n → BS : {z} 

Every node at n calculates z = H(K) and sends z to BS. 

BS checks if z = H(K). If yes, the link key is established 

correctly. Otherwise, the protocol is terminated. 

9: n → n-1 : {n (QCA, IDSM, QSM, tSM) } 

Each SM at layer n broadcasts its certificate to nodes at 

layer n-1 and nodes at n-1 verify the certificate of its 

SM. Each node at layer n-1 verifies SM certificate. 

10: n-1 → n : {n-1 (QCA, IDU, QU, tU) } 

Each node at layer n-1 sends its certificate to its SM at 

layer n  

10: n → BS : all certificates {n-1 (QCA, IDU, QU, tU) } 

Every SM at layer n sends the certificates of its nodes at 

layer n-1 to BS for verification because SM will lose 

high power and consume large time for verifying 

certificates of at least four nodes connected to it. 

11: BS → n : {valid certificates or invalid certificates} 

BS sends to each SM an encrypted message indicating 

that its certificates from layer n-1 are valid or not.  

Then SMs at layer n executes steps from 3 to 8 to share 

symmetric link keys with nodes at layer n-1. 

12: n-1 → n-2 : {n-1 (QCA, IDU, QU, tV) } 

Every node at layer n-1 sends its certificate to its 

neighbour node at layer n-2 and the node at layer n-2 

verifies the certificate of node at layer n-1. Nodes at 

layer n-2 are SMs. 

13: n-2 → n-1, n : {n-2 (QCA, IDSM, QSM, tSM) } 

Every node at layer n-2 sends its certificate to its 

connected node at layer n-1 then to the SM at layer n. 

The node at layer n-1 verifies the certificate of node at 

layer n-2 and node at layer n-2 verifies certificate of 
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node at layer n-1.  

14: n-2 → n, n-1 : {share link keys } 

SM at layer n-2 executes steps from 3 to 8 to share 

symmetric link keys with node at layer n-1 and SM at 

layer n. 

15: n-2 → n-3 : {n-2 (QCA, IDSM, QSM, tSM) } 

Every node at layer n-2 which is a SM broadcasts its 

certificate to nodes at layer n-3 and nodes at n-3 verify 

the certificate of its SM.  

16: n-3 → n-2 : {n-3 (QCA, IDU, QU, tU) } 

Each node at layer n-3 sends its certificate to its 

connected SM at layer n-2.  

17: n-2 → n : all certificates {n-3 (QCA, IDU, QU, tU) } 

Every SM at layer n-2 sends the certificates of its nodes 

at layer n-3 to its SM at layer n for verification.  

18: n → n-1 : all certificates {n-3 (QCA, IDU, QU, tU) } 

SM at layer n sends the certificates of nodes at layer n-3 

to its downstream nodes at layer n-1 for verification. 

18: n-1 → n : {valid certificates or invalid certificates} 

Every node at layer n-1 sends to its SM indicating that 

the checked certificate from layer n-3 is valid or not.  

19: n → n-2 : {valid certificates or invalid certificates} 

SM at layer n sends to the SM at layer n-2 indicating 

that the checked certificates from layer n-3 are valid or 

not. Then SMs at layer n-2 executes steps from 3 to 8 to 

share symmetric link keys with nodes at layer n-3. 

Finally, lower layer SMs send certificates of their 

neighbour nodes underneath to higher layer SMs for 

verification.   

  

Discussion 

          The bottleneck of algorithm 1 is the number of SMs 

near the BS because if the number of these nodes increases, 

this will reduce setup time for the nodes underneath the SMs. 

Therefore, if the number of SMs near BS is more than three, 

SMs near BS execute algorithm 2. 
 

 

 

 

 

 

 

Fig. 1.a Certificates Verification for layer n-1   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1.b Certificates Verification for layer n-2 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1.c Certificates Verification for layer n-3 

          Fig. 1 shows certificates shared verification process in 

three layers using the first algorithm. Initiator nodes start the 

process of key management in distributed manner where 

these nodes are predetermined every number of nodes such 

as 30, 20 or 10 nodes. Initiator nodes work as HSN to control 

the setup time for the key management.  

 

 

 

 

 

Fig. 2.a Certificates Verification using Initiator for 2 nodes 

 

 

 

 

Fig. 2.b Certificates Verification using Initiator for 2 nodes 

 

 

 

 

 

Fig. 2.c Certificates Verification using Initiator for 4 nodes 

          Fig. 2 shows certificates shared verification process for 

one layer using algorithm 2. SM verifies certificates of first 

two nodes then it sends the certificates of the second two 

nodes to the first two nodes then it sends certificates of other 

four nodes to the verified four nodes. Algorithm 2 is efficient 

in terms of distribution of power consumption among sensor 
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nodes in the cluster and it can be used with all SMs in their 

clusters. Algorithm 1 provides high speed for certificates 

verification but its drawback is that the cluster nodes 

between an initiator and its upper layer SM are not involved 

in the process of certificates verification. Therefore, there is 

a trade off between high speed certificates verification using 

algorithm 1 and distributed power consumption using 

algorithm 2.    

Algorithm 2: Initiator nodes to start key management 

process 

1: I → n : { I (QCA, IDSM, QSM, tSM) } 

Each initiator node broadcasts its certificate to its 

underneath nodes at layer n to verify it. The nodes at 

layer n verify the certificate of the initiator. 

2: n → I : { n (QCA, IDU, QU, tU) } 

The initiator node receives the certificates of its 

underneath nodes for verification. We assume there are 

n nodes underneath the initiator node. First, the initiator 

node verifies the certificate of the first two nodes. 

3: I → n1,2 : { share link keys } 

The initiator node shares link keys with node 1 and node 

2 as steps from 3 to 8 in algorithm 1.  

4: I → n1,2 : { n3,4 (QCA, IDU, QU, tU) } 

The initiator node sends to node 1 and node 2 

underneath the certificates of node 3 and node 4 for 

verification. 

5: n1,2 → I : { valid certificates or invalid certificates } 

Node 1 and node 2 send to the initiator node two 

messages indicating that certificates of nodes 3 and 4 are 

valid or not.  

6: I → n3,4 : { share link keys } 

The initiator node shares link keys with node 3 and node 

4 as steps from 3 to 8 in algorithm 1.  

7: I → n1,2,3,4 : { n5,6,7,8 (QCA, IDU, QU, tU) } 

The initiator node sends to node 1, node 2, node 3 and 

node 4 underneath the certificates of node 5, node 6, 

node 7 and node 8 for verification and nodes 1, 2, 3, 4 

respond with valid certificate or not. 

8: I → n5,6,7,8 : { share link keys } 

The initiator node shares link keys with node 5, node 6, 

node 7 and node 8 as steps from 3 to 8 in algorithm 1.  

Finally, the process of the initiator continues to verify 

all of its underneath nodes then its underneath nodes use 

algorithm 1 to share link keys with their underneath 

nodes and so on. 

 

1. Certificates shared verification between SM near BS and 

BS needs two messages but it needs four messages 

between SM at lower layer and SM at upper layer.  

2. Each SM establishes a link key with its nodes underneath 

in ten messages but SM near BS establishes a link key 

with its nodes underneath in eight messages. 

3. After the SMs and the sensor nodes establish link keys, 

they determine their locations using our proposed secure 

localization scheme with certificates shared verification. 

C. Secure Localization Phase 

            A number of secure localization algorithms [21] 

have been reported. Different researchers have different 

strategies to categorize them. These strategies can be 

divided into direct and indirect localization, centralized 

localization and distributed localization, range-based 

localization and range-free localization, absolute 

localization and relative localization. We propose to get the 

location information from the followings approach: 

The indirect approaches of localization were introduced to 

overcome some of the drawbacks of the GPS-based direct 

localization techniques while retaining some of its 

advantages. In this approach, a small subset of nodes in the 

network, called the beacon nodes, are equipped with GPS 

receivers to compute their location. Beacon nodes send 

beams of signals providing their location to all nodes in their 

vicinity. Using the transmitted signal containing location 

information, nodes compute their location. Each node needs 

three beacon nodes to locate its position. 

          Our proposed scheme depends on SM and certificates 

shared verification for secure localization. We assume that 

each cluster has three beacon nodes. Sensor nodes in the 

cluster send the beacon nodes certificates to SM then SM 

sends these certificates to its upper layer SM for verification 

to insure one verification time for beacon nodes certificates 

for the whole cluster. The upper layer SM sends these 

certificates to its underneath nodes for verification. 

Verification power is 1000 times more than communication 

power.   

Algorithm 3: Secure Localization 

1: Beacons1,2,3 → SMn : {Beacons1,2,3 (QCA, IDB, QB, tB) } 

The beacon nodes near BS broadcast their certificates 

and locations to SMs near BS. We need three beacon 

nodes to locate the position.  

2: SMn → BS : { Beacons1,2,3 (QCA, IDB, QB, tB) } 

The SMs near BS at layer n send the certificates of the 

beacon nodes to BS for verification. 

3: BS → SMn : {valid certificates of Beacons1,2,3  } 

BS sends to SMs at layer n that beacon nodes certificates 

are valid. 

4: SMn → Beacons1,2,3 : { Key1,2,3 } 

Every SM at layer n shares a link key with the three 

beacon nodes in four steps. 

5: SMn : calculates (x, y) position 

Every SM at layer n calculates its position.  

6: Beacons1,2,3 → n-1 : {Beacons1,2,3 (QCA, IDB, QB, tB) } 

The beacon nodes near BS broadcast their certificates 

and locations to nodes at layer n-1. 

7: n-1 → SMn : { Beacons1,2,3 (QCA, IDB, QB, tB) } 
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The nodes at layer n-1send the certificates of beacon 

nodes to SMs at layer n for verification. If the beacon 

nodes certificates are previously verified, it is ok but if 

there are new beacon nodes certificates, then SMs at 

layer n send the new beacon nodes certificate to BS for 

verification.  

8: SMn → n-1 : { Key1,2,3 } 

Every SM at layer n sends its link keys with the beacon 

nodes to its connected nodes at layer n-1. 

 9: n-1 : calculates (x, y) position 

Every node at layer n-1 calculates its position. 

10: Beacons4,5,6 → SMn-2 :{Beacons4,5,6 (QCA, IDB, QB, tB) } 

The beacon nodes near SMs at layer n-2 broadcast their 

certificates and locations to SMs at layer n-2.  

11: SMn-2 → SMn : { Beacons4,5,6 (QCA, IDB, QB, tB) } 

The SMs at layer n-2 send the certificates of the beacon 

nodes to SMs at layer n for verification. 

12: SMn → n-1 : { Beacons4,5,6 (QCA, IDB, QB, tB) } 

The SMs at layer n send the certificates of the beacon 

nodes to nodes at layer n-1 for verification. 

13: n-1 → SMn : { valid certificates of Beacons4,5,6 } 

The nodes at layer n-1 send to SMs at layer n that 

beacon nodes certificates are valid. 

14: SMn → SMn-2 : { valid certificates of Beacons4,5,6 } 

The SMs at layer n send to SMs at layer n-2 that beacon 

nodes certificates are valid. 

15: SMn-2 → Beacons4,5,6 : { Key4,5,6 } 

Every SM at layer n-2 shares a link key with the three 

beacon nodes in four steps. 

16: SMn-2 : calculates (x, y) position 

Every SM at layer n-2 calculates its position.  

17: Beacons4,5,6 → n-3 : {Beacons4,5,6 (QCA, IDB, QB, tB) } 

The beacon nodes near nodes at layer n-3 broadcast their 

certificates and locations to nodes at layer n-3. 

18: n-3 → SMn-2 : { Beacons4,5,6 (QCA, IDB, QB, tB) } 

The nodes at layer n-3 send the certificates of beacon 

nodes to SMs at layer n-2 for verification. If the beacon 

nodes certificates are previously verified, it is ok but if 

there are new beacon nodes certificates, then SMs at 

layer n-2 send the new beacon nodes certificate to SMs 

at layer n for verification.  

19: SMn-2 → n-3 : { Key4,5,6 } 

Every SM at layer n-2 sends its link keys with the 

beacon nodes to its connected nodes at layer n-3. 

 20: n-3 : calculates (x, y) position 

Every node at layer n-3 calculates its position. Finally, 

lower layer SMs send certificates of beacon nodes to 

higher layer SMs for verification.  

  

1. Certificates shared verification for beacon nodes 

certificates between SM at lower layer and SM at higher 

layer will reduce setup time and reduce computations 

complexity at the cost of increasing only four messages.  

2. Certificates verification for beacon nodes is done only 

one time at the SM not multiple times at each node 

underneath the SM to reduce computations complexity. 

3. Sensor nodes underneath SM will use the shared keys 

between the SM and the beacon nodes which will reduce 

the setup time, computations and storage overhead.   

4. After the SMs and the sensor nodes determine their 

locations, they form secure clustering. 

D. Secure Clustering Phase    

SMs can form secure clustering [22] with their nodes 

underneath and SM can choose BKSM to replace it if the SM 

is compromised. 

Algorithm 4: Secure Clustering 

1: BS → n : {req SM_msg  } 

BS sends to nodes near BS at layer n that these nodes are 

SMs using its shared symmetric key with these nodes. 

2: SMn → n-1 : { adv cluster_msg } 

Every SM at layer n sends an encrypted advertise 

message to nodes at layer n-1 to form a cluster. 

3: n-1 → SMn : { join cluster_msg } 

Every node at layer n-1 sends an encrypted message to 

its SM at layer n to join the cluster.  

4: SMn → n-1 : {choose BKSM } 

The SM at layer n chooses BKSM according to 

maximum connectivity between the BKSM and the 

nodes in the cluster where BKSM must be connected to 

all nodes in the cluster. 

5: BKSMn → n-1 : { BKSM (QCA, IDBKSM, QBKSM, tBKSM) } 

The BKSM sends its certificate to the nodes at layer n-1 

where SM at layer n verifies this certificate. Also, the 

BKSM sends its certificate to its upper layer node to 

establish a link key with it to reroute data if SM is 

compromised.   

6: n-1 → n-2 : { req SM_msg  } 

The nodes at layer n-1 send to nodes at layer n-2 an 

encrypted message that these nodes are SMs. 

7: SMn-2 → n-3 : { adv cluster_msg } 

Every SM at layer n-2 sends an encrypted advertise 

message to nodes at layer n-3 to form a cluster. 

8: n-3 → SMn-2 : { join cluster_msg } 

Every node at layer n-3 sends an encrypted message to 

its SM at layer n-2 to join the cluster.  

9: SMn-2 → n-3 : {choose BKSM } 

The SM at layer n-2 chooses BKSM according to 

maximum connectivity between the BKSM and the 

nodes in the cluster where BKSM must be connected to 

all nodes in the cluster.  

10: BKSMn-2 → n-3 : { BKSM (QCA, IDBKSM, QBKSM, 

tBKSM) } 

The BKSM sends its certificate to the nodes at layer n-3 
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where SM at layer n-2 verifies this certificate. Also, the 

BKSM sends its certificate to its upper layer node to 

establish a link key with it to reroute data if SM is 

compromised. Finally, the steps of forming the secure 

clustering are performed until the last layer of SM. 

 

1. Our proposed secure clustering scheme assumes hybrid 

key management protocol to achieve high security level. 

2. Our proposed scheme chooses BKSM to solve the 

problem of compromised SM and to sign the message of 

revoked SM. 

3. Our scheme achieves secure clustering in four messages.  

E. Key Revocation Phase 

          The first component of our dynamic based key 

management scheme is the keys revocation of the 

compromised sensor nodes. SurvSec security architecture 

has a compromised nodes detection algorithm at the first 

stage to be able to detect compromised nodes but it is not 

discussed in this paper. 

When a sensor node is compromised by an adversary, all 

the session keys used by this sensor node will be revoked. 

The SM will broadcast a revocation message containing the 

identification of the compromised node to all the nodes 

underneath. A digital signature is computed over the 

message by utilizing Elliptic Curve Digital Signature 

Algorithm ECDSA at [23] with SMs private key. When a 

node receives the revocation message, it checks the message 

by verifying the digital signature. This prevents an adversary 

from sending a fake revocation message. If SM is 

compromised, it is revoked by the BKSM.  

F. Rekeying Phase 

           The second component of our dynamic based key 

management scheme is rekeying after compromised nodes 

detection or rekeying can be done periodically. Rekeying is 

used when the SM is compromised. The BKSM will share a 

link key with its upper layer SM then the BKSM will use our 

novel scheme of certificates shared verification with its 

upper layer SM to verify the certificates of the cluster nodes. 

Finally, BKSM will share link keys with its lower SM and its 

nodes in the cluster.  

G. Add New Node Phase 

          When a new node joins the network, it tries to find its 

nearest SM by broadcasting a Hello message contains the 

new node certificate. 

To support the addition of new nodes, the SM verifies the 

certificate of the new nodes using our novel scheme of 

certificates shared verification.  

V. SECURITY ANALYSIS 

           Security analysis of our protocol focuses on resilience 

to node compromise attack, and collusion attack. 

A. Compromised Node Attack 

1- If an attacker compromises one ordinary node, therefore, 

the number of insecure link is Pinsec = 1 / N where N is the 

number of nodes at the network. For n compromised 

ordinary nodes, number of insecure links is Pinsec = n / N. 

2- If the attacker compromises one SM, therefore, the 

number of insecure links is Pinsec = (ns + 3) / N where ns is 

the number of nodes in the cluster of the SM and 3 

represents the links with upper SM, lower SM and SM 

upper node. For n compromised SMs, the number of 

insecure links is Pinsec = n (ns + 3) / N. 

3- Suppose that in a network of N nodes, there are m SMs 

and BKSMs. The probability to compromise one SM or 

one BKSM is P(com) = 2m / N, so the probability of at 

least k nodes from the SMs and BKSMs are captured is: 

                  (1) 

The probability that all SMs and BKSMs are captured is: 

                  (2) 

4- Our proposed key management assumes compromised 

node detection at the first stage and compromised nodes 

revocation. Therefore, SM will revoke the ordinary 

compromised node and the BKSM will revoke the SM to 

eliminate the insecure links. 

B. Collusion Attack 

          Two nodes can collude when they share their keys 

with each other. Our designed protocol is resistant to 

collusion attack because each sensor node communicates 

only with a SM therefore; compromised nodes cannot 

discover themselves.   

VI. PERFORMANCE ANALYSIS 

           The performance analysis is measured in Computation 

complexity, communication complexity and storage 

complexity. We assume that the network is secure during 

setup time which depends on number of initiators.   

A. Computation Complexity 

           Our proposed hybrid key management scheme using 

certificates shared verification has much lower computations 

overhead at SM side rather than computations at HSN in 

heterogeneous network. For algorithm 1, our scheme 

assumes each sensor node in each cluster verifies four 

certificates for the keys distribution and localization which 

are the certificate of its SM, two certificate from its 

underneath nodes and one beacon node certificate. SM 

verifies one certificate which is its upper node. For algorithm 

2, our scheme assumes each sensor node in each cluster 

verifies at most four certificates for the keys distribution and 

localization which are the certificate of its initiator, two 

certificates from the nodes of its cluster and one beacon node 

certificate. Initiator node verifies three certificates which are 

two certificates from its underneath nodes and one certificate 

for its upper node.  

          Each sensor node and SM performs three times hash to 

generate one link key. The sensor node encrypts its part of 

the link key with the SM’s public key using ECC 160 bits 

scalar multiplication and addition. Also, the SM decrypts the 

received message from the sensor node with its private key. 

The SM encrypts its part of the link key using symmetric key 

under the key from the sensor node. The sensor node 

decrypts the message from the SM using symmetric key. Our 

21Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-207-3

SENSORCOMM 2012 : The Sixth International Conference on Sensor Technologies and Applications



scheme has less computation overhead at SM than the 

scheme uses HSNs at HSN. 

In our scheme: 

Each node performs at most 4 verifications and shares key 

with SM or initiator for keys distribution and localization. 

SM or initiator performs at most 3 verifications and shares 

keys with n nodes for keys distribution and localization 

where n nodes are ranged from 4 to 8 nodes in the cluster.  

In HSN scheme: 

Each node performs 4 verifications and shares key with HSN 

for keys distribution and localization. 

HSN performs n verifications and shares keys with n nodes 

where n nodes are ranged from 10 to 30 nodes underneath 

HSN.  

Our scheme has lower computations than HSN scheme. 

B. Communication Complexity 

     Communication complexity is the number and size of 

packets sent and received by a sensor node. In our protocol, 

the number of messages sent and received to establish a 

key between one sensor node and a SM is ten messages and 

we need six messages to establish link key between lower 

layer SM and upper layer SM. Device ID is 64 bits, 

expiration time is 64 bits, random number is 160 bits and L 

the sensor location is 64 bits. The certificate is 56 bytes 

from 20 bytes CA public key, 8 bytes node ID, 20 bytes 

node public key and 8 bytes validity time. Our scheme has 

higher communication overhead than HSN model with 4 

messages to establish link key for every node. 

In our scheme: 

For algorithm 1:  

Communication overhead = 6 NSM + 10 m NSM,, NSM is 

number of SMs and m is the number of nodes underneath 

SM within its cluster. 

For algorithm 2:  

Communication overhead = I (12 + 8 (m – 2)) + 6 I, I is the 

number of initiator nodes, m is the number of nodes 

underneath initiator. We have 2 nodes needs 12 messages 

and other nodes in the cluster need 8 messages and 6 

represents the communication between the initiator and its 

upper node. 

For algorithm 1 and 2: Total communication overhead is 

Ccom. 

Ccom = NSM (6 +10 m) + I (2 + 8 m). 

We found that communication overhead for algorithm 2 is 

lower than communication overhead for algorithm 1. 

In HSN scheme: 

For one HSN every 30 nodes: communication overhead is 

Ccom. 

Ccom = NHSN (6 + 6 n0 +8 n1 + 10 n2 + 12 n3). Where NHSN is 

the number of HSNs, n0 is the number of first layer nodes 

underneath HSN, n1 is the number of second layer nodes 

underneath HSN, n2 is the number of third layer nodes 

underneath HSN, n4 is the number of fourth layer nodes 

underneath HSN and 6 represents the communication 

between the HSN and its upper node. 

For one HSN every 20 nodes: communication overhead is 

Ccom. 

Ccom = NHSN (6 + 6 n0 +8 n1 + 10 n2). 

For one HSN every 10 nodes: communication overhead is 

Ccom. 

Ccom = NHSN (6 + 6 n0). 

Our model has lower communication overhead than HSN 

model for one HSN every 30 but our model has higher 

communication overhead than HSN model for one HSN 

every 20 or 10 nodes.  

C. Storage Complexity 

          Storage complexity is the amount of memory units 

required to store security credentials. Each sensor node 

stores its public key, private key, BKSM public key and the 

link key shared with the SM. The SM stores all of the shared 

keys with each sensor node underneath plus its public, 

private key, link key with upper SM, link key with the lower 

SM and link key with its upper node. Our scheme has the the 

same storage overhead as HSN scheme. 

In our scheme: 

Total SMs storage overhead = (NS+5) NSM, NS is the number 

of nodes underneath SM and NSM is the number of security 

managers.  

Sensor nodes storage overhead = 3 NS. 

In HSN scheme: 

Total HSNs storage overhead = (NS+5) NHSN.  

Sensor nodes storage overhead = 3 NS. 

D. Setup Time 

              We assume that verification using ECDSA takes 

about 4 sec [24], share link key takes about 1 sec [11] and 

certificate transmission takes about 0.1 sec [11].  The 

transmission time is dominant factor but on the other hand, 

the bottleneck will be the certificate verification operation 

time. Setup time is equal to verification time plus 

communication time plus share link key time.   

In our scheme: 

For algorithm 1 the setup time is T. 

T = 4S + n X 1S + (5 n + 2) X 0.1S, verification is done in 

parallel where upper layer SM sends to its underneath nodes 

the certificates of the nodes underneath its lower layer SM 

which is n nodes. Therefore, we need one verification time 

and n times to share link keys and (5n+2) messages to send 

all certificates to the verifiers and have the result.  

For algorithm 2 the setup time is T.  

T = m X 4S + n X 1S + (12 + 8 ( n - 2)) X 0.1S, verification 

is done m times, share link keys is done n times and we need 

number of messages equal to (12 + 8 (n-2)). 
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Setup time for algorithm 1 is lower than setup time for 

algorithm2.   

In HSN scheme: 

Setup time = n X 4S + n X 1S + 6n X 0.1S, where n is the 

number of nodes underneath the HSN and 6n is the number 

of messages between nodes and HSN.  

Our proposed scheme with algorithm 1 has much lower 

setup time than HSN model where we perform parallel 

verification but HSN model performs sequential 

verification. 

Our proposed scheme with algorithm 2 has lower setup time 

than HSN model where we perform parallel verifications but 

HSN model performs sequential verification. Our proposed 

model combines both algorithm 1 and algorithm 2.    

E. Scalability 

In our scheme: 

          BKSM will replace the SM if it is compromised and 

this insures high scalability to extend the network. 

In HSN scheme: 

          If a HSN is compromised in a branch, the scalability 

of the branch cannot be achieved because there is no backup 

HSN. 

F. Connectivity 

In our scheme: 

          BKSM will replace the SM if it is compromised and 

this insures high connectivity with its underneath nodes. 

In HSN scheme: 

          If a HSN is compromised in a branch, the connectivity 

for the nodes underneath the HSN cannot be achieved 

because there is no backup HSN. 

VII. SIMULATION RESULTS 

        In this section, we evaluate the communication 

overhead, the computations overhead and the network setup 

time under different number of nodes N for our proposed 

model and HSN model. 

       We built our proposed model and HSN model and we 

implemented a simulator in MATLAB that can scale to 

thousand of nodes. In this simulator, sensors can send and 

receive data from each other’s. The simulation verifies the 

correctness and the feasibility of our security architecture. It 

is our future work to implement SurvSec in some sensor 

network testbeds with all its ingredients.  Our simulation 

scenarios include N nodes distributed randomly. We choose 

N 1000, 2000 and 3000 sensor nodes.  

In the simulations, these parameters are given as follows:  

1- The number of sensor nodes N is varied from 1000, 2000 

and 3000 sensor nodes. 

2- The simulation is done for HSN or initiators every 30 

nodes, 20 nodes and 10 nodes. 

The communication overhead for security manager to 

exchange a key with a node is according to algorithm 1 or 

algorithm 2 or both as shown in section 6.  
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Fig. 3 Communication overhead every HSN or Initiator every 10 

nodes 

Fig. 3 shows the communication overhead for HSN model 

and our proposed model for one HSN node every 10 nodes 

and one initiator every 10 nodes. Our proposed model has 

higher communication overhead than HSN model with 20%. 
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Fig. 4 Network Time Setup for HSN or Initiator every 30 nodes, 20 

nodes, and 10 nodes 

Fig. 4 shows the network setup time for HSN model and our 

proposed model for one HSN node or one initiator every 30 

nodes, 20 nodes and 10 nodes. Our proposed model has at 

least half the network setup time than HSN model.  
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Fig. 5 Computation Overhead of Certificates Verifications for HSN 

or Initiator every 10 nodes 

Fig. 5 shows the computation overhead for certificates 

verifications for HSN model and our proposed model for 

one HSN node or one initiator every 10 nodes. Number 1 at 

x-axis is the number of certificates verification at the SM 

which is 3 verifications for key establishment and secure 

localization. Number 2 at x-axis is the number of certificates 

verification at every node in our proposed model which is 4 
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verifications for key establishment and secure localization. 

Number 3 at x-axis is the number of certificates verification 

at the HSN which is 13 verifications for key establishment 

and secure localization. Number 4 at x-axis is the number of 

certificates verification at every node in HSN model which 

is 4 verifications for key establishment and secure 

localization. Our proposed model has lower computation 

overhead than HSN model. Our scheme has one quarter 

lower certificates verifications overhead then HSN model at 

SM side and one half lower certificates verification 

overhead in total. Finally, for HSN or Initiators every 10 

nodes we increase communication overhead by 20% and we 

decrease the computation overhead to one half where power 

of certificates verification using ECDSA is 1000 times more 

than power of communication.  

VIII. COMPARISON with others WORKS 

Now, we compare between our proposed model and HSN 

model. 

TABLE 1, COMPARISON between OUR MODEL and 

HSN MODEL. 

 Property  HSN 

Model [11-13] 
Our Model  

1 

Computation 

overhead for 

key 

establishment 

and secure 

localization 

N verification 

at HSN and 4 

verifications at 

node 

3 verifications 

at SM and 4 

verifications at 

node 

2 
Storage 

overhead 

3 keys at node 

(n+5) at HSN 

3 keys at node 

(n+5) at SM 

3 

Communication 

overhead for 

key 

establishment 

6 or 8 or 10 or 

12 messages for 

each node 

according to 

HSN every 30 

or 20 or 10 

nodes 

 

8 messages for 

algorithm 2 or 

10 messages for 

algorithm 1 for 

each node  

4 

Communication 

overhead for 

secure 

localization 

No  

3 messages 

from each node 

to SM and one 

verification 

message from 

SM to each 

node plus 6 

messages for 

one time 

verification  

5 

Computation 

overhead for 

secure 

localization 

 

3n verifications 

for the cluster 

3 verifications 

for the whole 

cluster 

6 Setup time 
n verifications 

time  

parallel 

verifications 

executes in 1/n 

time of HSN 

model for 

algorithm1 and 

n/2 time of 

HSN model for 

algorithm 2 

   

7 Scalability  

Affected by 

compromised 

HSN 

 

High 

8 Connectivity 

Affected by 

compromised 

HSN 

High 

9 Backup node  No  BKSM 

10 
Secure 

localization 

High cost at 

each node for 3 

verifications  

Low cost for 3 

verifications for 

the whole 

cluster 

11 Rekeying  
High cost at 

HSN 
Low cost at SM  

12 
Addition of new 

nodes 

High cost at 

HSN  
Low cost at SM  

13 
Probability of 

insecure links 

High with 

compromised 

HSN 

Low after 

compromised 

SM revocation 

14 

Effect of 

compromised 

nodes 

No  

Affect 

certificates 

shared 

verification 

15 
Nodes 

revocation 

Cannot revoke 

HSN 

BKSM revokes 

SM 

16 Cost  High  Low  

        Our proposed scheme distributes certificate verification 

at nodes underneath SM rather than verifies certificates at 

SM. Also, our scheme verifies beacon nodes certificates 

once for the whole cluster. Our scheme has higher 

connectivity and scalability than HSN model. Our scheme 

can revoke compromised SM through BKSM and has lower 

network cost than HSN scheme. Our scheme has lower 

network setup time than HSN scheme and it has same 

storage overhead. Our scheme has lower computations 

overhead than HSN scheme.     

IX. CONCLUSION 

In this paper, we proposed a novel hybrid and dynamic key 

management scheme for WSNs which utilizes a novel 

scheme of certificates shared verification to verify the 

certificates of nodes in distributed computations and 

eliminate the usage of high end sensor nodes which are the 

best targets for the attackers. Our scheme is based on some 

sensor nodes called security managers which are chosen 

every two layers. We proposed a secure localization scheme 

with low computation overhead. Also, we proposed a secure 

clustering algorithm to choose backup security manager for 

every cluster to replace and revoke the security managers if 

it is compromised. Our proposed scheme can distribute link 
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keys in lower setup time than the model uses high end 

sensor nodes. Our proposed scheme has higher 

communication overhead, lower computation overhead at 

the security manager node and lower energy cost at the 

security manager node than scheme uses high end sensor 

node. Both schemes have the same storage overhead. Our 

proposed scheme has low cost than model used high end 

sensor nodes. Our proposed scheme connectivity and 

scalability are not affected if the security manager is 

compromised.  
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