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Abstract— The conceptual method is an important technique for 

calculating semantic similarity. In this study, we propose a 

taxonomy-based formula for calculating the conceptual 

similarity of sentences. The coefficients in the formula calculate 

how similar the noun words that make up the sentence ("verbs" 

and "adjectives" are also included) are to their most similar 

conjugates in the other sentence by considering the distance of 

these two words from their common ancestor and the position 

of the common ancestor in the ontology tree. We test our 

proposed metric in the English Semantic Textual Similarity 

(STS) benchmark dataset for semantic similarity. Although the 

labels of the dataset were not generated specifically for 

conceptual similarity, we were able to achieve 77 % accuracy in 

determining similar sentences using our proposed formula 

(which uses only noun types). 

Keywords-Similarity measures; word alignment; taxonomy; 

conceptual similarity, sentence similarity. 

I. INTRODUCTION  

       In Artificial Intelligence (AI) and cognitive science, 
semantic similarity has become an established area of 
research to evaluate the strength of the semantic relationship 
between objects (such as words and documents). In recent 
years, a number of ontology-based semantic similarity 
metrics have been developed because they can mimic human 
cognitive functions. Among them, techniques based on the 
intrinsic information concepts have shown significant 
association with human evaluation [1]. 
      According to Pirró and Euzenat [2], the scientific 
community divides the concepts of semantic measures into 
two main categories: Semantic Similarity (SS), which 
considers taxonomic relations such as "is-a" between two 
entities, and Semantic Relatedness (SR), which considers 
non-taxonomic relations between two entities (e.g., "cause-
effect" and other associative relations such as fish lives-in 
water, where "lives-in" associates fish and water). 
      The semantic measure can be used in a variety of 
situations, e.g. in estimating similarity between documents 
[3], ontology-based text clustering [4][5], text summarization 
[6], entity disambiguation [7], developing recommender 
systems [8], semantic annotation [9], ontology merging [10], 
ontology segment matching [11], information retrieval [12], 
personalized support [13]-[15], and the graph editor 
similarity search problem [16], etc. Another important area is 
medical applications, which include automatic retrieval of 
patient records and medical documents [17]- [19]. 

      The focus of this study is on semantic similarity, i.e., the 
"is-a" type relation between entities and ontologies is used as 
semantic evidence. The term "ontology" refers to any 
structure, such as a thesaurus, taxonomy, or other 
classification system, that formalizes knowledge without 
limiting its applicability. 
       Conceptual similarity comparison is an evaluation done 
by the human mind in order to understand semantics. The 
problem is to find the relationship between different 
concepts. In our study, after representing the sentence with 
its noun, verb, and adjective contents, we propose a semantic 
similarity metric to calculate the similarity distance between 
different sentences. We have made our codes publicly 
available on GitHub to ensure reproducibility and support 
future research [20]. 
      The rest of the article is as follows: Section Ⅱ contains 
related work on semantic similarity. Section Ⅲ gives a 
general idea of the semantic representation of a sentence. 
Section Ⅳ introduces the novel similarity metric. Section Ⅴ 
provides information about the dataset used and the 
evaluation results on this dataset. Section Ⅵ contains the 
final considerations of the metric and the results. 

II. RELATED WORK 

      Semantic similarity of sentences has always been a 
popular research topic. In earlier times, methods evolved 
from looking at sentences word by word as a distinguishing 
feature to using grammatical rules to represent sentences 
[21]. After the creation of WordNet [22], a lexical database 
structured by semantic relations, ontology has been used by 
many researchers to compute the semantic similarity between 
words [23]- [28]. Jiang and Conrath measured the similarity 
of words by combining the taxonomy with the statistical 
information of the given corpus [24]. Seco et al. proposed to 
use WordNet for extracting the Information Content (IC) for 
computing the semantic similarity of words [25]. Yang and 
Powers proposed two different edge-based search approaches 
for similarity computation using WordNet [26]. Liu et al. 
computed the similarity between words by using the shortest 
part between words and the depth information from WordNet 
[27]. Similarly, Zhou et al. used the path length and IC value 
from WordNet [28]. They also compared their results with 
those of other authors, including Jiang and Conrath. 
      So far, we have mentioned the various approaches to 
calculating similarity between words. However, there are 
other studies that compute sentence similarities rather than 
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word similarities [29]- [33]. Sravanthi and Srinivasu 
analyzed the existing methods for computing sentence 
similarity and applied feature selection techniques for further 
investigation [29]. Selvarasa et al. used knowledge-based and 
corpus-based methods to measure sentence similarity in 
Tamil language [30]. Jeyaraj and Kasthurirathna proposed a 
multilayer semantic similarity network with the different 
number of layers and tested it on the SemEval [31] dataset 
[32]. Lee proposed a new approach for computing similarity 
between long sentences using WordNet [33]. 
 

III. SEMANTIC REPRESENTATION OF A SENTENCE 

      It is still impossible to fully represent the semantic 
elements of a sentence or text in AI.  Geoffrey Leech suggests 
seven types of meaning, namely "conceptual, connotative, 
social, affective, reflective, collocative, and thematic", in his 
book "Semantics: The Study of Meaning" [34]. Semantic 
features depend on the meaning of words, word relationships, 
their position in the whole context (contextual features), their 
emphasis, references to the physical world such as color, 
time, geological location, natural laws, rhetoric, and even the 
understanding of the reader [35], [36]. 
      In semantics, the concept is about “What is the text or 
sentence about and what does it refer to?". These are also the 
first questions we ask when we try to understand a text. Once 
we know the concepts, we can move on to the important 
relations, attributes, orders, and references. Before 
determining the similarity score in our study, we determined 
the nouns, verbs, and adjectives in the sentences and made a 
list for each one, as shown in Table I. 

TABLE I.  PREPROCESSING 

Sentence 1: A woman is dancing and singing with other women. 

Sentence 2: A girl is dancing and singing in the rain. 

 Noun Verb Adjective 

S1 Woman Dancing, singing Other 

S2 Girl, rain Dancing, singing - 

 
  

IV. PROPOSED METRIC 

      Having presented each sentence as in the example in 
Table I, how can we determine whether or not the words in 
sentences are similar? It is not hard to see similarities if the 
words are not the same. We know from our daily lives that 
the human brain can understand the relationship between 
subordinate and superordinate words (hyponyms and 
hypernyms).  
 
      If we find the similarity value for each pair of words, we 
can average them to calculate the similarity between 
sentences. Equation (1) shows our proposed formula to 
calculate the similarity between sentences. We compare each 
word in one sentence with the words in the other sentence, 
and the most similar pairs of words are included in the 
calculation of the average. 

 
     (1) 

 

                                                           (2) 

 
   

       (3)               
  
  

   
       As can be seen in Figure 1, the starting node is the root 
element of the ontological tree; when we talk about the 
WordNet, the root word is “entity”. n1,i is the ith word in the 
first sentence, and n2,j is the jth word in the second sentence. 
To calculate the similarity between n1,i and n2,j, if n1,i and n2,j 
are the same, their similarity value is 1. For each ith element 
of sentence 1, we find the similarity value for all jth words in 
sentence 2, and the maximum similarity is considered. 
 

 

Figure 1.  Nodes and their heights. 

      If the nodes are not equal, the distance is correlated with 
the height difference of the nodes to the common parent (ncp). 
If both children are closer to the common parent, it means 
that the concepts of the children's nodes are also closer and 
similar. When the distance to the common parent is small, the 
similarity is high. 
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Figure 2.        The depth of the common parent effect on similarity. 

     In the formulas given, hcp,i,j  is the depth of the common 
parent node for the ith word of sentence 1 and the jth word of 
sentence 2. When we fix the common parent-child distance, 
the children are dissimilar when the common parent is closer 
to the root element. When a common parent is closer to the 
leaf node, its children are more similar, as shown in Figure 2. 
Consider the entity node. It initially has two children, one 
living and one non-living. However, when we go to the 
deepest nodes in the ontology, the two child nodes of 
“motorcycle” become more similar. They could be, for 
example, “motor scooters" and “mopeds".  
      Since the minimum similarity value of (1) is equal to zero 
and the maximum similarity value of (1) is equal to hmax, 
using min-max normalization yields the normalized 
similarity value as in (3).  Figure 2 shows the depth of the 
common node effect in a simplified version of WordNet. In 
the left block, the depth of the common parent node is large 
compared to the root node. The parent node is closer to the 
leaf nodes than the nodes in the right block. Thus, in the left 
block, the children are more similar than in the second block, 
even though the depth difference between children and 
common parent is the same for the two examples in the right 
and left blocks. We can say that the depth of the common 
parent is inversely proportional to the similarity of the word. 
      The similarity of two different sentences is calculated 
using (4). n is the total number of features and similarity is 
the distance for each feature. If some words do not have a 
pair, the average similarity value decreases when divided by 
the number of words. We also consider the synonym-sets 
because a word may have more than one meaning and we take 
the average to decrease the error. 
 
 

(4) 
Our algorithm is as follows: 

▪ Step 1: For each pair of sentences in the dataset, 
remove the stop-words and the punctuations. 

▪ Step 2: For each sentence in a pair, extract the Part-
Of-Speech (POS) tags of each word.  

▪ Step 3: Create a combination of the words in the pair 
according to their POS tags, then calculate the 
similarity score of the word pairs, using (3). 

▪ Step 4: From the previous step, we have many 
similarity scores for a word. Accept the maximum 
similarity score.  

V. DATASET & EVALUATION 

     We used the train split of the English STS benchmark 

dataset [37] to evaluate our proposal for computing semantic 

similarity. This dataset is a collection of data given in 

SemEval tasks between 2012 and 2017. It contains sentence 

pairs and their similarity scores. There are 5749 sentence 

pairs in the train split. The given similarity scores range from 

0 to 5, where 0 means that the pairs have no similarity, and 5 

means that the pairs are equally similar. These scores are 

annotated by human judges. To increase readability, we 

normalized the similarity scores using the min-max 

normalization function of scikit-learn [38]. 

      We computed the pair similarity scores of the train split 

of the English STS benchmark dataset. First, the similarities 

are computed by considering only the nouns in the sentences. 

Second, the similarities are computed by considering both 

nouns and verbs in the sentences. For calculating the depth of 

the nodes in the taxonomy, we used WordNet. WordNet is a 

large electronic lexical database for English that proposes a 

hierarchical structure of concepts, where lower elements 

inherit information from their parents [22].  

     The similarities between the nouns in the sentences and 

the similarities between the verbs are averaged at the end to 

calculate the final similarity of the pairs. At last, the 

similarities are calculated by considering the nouns, verbs, 

and adjectives in the sentences. Again, the similarities 

between the nouns of the sentences, the similarities between 

the verbs, and the similarities between the adjectives are 

averaged at the end to calculate the final similarity of the 

pairs. 
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TABLE Ⅱ.         NORMALIZED PAIR SIMILLARITY SCORES EXAMPLES 

 

    

         

 If any of the sentences of the pairs do not contain adjectives, 

then the similarity between the adjectives is zero. Therefore, 

the similarity score in such a case is drastically lower when 

we consider the similarity of the adjectives. In Table Ⅱ, we 

have given ten sentence pairs with their normalized STS 

similarity scores as well as the similarity scores we 

calculated. 

      As can be seen from Table Ⅱ, finding the nouns in the 

sentences and calculating the similarity of these nouns 

according to the proposed formula yields a meaningful 

similarity criterion. 

     Our similarity criterion is based on conceptual knowledge. 

As Lawrence W. B. Barsalou said, “The human conceptual 

system contains people's knowledge of the world. Conceptual 

knowledge in the conceptual system supports a variety of 

basic cognitive operations, including categorization, 

inference, and the representation of propositions.” [1]. 

     To get an idea of how the proposed method works with the 

dataset, we chose different threshold values. When the 

similarity threshold for a set of normalized similarity values 

is set to 0.50, any value greater than or equal to 0.50 is 

considered similar. 

       

 

 

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     For these sets, we examined what percentage of these 

sentence pairs had a similarity of 0.50 or greater. Similarly, 

we chose the threshold value of 0.25 to understand the 

percentage of pairs that are not strongly similar and not 

strongly dissimilar. In Table Ⅳ, we have given the 

percentage results for different word selections and threshold 

settings. 

     During the evaluation, we performed the following tests 
for nouns, noun+verb, and noun+verb+adjective. We used 
the train split of the English STS benchmark dataset, which 
has normalized similarities between 1.00–0.75, 0.75–0.50, 
and 1.00–0.50, and checked what percentage of pairs the 
proposed method finds in this range to see if our proposed 
method also labels these pairs similarly. Again, we used the 
same data set, which has normalized similarities between 
0.50 – 0.25, 0.25 – 0.00, and 0.50 – 0.00, meaning that the 
pairs are not similar. We checked what percentage of pairs 
the proposed method finds in this range to see if our proposed 
method also names them similarly. 
     Our Pearson correlation results can be found in Table Ⅲ. 
Here, we measured the correlation between the normalized 
similarity values of the data set and the normalized similarity 
values we calculated. 
 
 
 

Pairs Sentences 

STS 

Similarity 

Score 

Noun Only 

Similarity 

Score 

Noun + 

Verb 

Similarity 

Score 

Noun + 

Verb + 

Adjective 

Similarity 

Score 

1 
A woman is dancing and singing with other women. 

0.60 0.73 0.86 0.56 
A girl is dancing and singing in the rain. 

2 
Two men are packing suitcases into the trunk of a car. 

0.88 1.00 0.75 0.50 
The men are putting suitcases into the car's trunk. 

3 
The woman picked up the kangaroo. 

0.75 1.00 0.50 0.33 
A woman picks up a baby kangaroo. 

4 
Two foxes are eating from a plate on a brick patio. 

0.56 0.51 0.75 0.50 
Foxes are eating from a plate. 

5 
Two zebras are playing. 

0.85 1.00 0.50 0.34 
Zebras are socializing. 

6 
A group of people dance on a hill. 

0.64 0.67 0.33 0.22 
A group of people are dancing. 

7 
A car is moving through a road. 

0.80 1.00 0.50 0.33 
A car is driving down the road. 

8 
The man is shooting an automatic rifle. 

0.76 0.58 0.79 0.52 
A man is shooting a gun. 

9 
A woman is cutting up a chicken. 

0.55 0.54 0.27 0.18 
A woman is slicing meat. 

10 
Butter is being put into a bowl. 

0.85 1.00 0.50 0.33 
A man cutting butter into a mixing bowl. 
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TABLE III.  CORRELATION RESULTS 

 

Task Name 

Pearson 

Correlation 

Score 

Noun Only 0.51 

Noun + Verb 0.47 

Noun + Verb + Adjective 0.48 

 

TABLE IV.  EVALUATION 

 Results of the Proposed Method 

Noun Only  

Percentage of pairs in the range of 1.00– 0.50  77.09% 

Percentage of pairs in the range of 1.00 – 0.75 72.42% 

Percentage of pairs in the range of 0.75 – 0.50 
82.05% 

Percentage of pairs in the range of 0.50 – 0.00 56.85% 

Percentage of pairs in the range of 0.50 – 0.25 42.38% 

Percentage of pairs in the range of 0.25 – 0.00 69.45% 

Noun + 

Verb 

Percentage of pairs in the range of 1.00 – 0.50 56.58% 

Percentage of pairs in the range of 1.00 – 0.75 50.74% 

Percentage of Pairs in the range of 0.75 – 0.50 62.77% 

Percentage of pairs in the range of 0.50 – 0.00 71.94% 

Percentage of pairs in the range of  0.50 –  0.25 59.37% 

Percentage of pairs in the range of 0.25 –  0.00 82.88% 

Noun + 

Verb + 

Adjective 

Percentage of pairs in the range of 1.00 – 0.50 46.35% 

Percentage of pairs in the range of 1.00 – 0.75 19.47% 

Percentage of pairs in the range of 0.75 – 0.50 74.88% 

Percentage of pairs in the range of 0.50 – 0.00 81.99% 

Percentage of pairs in the range of 0.50 – 0.25  54.76% 

Percentage of pairs in the range of 0.25 – 0.00 95.71% 

 
 
      We ran our experiments on an Intel(R) Core(TM) i7-
9750H CPU. The entire experiment took about 48 seconds. 
 

VI. CONCLUSION 

      In this study, we have proposed a formula for calculating 
the conceptual similarity of sentences. In the formula, the 
coefficients calculate how similar the noun words that make 
up the sentence ("verbs" and "adjectives" are also included) 
are to their most similar conjugates in the other sentence by 
looking at the distance of these two words to their common 
ancestor and the location of the common ancestor in the 
ontology tree. If the compared words are close to their 
common ancestor, they are more likely to be similar. The 
other important parameter is the depth of the common 
ancestor in the ontology tree. If the common ancestor is far 
from the root, the similarity of the compared words increases 
according to its position closer to the root node.  
    Since we are interested in the conceptual similarities, even 
if WordNet also has a taxonomic structure of adjectives that 

indicate the attribute of the nouns (concepts), they are not the 
actual concepts [39]. The inclusion of the similarity 
contribution between verbs or adjectives in our study 
negatively affected the results. This may be understandable if 
we consider similarity as a conceptual method. 
      In our upcoming research, we want to use a dataset where 
the conceptual similarity of sentences is scored by humans. 
To decide on a 5-level similarity scale (high similarity, low 
similarity, different, completely different, and no idea), 
participants are asked to use crowd-sourcing methods. How 
meaningful the results are determined by comparing the 
proposed similarity calculation with the human markers. We 
expect our method to give better results on the human tagged 
datasets, since our proposed method simulates the human 
mind to find the conceptual relationship. 
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