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Abstract—This paper focuses on the Mathematical Formulae
Search Service of the Lobachevskii-DML (Digital
Mathematical Library) project. The service is based on the
original method of mathematical document markup that
allows establishing relations among terms, variables, and
formulae. This method was tested in two different search
services with different preprocessing approaches. In
Lobachevskii-DML, the instances of the mathematical entities
are elicited as ontology concepts. The search service enables
the user to seek formulae by textual definitions of their
variables by generating ontology queries in SPARQL
(SPARQL stands for SPARQL Protocol and RDF Query
Language, RDF is the Resource Description Framework). The
paper provides an overview of the search service and discusses
the dynamic generation of the queries in response to new
functionality features, including seeking formulae by more
than one ontology concept.

Keywords-semantic search; mathematical knowledge;
ontology; formulae markup.

I. INTRODUCTION

The well-known phenomenon of the rapid increase in
the amount of published information in many scientific
fields has led to a growth of interest towards the subject of
information structuring. The ongoing global digitalization of
all the existing hard copy sources makes the research in this
field even more important. Usually, scientific documents
have a specific structure which is defined by the field. In
case of mathematical documents, the text contains formulae,
symbolic notations, and terms for the entities of the field. In
terms of context, mathematical texts can be divided into
theorems, axioms, proofs, mathematical definitions, etc. The
most common digital representation of mathematical
knowledge are papers written in LaTeX language.

Kazan Federal University is working on a project called
Lobachevskii-DML, which can be considered a part of the
World Digital Mathematical Library (WDML) project [1]-
[3]. The WDML project is focused on digitalization and
organization of the entire mathematical knowledge in an
accessible and efficient way. Within the project, the
information is represented through a system of mathematical
objects stored in a specially organized repository. This
paradigm has seen many implementations so far in the form

of local and, in some way, limited DML projects all over the
world, e.g., "All-Russian Mathematical Portal Math-
Net.RU" [4], "Centre de diffusion de revues académiques
mathématiques" [5], "Czech Digital Mathematics Library"
[6].

Lobachevskii-DML is a digital mathematical library
based on the mathematical knowledge management system
OntoMath, which consists of ontologies, textual analytics
tools, and applications for mathematical knowledge
management [7]-[9]. The semantic search service is an
important part of this project; it provides an interface to seek
mathematical formulae containing variables that denote
predetermined mathematical concepts.

This paper explains the fundamental principles of the
markup method used for mathematical documents and the
proposed formulae search algorithm [10]. The
implementation of the search service based on this
algorithm is also discussed, as well as the solution to an
efficient formulae search by more than one ontology
concept.

The rest of the paper is structured as follows. Section II
covers the existing work and compares it with the proposed
search method. Section III contains an overview of the
Lobachevskii-DML project structure and some details on
document processing and ontologies. Section IV outlines the
core idea of an original Formula Markup Method. Section V
provides details on the accuracy evaluation of the relations
established during the document processing. Section VI
includes the general description of the search service, as
well as of the proposed new features. Section VII focuses on
the solution to the implementation of the named features.
The results of the search service modification are shown in
Section VIII. Section IX covers current results and future
possibilities.

II. STATE OF THE ART

Specialized search services that allow seeking
information within specific collections of documents, such
as scientific articles, is a fast-evolving research area. There
are various systems that implement full-text search by
keywords and narrow the search to scientific materials.
Among these systems are well-known Google Scholar [11]
and Microsoft Academic Search [12]. At the same time, a
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number of researches focus on implementations that allow
making queries in LaTeX markup language: Springer
LaTeXSearch [13], (uni)quation [14], EgoMath [15], MIaS
[16], Wolfram Formula Search [17]. Some of the mentioned
systems implement both approaches, for example, EgoMath
allows to formulate search queries alternatively in LaTeX or
natural language. However, such systems do not take into
account the fact that new and specialized research areas do
not often use well-established notations, and different
scientific schools may use notations of their own. Lexical
terminology is usually more consistent.

The novelty of our approach consists in the integration of
the main functionalities of both full-text and formulae
search by allowing the user to search for formulae using
keywords in natural language. Instead of using
mathematical expressions in a query, our approach allows
using the textual names of variables that belong to the
targeted formula. The search results in a formula and the
text fragments which comprise variables and their textual
definitions irrespective of their position in the text. Thereby,
this approach integrates the functionalities of both full-text
search and the search based on seeking a formula by its
LaTeX fragments.

III. LOBACHEVSKII-DML

Lobachevskii-DML is built on the digital ecosystem
OntoMath [18] which comprises ontologies, textual
analytics tools, and applications for mathematical
knowledge management. This system consists of the
following components:

● Mocassin, an ontology of structural elements of
mathematical scholarly papers;

● OntoMathPRO, an ontology of mathematical
knowledge concepts;

● Semantic publishing platform;
● Semantic formula search service;
● Recommender system.
The core component of the OntoMath ecosystem (see

Figure 1) is its Semantic Publishing Platform. It takes a
collection of mathematical articles in LaTeX as an input and
builds their semantic representation, which includes
metadata, the logical structure of documents, mathematical
terminology and formulae.

Mocassin [19], an ontology of structural elements of
mathematical papers, is used to identify specific segments,
for example, a theorem, a proof, a formula (15 concepts in
total). The ontology also defines relations between these
segments.

The OntoMathPRO [7][20] concepts are organized into
two taxonomies: hierarchy of areas of mathematics,
including its sub-fields; hierarchy of mathematical objects
such as a set, function, integral, Fourier series, etc. This
ontology defines the following relations: taxonomic relation,
logical dependency, the associative relation between
objects, belongingness of objects to fields of mathematics,
the associative relation between problems and methods. The

ontology concepts contain labels, definitions, links to
external resources and relations to other concepts, as well as
formulae and the relevant text fragments describing
variables in these formulae. The terminological sources used
during the development of the ontology are classical
textbooks, online resources like Wikipedia and Cambridge
Mathematical Thesaurus, scholarly papers, and personal
experience of practicing mathematicians at Kazan Federal
University.

Mocassin and OntoMathPRO ontologies are parts of
OntoMath ecosystem, however, SALT (Semantically
Annotated LaTeX) [21] and AKT Portal (AKTive Portal
created by the Advanced Knowledge Technologies research
group) [22] are external ontologies.

To be included in Lobachevskii-DML, every article goes
through several stages of processing. At the stage of
structural markup, the document is annotated with generic
structural elements such as titles, paragraphs, sentences, etc.
Then, the formulae markup is performed, each expression is
classified and some are linked to the text fragments which
represent mathematical entities. The instances of the
mathematical entities are elicited as the concepts of
OntoMathPRO ontology. The semantic search service uses
the ontology concepts to provide means for seeking
mathematical formulae that contain notations for these
concepts.

The Semantic Formula Search is built using the Semantic
Publishing Platform and implements an original formula
markup method.

IV. FORMULA MARKUP METHOD

In mathematical texts, we identify the following three
entities: mathematical terms, symbolic notations for terms
(variables), and mathematical fragments (formulae). For a
mathematical term, we use a Noun Phrase (NP) acting as an
extended syntactic model.

Figure 1. OntoMath ecosystem architecture
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Relations among the mentioned entities are defined as
follows. The first relation terms - variables is a textual
definition of a symbolic notation through scientific terms
within a certain context. The second relation variables -
formulae indicates that a formula contains the symbolic
notation. We assume that the appearance of the textual
definition of a variable in the neighborhood of its symbolic
representation points to a semantic relation between them.
The idea of Maximum Permitted Distance (MPD) is used to
determine this neighborhood. It is the distance in symbols to
the left and to the right of the term which limits the area
where a variable can be located. The context of the formula
is formed by all the listed entities and relations between
them.

The first implementation of the method was a search
system for the Russian Wikipedia [23]. The system was
based on full-text search within Wikipedia articles
containing formulae. That implementation has demonstrated
a working efficiency of the method. However, the full-text
search focuses on the syntactic features of the searched
terms instead of the semantic ones, which leads to a
decrease in relevance in the case when the term is a part of
some complex term. In order to solve this problem, the
second implementation of the method uses preliminary
semantic markup.

The formula markup method used in Lobachevskii-DML
comprises two steps:

Step 1. Classification of Mathematical Expressions (ME).
ME is considered as a Math-annotated text. ME consists of
symbols for arithmetical and logical operators, variables,
variables with index, keywords, and numbers. ME is
classified as a variable in case it only consists of a variable
or a variable with index. Otherwise, it is classified as a
formula.

Step 2. Establishing relations between variables and
formulae. For each variable, we search for its occurrences in
every formula of the document:

Let {F} be a set of formulae and {P} be a set of variables.
∀ pi ∈ P, if pi ∈ fk ∈ F, the relation <pi,fk> is

established.
For each relation, the positions of the formula and

variables in the text are stored as an attribute. This results in
many-to-many relations between formulae and their
variables (see Figure 2).

Figure 2. The structure of a mathematical formula.

In Step 1, the Math-annotated text is cleared from the
service characters of the markup language and excessive
space symbols. Next, the fragment is checked against a
number of criteria (the length, the number of variables, the
presence of relative operators and operations). If the
fragment complies with the main criteria, it is considered a
formula (a variable or any other type, for example, a table).

When constructing relations between formulae and
variables, it is important to pay attention to unique variables
in a formula which makes the formula analysis much easier
(as opposed to full parsing). Regular expressions are used as
a tool for the analysis. First, a formula is split into separate
fragments. The delimiters are different types of braces,
symbolic notations for arithmetical and logical operations,
punctuation characters, spaces, etc. These fragments are
then analyzed for belonging to a certain group - keywords
(starting with “\”), lower indices (starting with “_”),
numbers, etc. If the fragment is not classified at this stage,
then it is very likely a single variable. The variables
previously found in the text are compared to the variables
found in formulae, and at Step 2, the relations of entries of
the variables into formulae are established.

V. THE ACCURACY EVALUATION

To assess the accuracy of established relations among
mathematical expressions and noun phrases, we used the set
of articles from the magazine Izvestiya VUZ Matematika
from years 1997-2009. All the articles in Lobachevskii-
DML have resulted in 854284 RDF triplets; descriptions of
4190 theorems, 1015 definitions, etc. were included as well.
The accuracy was manually evaluated by experts: the
relations established with the proposed algorithm were
compared to the expected results. The assessment was based
on the assumption that the presence of incorrect relations
causes irrelevant entries in search results. Besides, the
relations that were expected but were never established
would not be available for the search service.

Two collections of mathematical documents were
processed to evaluate the following parameters:

● correctly related (CR) entities;
● correctly unrelated (CU) entities (which means that

there is no NP definition within the context of ME);
● incorrectly related (IR) formulae and NPs (either the

NP is semantically irrelevant or a relation was
established within unfit context).

The results show that the percentage of correctly
processed formulae (CR+CU) and the percentage of errors
(IR) vary marginally in response to changing MPD (about
6% for MPD in a range from 15 to 40 symbols). At the same
time, the evaluated parameters are changing non-linearly,
which means that it is possible to find the most effective
MPD for each set of documents. These experiments confirm
the stability of the chosen algorithm. For the chosen
document collection, the most effective MPD is 20 symbols;
the percentage of correct relations is 67.84% (see Figure 3).
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Figure 3. The accuracy of established relations

VI. SEMANTIC SEARCH SERVICE

After being automatically processed by the formula
markup application, the documents become available to the
semantic search service [10][24][25] of Lobachevskii-DML
system. This implementation is similar to a search by
keywords since it does not depend on symbolic notations for
a mathematical concept. Keywords are resolved in terms of
OntoMathPRO ontology, and the relations of the ontology are
used to create a search query. The user is able to limit the
search context, for example, search only in definitions or in
theorem statements.

The search service is a Web application implemented in
JavaScript which uses the RDF query language SPARQL
[26] to form a query. The result of the search is represented
as a table of contextual data (see Figure 4) which contains a
list of data including the symbolic notation of the chosen
concept (variable), relevant formula and the context, i.e., the
part of the document where the formula was found, as well
as the article metadata and its text in PDF.

The alpha version of the search service was released and
is now available for testing [27]. Preliminary testing was
evaluated by the experienced mathematicians of Kazan
Federal University. We have considered their comments and
remarks in the modified version of the search service. In
particular, the following modifications were suggested:

● search for formulae by more than one ontology
concept, which requires dynamically generated
queries with many parameters (this feature would
allow seeking formulae containing several variables
related to the targeted concepts);

● perform additional filtration of the results by
metadata of the documents (presetting the range for
publication date, the author, the publishers, etc.).

Specific problems and the results of the implementation
of these features are explained in the next sections of this
paper.

Figure 4. The modified interface of the search service.

VII. DYNAMIC GENERATION OF SPARQL QUERIES

The implementation of both search by several ontology
concepts and the filtration of the results by metadata
requires dynamic generation of search queries. A query
must be generated in real time in response to user actions
given the fact that these actions can be diverse. The
SPARQL query language in itself does not support dynamic
generation of queries, thus, additional tools are required.

Even though such extension libraries exist in many
variations, in case of complex queries with many parameters
aiming a specific ontology structure it may be difficult to
choose a suitable general-purpose tool. Several approaches
to query generation were considered, among which are
string concatenation, patterns and macros, and query
processors such as Apache Jena ARQ (Automated Request
to Query) [28]. In an effort to minimize the cost of time and
memory resources for query performance, as well as to
easily integrate new features in the existing search service,
the decision was made towards string concatenation. This
resulted in a simple, yet effective query generation process.

Another important issue that arises when generating
queries with many input parameters is query performance
optimization. The specifics of the SPARQL language
influence the possible approaches to the optimization
problem. For example, the modifier DISTINCT is a costly
operator, however, SPARQL language provides the
modifier FILTER, which allows subqueries usage for
filtering conditions and returns a set of unique results. Thus,
the usage of the modifier FILTER positively influences the
execution speed of a query [29].

The search query implemented in the original version of
the search service aimed at one concept only. The query
conditions listed all possible relations between a variable
and a formula and used the modifier FILTER to select all
the relations belonging to the targeted concept. This type of
query required a considerable improvement to be able to
perform a search by several concepts.
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The search service uses endpoint provided by Virtuoso
SPARQL Query Service [30]. Virtuoso SPARQL Query
Editor [31] was used for query prototyping, testing and
debugging.

Figure 5 displays the structure of a search query in
SPARQL that determines the connections among concepts,
variables, and formulae. The conditions describing relations
among formulae and variables take precedence. Then,
certain independent conditions are imposed on each variable
notation connected to a certain ontology concept (belonging
to a class). Then, filters are applied to the class of the
variables in such a way so each of the targeted concepts is
linked to one of the variables of the formula. This ensures
that the keywords are processed as an AND combination.
The query also handles some parts of metadata to extract the
publication date. The results are grouped by formula.

The execution speed of such a query is decent: 0.8, 1.5
and 2 seconds for one, two and three concepts respectively.
The query results are stored in a JavaScript data model that
stores formula ID and the document source, its context,
variables, LaTeX representation; it also allows querying the
complete metadata of the source. Thus, a full-featured base
structure was ensured to prepare the data to further
processing and display.

Considering the specific nature of the search system, as
well as the importance of maintaining the balance between
functionality and performance, the search was limited to
maximum three concepts per query. This is due to the fact
that every targeted variable in the formula has to be linked
to an ontology concept. It means that the text containing the
targeted formula must include the definition of the variable,
and this definition must be recognized during the markup
stage, so the relation can be established. As the accuracy of
the established relations is influenced by many factors (e.g.,
comprehensiveness of the ontology, accuracy of noun
phrase extraction, the writing style), the increase in the
number of the targeted concepts leads to the limited set of
formulae that can be potentially found when searching by
several concepts. The relation among three variable types is
quite sufficient to define the targeted formula in the given
collection of the mathematical documents.

Figure 5. The general structure of a search query for two concepts.

VIII. MODIFIED SEARCH SERVICE

The result of this work is an extended version of the
Lobachevskii-DML search service (Figure 4). It allows
seeking formulae in collections of mathematical documents
by one or more ontology concepts. The implementation is
based on jQuery [32], a fast and versatile JavaScript library
that focuses on the interaction between JavaScript and
HTML.

The extended version contains new features such as
multiple tag input, a drop-down list of possible inputs
containing all the relevant ontology concepts, and a list of
possible contexts (which is defined by the Mocassin
ontology). An extra panel (hidden by default) contains
additional filters: range for publication date, search by a
specific author and the publisher.

The implementation of the tag input with drop-down list
uses Flexdatalist [33], an autocomplete plugin with multiple
input support, so there is no need to perform multiple
queries because the data is loaded at the application startup
through a single SPARQL query. If the list of the concepts
searched has not been changed, the usage of the JavaScript
library Knockout [34] allows to avoid performing a new
query and hide some of the search results when the user
applies the context filter, i.e., only the results found in
definitions and proofs are shown.

A search query performed by the service results in a
table of contextual data containing the following columns:

● the notation of the variable corresponding to the
targeted concept in the particular formula;

● the formula that contains the variable;
● the context of the document in which the formula

was found;
● the publication date.
Additionally, the user is able to sort the results by

publication date. The search results are grouped by formulae
to decrease the redundancy of results. Each result provides
an access to further information about the found formula
including a list of its linked variables and the metadata of
the document containing the formula with a link to the text
in PDF (Figure 6).

Figure 6. A window with detailed information for the formula.
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Furthermore, some minor improvements of the interface
were added: a back-to-top button, a search panel fixed to the
top of the page that simplifies scrolling through the search
results, and concept examples that perform an example
search on click.

IX. CONCLUSIONS AND FUTURE WORK

The semantic search service of the Lobachevskii-DML
project combines both the convenience of a full-text search
and the utility of formulae search. The terms of natural
language query are translated into the variables checked for
entry in the formulae. Based on the comments received
during the preliminary user testing, several new features
were implemented in order to make the interface more user-
friendly. The challenges implied by the proposed features of
the new functionality were solved successfully. As a result,
there is an extended version of the Lobachevskii-DML
semantic search service with considerable changes in the
interface in the sense of both functionality and user
experience.

The current version of the search service includes the
following features:

● search by more than one concept (up to three),
autocomplete for the input boxes, defining the
context of the search (structural part of a document);

● access to full metadata on demand, filtration by
metadata (date range, author, publisher), sorting by
publication date;

● multi-language support (it is possible to search both
in English and Russian).

Conducted tests of the extended search service showed
stable results while retaining the previously achieved search
relevance level (close to 68%). Search queries are generated
and executed at a decent speed for the current data set.
Preliminary user testing of the search results for one, two
and three concepts allow us to conclude that the chosen
approach was successful.

Future plans for development include further query
generation and performance testing and optimization. It is
worth considering the usage of text indexing for querying to
make it more efficient. Additionally, the system is easily
scalable with more features. More concepts can be available
for searching, as the document collection is expanding. For
further development, sorting search results by relevance
may be considered.

The search service is currently in alpha-testing. The
plans for improvement cover user interaction, as well as the
algorithm of the system that defines the connections
between formulae and ontology concepts and influences
search relevance.

It should be noted that under this project we work on the
recognition of mathematical documents in PDF which aids
the development of the digital library. Handwritten text
recognition is not the focus of our research; however, if
some tools for digitizing such files and converting them into

LaTeX format are available, it will be possible to include
the resulting documents in the search service.
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