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Abstract—Ontologies are considered to be a major solution to 

semantic interoperability in modern information systems. The 

explosion of textual information on the Web and advanced 

state in related fields, such as Natural Language Processing 

(NLP), information retrieval, and data mining, have made 

(semi-) automatic ontology learning from text a particularly 

promising research area. This article summarizes the state-of-

the-art in ontology learning from text, and discusses the 

research questions and challenges that remain in this field. 
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I.  INTRODUCTION 

Ontologies constitute an approach for knowledge 

representation that defines concepts and their relationships, 

constraints, axioms, and the vocabulary of a given domain. 

An ontology should be machine understandable (which 
excludes natural language), and should capture the 

consensual knowledge, that is not private to an individual, 

but accepted by a group as committee of practice. 

Ontologies are of great importance to modern 

knowledge-based systems. By providing a shared schema, 

they facilitate query answering and reasoning over disparate 

data sources. However, the manual construction of 

ontologies is a difficult and expensive task that usually 

requires a collaboration between domain experts and skilled 

ontology engineers. Even then, once the ontology has been 

constructed, our evolving knowledge and updated 
application requirements demand a process of continuous 

maintenance on the ontology. 
This difficulty in capturing the knowledge required by 

knowledge-based systems is called “knowledge acquisition 
bottleneck”. To overcome this bottleneck, an automatic or 
semi-automatic support for ontology construction is desired. 
This area of research is usually referred to as ontology 
learning [1]-[3].  

We present in this paper a survey of ontology learning 
from text. Section 2 introduces the ontology concept as it is 
considered in this discipline. Section 3 discusses the overall 
process of ontology learning from text: inputs, approaches, 
techniques, and prominent ontology learning systems. 
Evaluation methods for ontology learning are discussed in 
Section 4. Finally, Section 5 concludes with a final 
discussion on the contemporary trends and remaining 
challenges in the field. 

II. ONTOLOGIES 

Before defining the process of ontology learning from 

text, we must first clarify what we mean by the term 

"ontology." The term "ontology" comes from the branch of 

philosophy that is concerned with the study of being or 

existence. However, within the discipline of Artificial 

Intelligence, scholars, such as T. Gruber define an ontology 

as a formal specification of the concepts of the domain of 

interest, where their relationships, constraints, and axioms 

are expressed, thus defining a common vocabulary for 

sharing knowledge [4]. Indeed, these two interdisciplinary 

definitions are complementary; what must be represented in 
a knowledge-based system is what exists. In other words, an 

ontology is composed of two parts; the first part consisting 

of concepts, taxonomic relations (relations which define a 

conceptual hierarchy) and of the non-taxonomic relations 

between them. Further, the other part is constructed of 

conceptual instances and assertions about them. More 

formally, an ontology can be defined, according to [5][6], as 

a tuple: 

 ϑ (C, HC, R, rel, Aϑ). 

Where: 

 C is the set of ontology concepts. The concepts 

represent the entities of the domain being modeled. 
They are designated by one or more natural language 

terms and are normally referenced inside the ontology 

by a unique identifier. 

 HC ⊆ C × C is a set of taxonomic relationships between 

the concepts. Such relationships define the concept 

hierarchy. 

 R is the set of non-taxonomic relationships.  

 The function rel: R → C × C maps the relation 

identifiers to the actual relationships. 

 Aϑ is a set of axioms, usually formalized into logic 

language. These axioms specify additional constraints 

on the ontology and can be used in ontology 

consistency checking, as well as inferring new 
knowledge from the ontology through an inference 

mechanism. 

Besides these elements, there are also the instances of the 

concepts and relationships, e.g., the instances of the 
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elements of C, HC and R. A knowledge base is composed by 

an ontology ϑ and its instances. 

III. ONTOLOGY LEARNING FROM TEXT 

Ontology learning from text refers to the (semi)-automatic 

support for identifying concepts, relations, and (optionally) 
axioms from textual information and using them to first 

construct and, then, maintain an ontology. Techniques from 

established fields, such as information retrieval, data mining, 

and NLP, have all been fundamental in the development of 

ontology learning systems. This section examines the input 

used to learn ontologies, their learning approaches, their 

techniques, and the most prominent ontology learning 

systems. 

A. The input used to learn ontologies 

Ontology learning requires input data from which to learn 

the concepts relevant for any given domain and their 

definitions, as well as the relationships between them. 

Dominik Benz [7] defines three different kinds of ontology 

learning input data: 

 Structured data: means data represented according to 
defined schema such as Database (DB) schemes, 
existing ontologies and knowledge bases. 

 Semi-structured data: designates the use of some 
mixed structured data with free text, for example: 
dictionaries such as WordNet [9] or the Wiktionary 
[10], HTML and XML documents or Wikis and User 
Tags.  

 Unstructured data: consists of natural language texts 
such as Word and PDF documents, or Web pages.  

The term ontology learning from text is used if ontology 

learning is based on unstructured data [23]. This type of 

resources is the most available format as input for ontology 

learning processes. They reflect mostly the domain 

knowledge for which the user is building the ontology. In 
addition, they describe the terminology, concepts and 

conceptual structures of the given domain. However, some 

authors, such as M. Rogger et al. [11], consider that 

processing unstructured data is the most complicated 

problem because most of the knowledge is implicit and 

allows conceptualizing it by different people in different 

ways, even using the same words. For these reasons, this 

paper focuses especially on ontology learning from 

unstructured data. 

B.  Ontology learning approaches and techniques 

As we have shown in the previous sections, ontology 
learning is primarily concerned with definition of concepts, 
relations, and (optionally) axioms from textual information 
and using them to construct and maintain an ontology. 
Although there is no standard regarding this development 
process, P. Cimiano [13] describes the tasks involved in 
ontology learning as forming a layer cake. As illustrated in 
Figure 1, the cake is composed, in ascending order, of terms, 
synonyms, concepts, taxonomies, relations, and, finally, 
axioms and rules. We shall now examine this cake layer by 

layer and present the different approaches and techniques 
used. 

 
 

 

1) Terms 

Terms are the most basic building blocks of the ontology 
learning cake. Terms can be simple (i.e., single word) or 

complex (i.e., multi-word) and are considered as linguistic 

realizations of domain-specific concepts. There are many 

term extraction methods in ontology learning from text. 

Most of these extraction methods are based on terminology 

and NLP research [14]-[16], whilst others are based on 

information retrieval methods for term indexing [17]. The 

leading approaches of term extraction use tokenization (or 

part-of-speech tagging of the domain corpus) to identify 

terms by manually constructing ad-hoc patterns. 

Additionally, in order to identify only relevant term 

candidates, a statistical processing step may be used to 
compare the distribution of terms between 

domain specific and general corpora. 

2) Synonyms 

The synonyms layer addresses the acquisition of semantic 

term variants in and between languages. It is either based on 

sets, such as WordNet synsets [18] (after sense 

disambiguation), on clustering techniques [19]-[22] or other 

similar methods, including Web-based knowledge 

acquisition. 

3) Concepts 

Concepts can be abstract or concrete, real or fictitious. 

However, the consensus in this field is that concepts should 

include: 

 Intension: formal definition of the set of objects that 

this concept describes. 

 Extension: a set of objects that the definition of this 

concept describes. 

 Lexical realizations: a set of linguistic realizations, 

(multilingual) terms for this concept. 

Most of the research in concept extraction addresses the 

question from a clustering perspective, regarding concepts 

as clusters of related terms [13]. Obviously, this approach 

overlaps almost entirely with that of term and synonym 

extraction [23] and can be found in [24]-[27]. 
Alternatively, researchers have also addressed concept 

formation from an extensional point of view. For example, 

in the approach of [28][29], they derive hierarchies of 

Figure 1. Ontology Learning “Layer Cake” [13]. 
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named entities from text whilst also ascertaining concepts 

from an extensional point of view [13]. 

4) Concept Hierarchies (Taxonomy) 

There are currently three main paradigms to induce 

concept hierarchies from textual data: 

 The first one is the application of lexico-syntactic 
patterns to detect hyponymy relations, as proposed by 

[30]. However, it is well known that these patterns 

occur rarely in corpora. Consequently, though 

approaches relying on lexico-syntactic patterns have a 

reasonable degree of precision, their recall is very low.  

 The second paradigm is based on Harris's 

distributional analysis [31]. In this paradigm, 

researchers have exploited clustering algorithms to  

automatically derive concept hierarchies from text.  

 The third paradigm stems from the information 

retrieval community and relies on a document-based 
notion of term subsumption, as proposed for example 

in [32]. 

5) Relations (non-hierarchical) 

Non-hierarchical relation extraction from text has been 

addressed primarily within the biomedical field, as there are 

a large text collections readily available for this area of 

research (e.g., PubMed [70]). The goal of this work is to 

discover new relationships between known concepts (i.e., 

symptoms, drugs, diseases, etc.) by analyzing large 

quantities of biomedical scientific articles (see e.g., [33]-

[35]). Relation extraction through text mining for ontology 

development was introduced in work on association rules in 

[36]. Recent efforts in relation extraction from text have been 
carried on under the Automatic Content Extraction (ACE) 

program, where entities (i.e., individuals) are distinguished 

from their mentions. Normalization, the process of 

establishing links between mentions in a document, and 

individual entities represented in an ontology, is part of the 

task for certain kind of mentions (e.g., temporal expressions). 

6) Axioms and rules 

The extraction of rules from text occurs at an early stage 

[37]. Initial blueprints for this task can be found in the work 

of [38]. This work used an unsupervised method for 

discovering inference rules from the text, which was based 

on an extended version of the Harris’ distributional 
hypothesis. Furthermore, the European Union-funded project 

Pascal [39] on textual entailment challenge has strongly 

increased the awareness of the problem of deriving lexical 

entailment rules. The focus of Pascal, therefore, was to learn 

lexical entailments for application in question answering 

systems. 

C. Prominent systems 

Several ontology learning systems have been proposed 

with the goal of reducing both the time and cost for 

ontology development. We present in this section the most 

prominent ontology learning systems according to the 

following criteria: broad adoption or popularity, 

completeness in the number of ontology learning tasks and 

outcomes, or recency of work. 

 ASIUM [40] is a semi-automated ontology learning 

system that learns subcategorization frames of verbs 

and ontologies from syntactic parsing of technical texts 
in natural language (French). ASIUM successively 

aggregates the clusters to form new concepts in the 

form of a generality graph that represents the ontology 

of the domain. 

 Text-to-Onto [21] is a framework for semi-automatic 

ontology learning from texts which implements a 

variety of algorithms for diverse ontology learning 

subtask. It leverages data mining and NLP techniques 

in the ontology development and maintenance task. It 

proceeds through ontology import, extraction, pruning, 

and refinement. 

 SYNDIKATE [42] is a system for automatically 

acquiring knowledge from real-world texts, and for 

transferring their content to formal representation 

structures which constitute a corresponding text 

knowledge base. SYNDIKATE uses only linguistics-

based techniques to perform its ontology learning tasks. 

 OntoLearn [43] is a system for (semi-)automated 

ontology learning from domain texts. OntoLearn uses 

text mining techniques and existing linguistic resources, 

such as WordNet [9] and SemCor [69] to learn, from 

available document warehouses and dedicated Web 

sites, domain concepts and taxonomic relations among 
them. 

 CRCTOL [44], known as Concept‐Relation‐Concept 

Tuple‐based Ontology Learning, is a system to mine 

ontologies automatically from domain specific 

documents. CRCTOL uses linguistics and statistics-

based techniques to perform its ontology learning tasks. 

 OntoGain [22] is a system for unsupervised ontology 

acquisition from unstructured text which relies on 

multi-word term extraction. OntoGain uses linguistics 

and statistics-based techniques to perform its ontology 

learning tasks. 

 OntoCmaps [58] is a domain-independent and ontology 

learning tool that extracts deep semantic representations 

from corpora. OntoCmaps generates rich conceptual 

representations in the form of concept maps and 

proposes an innovative filtering mechanism based on 

Degree (number of edges from and to a given term), 

Betweenness (number of shortest paths that pass 

through a term), PageRank (fraction of time spent 

visiting a term) and Hits (ranks terms according to the 

importance of hubs and authorities) metrics from graph 

theory. 

 LexOnt [59] is a semi-automatic ontology creation tool 

that uses the Programmable Web directory of services. 

Its algorithm generates and ranks frequent terms and 

significant phrases by comparing them to external 

domain knowledge such as Wikipedia, WordNet and 
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the current state of the ontology. LexOnt constructs the 

ontology iteratively, by interacting with the user. The 

user can choose, add these terms to the ontology and 

rank terms. 

 Table I provides a comparison of the inputs used, 

outputs supported, and techniques employed by the 

prominent ontology learning systems from text. 

 
TABLE I.  SUMMARY OF PROMINENT ONTOLOGY LEARNING SYSTEMS FROM TEXT 

System Input Language Input Type Output Technique 

Linguistics-based Statistics-based Logic-based 

ASIUM (2000) French Unstructured 

(corpora) 

Terms Sentence parsing, Syntactic 

Structure analysis, 

Subcategorization frames 

  

Concepts 

Taxonomic 

relations 

 Agglomerative 

Clustering 

Text-to-Onto 

(2000) 

German, XML, 

HTML, 

Document Type 

Definition (DTD)  

Natural language 

texts, Web docs, 

semi-structured 

(XML, DTD) and 

structured (DB 

schema, ontology) 

data 

Terms Part-of-speech tagging, 

Sentence parsing, Syntactic 

Structure analysis 

  

Concepts Concepts from domain 

lexicon 

Co-occurrence 

analysis 

Taxonomic 

relations 

Hypernyms from WordNet, 

Lexico-syntactic patterns 

Agglomerative 

Clustering 

Non-taxonomic 

relations 

 Association rule 

mining 

SYNDIKATE 

(2001) 

German Unstructured text Terms Syntactic Structure analysis, 

Anaphora resolution 

  

Concepts Use of semantic templates 

and domain knowledge 

 Inference 

engine 

Taxonomic 

relations 

   

Non-taxonomic 

relations 

OntoLearn 

(2002) 

French Unstructured/semi 

structured text 

Terms Part-of-speech tagging, 

Sentence parsing 

Relevance 

analysis 

 

Concepts Concepts and glossary from 

WordNet 

 

Taxonomic 

relations 

Hypernyms from WordNet 

CRCTOL (2005) English Unstructured/semi 

structured text 

(WordNet) 

Terms and 

Concepts 

Part-of-speech tagging, 

Sentence parsing, use of 

domain lexicon, Word sense 

disambiguation 

Relevance 

analysis 

 

Taxonomic and 

Non-taxonomic 

relations 

Lexico-syntactic patterns, 

Syntactic Structure analysis 

 

OntoGain (2010) English Unstructured/semi 

structured text 

(WordNet) 

Terms and 

Concepts 

Part-of-speech tagging, 

Shallow parsing, Relevance 

analysis 

  

Taxonomic 

relations 

 Agglomerative 

Clustering, 

Formal concept 

analysis 

Non-taxonomic 

relations 

 Association rule 

mining 

OntoCmaps 

(2011) 

English Unstructured/semi 

structured text 

Terms Part-of-speech tagging and 

syntactic patterns based on 

dependency grammar 

formalism 

Relevance 

analysis 

 

Concepts 

Taxonomic 

relations 

Non-taxonomic 

relations 

LexOnt (2012) English Unstructured, semi-

structured 

(Wikipedia, 

WordNet) and 

structured 

(ontology) data 

Terms Linguistic patterns to 

determinate collocations 

Relevance 

analysis 

 

Taxonomic 

relations 
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As shown in Table I, most of the existing ontology 

learning systems focus only on concept and relation 

extraction. They generally rely on shallow NLP techniques 

and statistical methods. Though these systems are able to 

address the requirements of constructing small ‘toy’ 
ontologies, in time, the need for researchers to return to the 

basics and address more fundamental issues about 

knowledge acquisition bottleneck is revealed. This explains 

the reduction in the number of complete ontology learning 

systems developed in the last few years. 

IV. ONTOLOGY EVALUATION 

“Ontology evaluation is defined in the context of two 

interesting concepts; verification and validation. The 

definition is interesting because it also offers a way to 

categorize current ontology evaluation endeavors. Ontology 

verification is concerned with building an ontology 

correctly, while ontology validation on the other hand is 
concerned with building the correct ontology” [61].  

A. Evaluation approaches 

A variety of approaches to ontology evaluation have 

been proposed in the literature [61][62][47]. Depending on 

the kind of ontology and the purpose of the evaluation, these 
approaches can be grouped into the following categories. 

1) Gold Standard-based evaluation 

Attempts to compare the learned ontology with a 

predefined gold standard ontology that represents an 

idealized outcome of the learning algorithm. However, 

having a suitable gold ontology can be challenging, since it 

should be one that was created under similar conditions with 

similar goals to the learned ontology [62]. 

2) Task-based evaluation 

Examines how the results of the ontology-based 

application are affected by using the ontology [45]. For 

example, in the case of an ontology designed to improve the 

performance of document retrieval, users may collect some 

sample queries and determine if the documents retrieved are 
more relevant when the ontology is used.  

3) Corpus-based evaluation  

Evaluates how far an ontology is able to cover any 

given domain [45]. This type of approach compares the 

learned ontology with the content of a text corpus that 

significantly covers the corresponding domain. Techniques 

from natural language processing or information extraction 

are used to analyze the content of the corpus.  

4) Criteria-based evaluation 

Measures to what extent an ontology adheres to certain 

desirable criteria. We can distinguish between measures 

related to the structure of an ontology and more 

sophisticated measures [62].  

B. Evaluation tools 

Since the OntoWeb 2 position statement stressed the 

insufficient research on ontology evaluation and the lack of 

evaluation tools [48], several ontology evaluation tools have 

been developed. They differ according to the context of the 

evaluation. We present the most important examples below 

[12]: 

 Swoogle [52] is an ontology search engine that offers a 

limited search facility that can be interpreted as topic 
coverage. Given a search keyword, Swoogle can 

retrieve ontologies that contain a class or a relation that 

(lexically) matches the given keyword.  

 OntoKhoj [53] is an ontology search engine that 

extends the traditional (keyword-based search) 

approach to consider word senses when ranking 

ontologies covering any given topic. It accommodates a 

manual sense disambiguation process, then, according 

to the sense chosen by the user, hypernyms and 

synonyms are selected from WordNet. 

 OntoQA [54] is a tool that measures the quality of 
ontology from the consumer perspective, using schema 

and instance metrics. It takes as an input a crawled 

populated ontology or a set of user supplied search 

terms, and ranks them according to metrics related to 

various aspects of an ontology.  

 OntoCAT [55] provides a comprehensive set of metrics 

for use by the ontology consumer or knowledge 

engineer to assist in ontology evaluation for re-use. 

This evaluation process is focused on the ontology 

summaries that are based on size, structural, hub, and 

root properties. 

 AKTiveRank [56] is a tool that ranks ontologies using a 
set of ontology structure-based metrics. It processes 

keywords as an input, and queries Swoogle for the 

given keywords in order to extract candidate ontologies. 

After that, it then applies measures based on the 

coverage and the structure of the ontologies to rank 

them accordingly. Its shortcoming is that its measures 

are at the “class level” only. 

 OS_Rank [57] is an ontology evaluation system that 

evaluates ontologies and ranks them based on class 

name, the degree of detail for each searched class, the 

number of semantic relations of searched classes, and 
the interest domain based on WordNet to resolve 

different semantic problems. 

 OOPS! (OntOlogy Pitfall Scanner!) [60] is a tool that 

scans ontologies looking for potential pitfalls that could 

led to modeling errors. OOPS! is very useful for 

ontology developers during the ontology validation 

activity, concretely during the diagnosis phase. The tool 

operates independently of any ontology development 

platform. 

V. ONTOLOGY LEARNING TRENDS AND PROBLEMS 

To summarize the progress and trends that the ontology 
learning community has witnessed over the past years, we 
sent queries to Google Scholar, relating to ontology learning 
and compared the number of returned publications from 
2007 to 2017. Some of our results are shown in Figure 2. 
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We browsed a large number of research papers that 

were returned. As a result of our research, we have observed 

the following trends: 

 The most recent literature points to an increase in 

interest in using Web data to address the 

knowledge acquisition bottleneck and to make 

ontology learning operational on a Web scale. 
 Current research efforts are focused on either 

enhancing existing term recognition techniques or 

moving to the more advanced phase of relation 

discovery. 

 The measures of terms extraction from texts have 

more or less stabilized, with an F-measure 

generally above 90%. The current state-of-the-art 

techniques are based mainly on statistical 

semantics, and paradigmatic and syntagmatic 

relations [63] - that is to say, the relevance of 

search terms is determined through general 

observations in very large samples of data and 

through the way the constituent parts of the search 

term are constructed. 

 There is a noticeable trend of increased application 

of lexico-syntactic patterns [64], machine learning 

methods [65], or hybrid approach that combines 

lexico-syntactic pattern analysis with supervised 

classification [66][67] for taxonomic and non-

taxonomic relation discovery on very large datasets 

from the Web. The relative redundancy of Web 

data has allowed this group of techniques that rely 

on repetitions and regularities to be revived and 

flourish.  

 (Semi)-structured Web data, such as Wikipedia 

[68] and Freebase [41], have become a necessary 

part of emerging work for relations discovery. 

 Efforts are not being towards the development of 

new ontology learning tools, but instead towards 

the improvement of existing ones: increasing in 

automation, precision, recall and F-measure. 

We have also identified the following open issues: 

 The fully automatic learning of ontologies may not 

be possible, considering that an ontology is, after 

all, a shared conceptualization of a domain. 

 The results for discovery of relations between 

concepts is less than satisfactory. 

 The axiom learning from text is currently in the 

early stages of development. 

 There is a lack of reusable services for ontology 

learning. Many proposed ontology learning 

methods and approaches highly depend on their 

specific environment consisting of language, 

domain, application and input. 

 A common evaluation platform for ontologies is 

currently absent, but is needed. 

Figure 2.  Publications Trends. 
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VI. CONCLUSION AND FUTURE CHALLENGES 

This work presented a survey of ontology learning from 
text. For this intent, we have identified the ontology learning 
tasks, and introduced, the most used techniques to perform 
each task. Further, we have provided a comparison table of 
ontology learning systems, a brief overview of ontology 
evaluation, and summarized the current trends and open 
problems in this field. In addition to these problems, the 
growing use of Web data will introduce new challenges. 
Firstly, research efforts increasingly be dedicated to creating 
new, or adapting existing techniques to work with the noise, 
richness, and diversity of Web data. Secondly, the amount of 
Web data, which is growing exponentially, will be a 
significant challenge which merits further attention in the 
future. Questions of efficiency and robustness in processing 
data will be at the forefront of this challenge. Thirdly, as 
more communities of different cultural and linguistic 
backgrounds contribute to the Web, the availability of textual 
resources required for multilingual ontology learning will 
improve. Lastly, as the availability of ontologies increases, 
ontology alignment will become more pertinent.  
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