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Abstract — In this paper, we present a tool, called 
SemKPSearch, for searching documents by a query keyphrase 
and keyphrases that are semantically related with that query 
keyphrase. By relating keyphrases semantically, we aim to 
provide users an extended search and browsing capability over 
a document   collection and to increase the number of related 
results returned for a keyphrase query. Keyphrases provide a 
brief summary of the content of documents, and they can be 
either author assigned or automatically extracted from the 
documents. SemKPSearch uses a set of keyphrase indexes 
called SemKPIndex, and they are generated from the 
keyphrases of documents. In addition to a keyphrase-to-
document index, SemKPIndex also contains a keyphrase-to-
keyphrase index which stores semantic relation scores between 
the keyphrases in a document collection. The semantic relation 
score between keyphrases is calculated using a metric which 
considers the similarity score between words of the keyphrases, 
and the semantic similarity score between two words is 
determined with the help of two word-to-word semantic 
similarity metrics based on WordNet. SemKPSearch is 
evaluated by human evaluators, and the evaluation results 
showed that the evaluators found the documents retrieved with 
SemKPSearch more related to query terms than the 
documents retrieved with a search engine.  

Keywords-keyphrase extraction; semantic similarity; 
information retrieval; digital library. 

I. INTRODUCTION 
The number of documents available electronically has 

increased dramatically and the use of large document 
collections such as digital libraries has become widespread. 
Browsing a document collection and finding the documents 
of interest turns out to be more difficult. The full-text 
inverted indexes and ranking algorithms cause standard 
search engines often return a high number of results, and it is 
an overwhelming process to find whether a collection covers 
the useful information.  

Gutwin et al. state that full-text indexing has several 
problems in browsing a collection [6]. First, although users 
can retrieve documents containing the words of user’s query 
text, they usually use short topic phrases to explore a 
collection. The second problem stated by Gutwin et al. [6] is 
the result set. Standard search engines return a list of 
documents which is too specific for browsing purposes. 
Lastly, with the nature of browsing, the third problem is the 
query refinement, and standard engines do not support 

constituting new queries. For the solution to these problems, 
Gutwin et al. propose a search engine “Keyphind”, which is 
especially designed to help browsing document collections 
[6]. Keyphind uses keyphrase indexes in order to allow users 
to interact with the document collection at the level of topics 
and subjects. Keyphrases provide a brief description of a 
document’s content and can be viewed as semantic metadata 
that summarize documents. Keyphrases are widely used in 
information retrieval systems [4] [5] [7] [9] [11] and other 
document browsing systems [8] [15]. With the help of the 
keyphrases of documents in the collection, the user can 
easily guess the coverage of documents and browse the 
relevant information.  

In this paper, we present a keyphrase-based search 
engine, called SemKPSearch, using a set of keyphrase based 
indexes which is similar to the Keyphind index, for browsing 
a document collection. With the help of keyphrase indexes, 
the user can browse documents which have semantically 
related keyphrases with the query text. In this work, we 
extend the keyphrase index with a novel keyphrase to 
keyphrase index which stores the evaluated semantic 
similarity score between the keyphrases of the documents in 
a collection. To calculate similarity scores between 
keyphrases, we use the text semantic similarity measure 
given in [3], which employs a word-to-word similarity 
measure. We use a word-to-word semantic similarity metric 
[12] in the calculation of keyphrase similarities. 

To evaluate SemKPSearch, we used a test corpus that is 
collected by Krapivin et al. [10]. The corpus has full-text 
articles and author assigned keyphrases. We also used the 
keyphrase extraction system KEA [16]  to evaluate the 
system with automatically extracted keyphrases. We created 
keyphrase indexes for both author assigned and 
automatically extracted keyphrases. To determine the 
retrieval performance of SemKPSearch, we have evaluated 
SemKPSearch with Google Desktop search tool which uses 
full-text index. The evaluation is done by human testers, and 
evaluation results showed that SemKPSearch suggests 
valuable and helpful keyphrases that are semantically related 
with the query of the tester and the document retrieval 
performance is better than Google Desktop. 

Section 2 describes the overall structure of SemKPSearch 
in addition to its index structure and generation. In Section 3, 
the evaluation methods and experimental results are 
presented. Section 4 concludes the paper and discusses the 
future work. 
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II. SEARCHING WITH SEMANTICALLY RELATED 
KEYPHRASES  

The searching and browsing interface of SemKPSearch is 
developed for querying documents in a digital library using 
their keyphrases. A keyphrase based index, SemKPIndex, is 
created for a document collection and SemKPSearch uses 
SemKPIndex for querying and browsing the collection in a 
user friendly interface. In SemKPSearch, browsing is also 
aided by suggesting keyphrases that are semantically related 
with the given query. As the documents in the collection are 
indexed by their keyphrases, semantically related keyphrases 
are indexed with a score which is calculated by employing a 
semantic similarity metric. We use two semantic similarity 
metrics to calculate a semantic similarity score between 
keyphrases. 

The overall structure of SemKPSearch system is shown 
in Figure 1. A document collection with their keyphrases is 
the main input to SemKPSearch. If the documents in the 
collection do not have author assigned keyphrases, KEA [16] 
is employed to extract keyphrases. In addition to indexes 
between keyphrases and documents in SemKPIndex, each 
indexed keyphrase is compared to all other keyphrases and a 
similarity score is calculated, and then semantically related 
keyphrases are also stored in SemKPIndex. Using 
SemKPIndex on the SemKPSearch interface, the users query 
the document collection with topic like keyphrases, and the 
interface returns a set of document results that contains query 
term among their keyphrases. Besides the documents that 
contain query term in their keyphrases, SemKPSearch 
suggests semantically related keyphrases using 
SemKPIndex, and the users can expand search results by 
using these suggested keyphrases. 

 

 
Figure 1.  Overall structure of SemKPSearch system. 

A. SemKPIndex Structure 
SemKPSearch uses a set of indexes, called as 

SemKPIndex, and it is composed of five indexes: keyphrase 
list, document to keyphrase index, keyphrase to document 
index, word to keyphrase index and keyphrase to keyphrase 

index.  The first four indexes are very similar to the structure 
of Keyphind index [6], and the fifth one is our new novel 
index structure. The last index is a keyphrase to keyphrase 
index which holds semantically related keyphrases. 

Keyphrase list is a list of all keyphrases that are given 
with the documents in the collection. This index is used as a 
suggestion list that guides the user with possible keyphrases 
as the user enters the query terms. 

Document to keyphrase index contains information for 
each document in the collection. Each keyphrase is kept with 
a relation score that shows the importance of the keyphrase 
to the owner document. If no relation score is given for the 
keyphrase, it is automatically calculated during index 
generation. Document to keyphrase index is used to improve 
the search results by showing each document with its 
keyphrases and to order the documents in the search result. 

Keyphrase to document index is a mapping from all 
keyphrases to the paths of the owner documents. It is 
somehow the inverse of the document to keyphrase index. 
This index is used to retrieve the documents that have a 
given keyphrase among its keyphrases. 

Word to keyphrase index contains all words in all of the 
keyphrases, and each entry corresponds to the keyphrases 
containing the entry word. This index is needed to show the 
user more results and more keyphrases to extend the search. 
For example, when the user searches “similarity”, in addition 
to the documents that contain the keyphrase “similarity”, the 
documents containing the keyphrases “semantic similarity”, 
“similarity measurement”, “similarity retrieval” will be 
retrieved by the help of this index. 

Keyphrase to keyphrase index provides the main 
contribution in the study, and the aim of this index is to aid 
users in their searches by suggesting semantically related 
keyphrases with query terms. The index keeps semantic 
relations between keyphrases in the keyphrase list. During 
the index generation, a semantic relation score is calculated 
for each pair of keyphrases in the system, and the relations 
that exceed a predefined threshold value are stored in this 
index. Each entry is a mapping from a keyphrase to its 
semantically related keyphrase list. For example, the index 
entry for the keyphrase “face recognition” in the test 
collection contains its semantically related keyphrases such 
as “face recognition algorithm”, “shape recognition”, and 
“identification system” together with their semantic relation 
scores. 

The keyphrase to keyphrase index gives the user a chance 
to see the semantically related keyphrases with the search 
terms. It also helps to extend search results with the 
suggested semantically related keyphrases. If the search term 
is a keyphrase in the index, the suggested related keyphrases 
are obtained from the index entry of that keyphrase. On the 
other hand, the suggested semantically related keyphrases are 
produced on the fly by comparing the search term with the 
keyphrases in the index when the search term is not available 
in the index. 

B. Generating SemKPIndex  
SemKPSearch accepts a collection of documents and 

their keyphrases as inputs to the index generation process. 
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The keyphrases can be assigned by the authors or 
automatically extracted from the documents using a 
keyphrase extraction algorithm. The documents with their 
keyphrases are indexed one by one during index generation. 
For each document, the keyphrases of the document are 
added to keyphrase list. Then by using these keyphrases, 
other indexes are created. 

The keyphrases of a document are added to document to 
keyphrase index together with their relation scores. If the 
keyphrases are found by the keyphrase extraction algorithm, 
their relation scores are also found. For the author assigned 
keyphrases, their relation scores are found relative to their 
positions in the keyphrase list of the document. The relation 
score of the ith keyphrase of a document with n keyphrases is 
equal to 1-(i/n).  Using this formula we assume that the 
author assigned keyphrases are given by the relevance order 
and the last keyphrases in the list are much less related with 
the document than the first keyphrases. 

After creating document to keyphrase index, the 
keyphrases of the document are added to keyphrase to 
document index, and each entry in this index points to a 
document list sorted with relation scores. Index generation 
continues by adding each word of the keyphrases to the word 
to keyphrase index, and each word entry in the index points 
to a keyphrase list that gives a reference to keyphrases in 
which the word occurs. 

After keyphrase list is created, a list of related keyphrases 
is created for each keyphrase in order to create keyphrase to 
keyphrase index. A semantic relation score is calculated for 
each pair of keyphrases, and top keyphrases which passes a 
predefined threshold semantic relation score are kept as a list 
of related keyphrases for each keyphrase. Each related 
keyphrase list is sorted with respect to the relation scores. 

The semantic relatedness of two keyphrases can be 
calculated the same as the semantic similarity between two 
texts are calculated, and several methods to find the semantic 
similarity between two texts are discussed in the literature 
[3] [12] [13] [14]. The similarity between two keyphrases is 
based on the similarity of their words, and Corley and 
Mihalcea introduce a metric that combines word-to-word 
similarity metrics into a text-to-text semantic similarity 
metric [8]. In this approach, the value of the semantic 
similarity between two texts is calculated using the semantic 
similarities of words and inverse document frequencies of 
words. In our study, we use Corley and Mihalcea approach 
to calculate the semantic similarity between two keyphrases 
together with the WordNet based word-to-word similarity 
metric proposed by Li et al. [12]. 

In order to find the semantic similarity between two 
keyphrases using the discussed similarity metrics, first, we 
create a similarity matrix for the words of the keyphrases. 
All words of one keyphrase are compared to each word of 
the other keyphrases, and a similarity score for two words is 
found. Since keyphrases are short texts, it is not feasible to 
detect part of speech tags of a bunch of words. Besides, 
keyphrases of documents generally consist of nouns or verbs. 
Thus, for word comparisons, words are compared using their 
noun and verb senses in WordNet and whichever sense pair 

produces higher similarity score, it is chosen as the similarity 
score of those words. 

III. EVALUATION  
In order to evaluate the retrieval performance and the 

related keyphrase suggestions of SemKPSearch, we used a 
test corpus that is collected by Krapivin et al. [10]. The 
corpus contains 2304 papers from Computer Science 
domain, which were published by ACM between 2003 and 
2005. It has full-text of articles and author assigned 
keyphrases. 

We created two SemKPSearch indexes for the test 
corpus. The first index was created with author assigned 
keyphrases and the other index was created with KEA 
extracted keyphrases. In order to extract keyphrases 
automatically using KEA, 30 documents were randomly 
selected from the corpus and their author assigned 
keyphrases were given to KEA to build its training model. 
Then for each document in the corpus, KEA extracted 5 
keyphrases which were up to 2 to 5 words. These keyphrases 
were selected to be used in the creation of the index. Since a 
one word length keyphrase may be too general, we chose 
keyphrases with at least 2 words in order to be able to obtain 
more precise keyphrases. In addition to these two 
SemKPIndexes, a full text index over the same corpus was 
created by Google Desktop [1] in order to compare 
SemKPSearch with Google Desktop. 

We used two different word-to-word semantic similarity 
metrics in the calculation of the semantic relatedness of 
keyphrases. The first one was Wu and Palmer [17] word-to-
word similarity metric, and the other one was the word 
similarity measure introduced by Li et al. [12]. We have 
tested our system with these to word-to-word similarity 
metrics. Since the performance of the system was better 
when Li et al. semantic similarity was used, here we only 
give the performance results of the system with this metric. 
We called the two created SemKPIndexes as KEA_SimLi in 
which KEA extracted keyphrases and Li et al. similarity 
metric were used, and Author_SimLi in which author 
assigned keyphrases and Li et al. similarity metric were used. 

The user evaluation was done by 8 human evaluators 
who were all computer scientists. Each evaluator evaluated 
the relevancy of the keyphrases suggested by SemKPSearch, 
and the documents retrieved by SemKPSearch and Google 
Desktop. They gave a relevance score between 0 and 4 
(0:irrelevant, 1:poorly relevant, 2:partially relevant, 
3:relevant, 4:completely relevant) to each retrieved 
document and to each suggested keyphrase according to their 
relevancy to the query term. Each evaluator created his own 
two sets of query terms by randomly selecting terms from 
the two given sets of query terms. The first set contains 
query terms which occur as keyphrases of the documents in 
the collection, and the second set contains query terms which 
do not occur as keyphrases in the collection. This means that 
there is no document which is indexed by a query term in the 
second set. The results reported here are the average scores 
of the 8 evaluators. 
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TABLE I.  AVERAGE SCORES FOR THE FIRST K SUGGESTED KEYPHRASES  

Index Avg@1 Avg@3 Avg@5 Avg@10 
KEA_SimLi 3,34 3,21 3,04 2,80 

Author_SimLi 3,69 3,42 3,08 2,81 
 

A. Keyphrase Suggestion Success 
The performance of the semantically similar keyphrase 

suggestion of the system is discussed by calculating the 
average score of the evaluator scores for the first 10 
suggested keyphrases. Table 1 gives the average scores for 
the first k keyphrase suggestions where k{1,3,5,10}. 
According to the results in Table 1, Author_SimLi achieves 
better results than KEA_SimLi. This is an expected outcome, 
since author assigned keyphrases may be more meaningful 
from the automatically extracted keyphrases. Although, 
Author_SimLi index has better suggestion results, 
KEA_SimLi index results are still competitive. Considering 
that in real life applications most of the documents in a 
collection do not have author assigned keyphrases, we can 
argue that keyphrase suggestion can be done with the 
automatically extracted keyphrases. Of course, if author 
assigned keyphrases are available for a collection, they can 
be used for better performance. The average scores for the 
first 3 suggested keyphrases indicate that a big percentage of 
these 3 suggested keyphrases has a relevance score above 3. 
This means that the first three suggested keyphrases are 
relevant with the query term. 

B. Document Retrieval Success  
In order to measure document retrieval success, 

SemKPSearch configured with KEA_SimLi index was 
compared to Google Desktop on the same document 
collection. The document retrieval performances of the two 
systems were compared with the relevance scores for the 
retrieved documents given by the evaluators. Each evaluator 
randomly selected query terms from a set of keyphrases 
appearing in the SemKPSearch index and a set of query 
terms not appearing in the index.  During scoring 
SemKPSearch, if the result set contained less than 10 
documents, the evaluators expanded the result set by using 
the suggested keyphrases until reaching 10 documents. If the 
query text was not indexed in SemKPIndex, then 
semantically related keyphrases are calculated on the fly by 
comparing the query text to all keyphrases. Since our 
evaluation results indicate that the first three suggested 
keyphrases are very relevant with a given query term, the 
evaluators first used the documents retrieved for three 
suggested keyphrases for expansion in the suggestion order. 
If they did not reach ten documents, they used a single 
document from other suggested keyphrases. 

Table 2 presents the average relevance scores, mean 
reciprocal rank (MRR) values and precision values for both 
systems. Table 2.a shows the evaluation results for the 
documents returned for keyphrase queries which were 
indexed by the evaluated SemKPIndex. In other words there 
was at least one document such that the queried term is its 
keyphrase. Table 2.b shows the evaluation results for queries 

that do not occur as keyphrases. The average relevance 
scores are the averages of the evaluator scores for 
documents. The reciprocal rank of a query result list is equal 
to 1/rankfc where rankfc is the position of the first correct 
answer in the result list, and we treat the retrieved documents 
with scores 4 and 3 (completely relevant and relevant) as 
correct answers. The MRR value of a query set is the 
average of the reciprocal ranks of the queries in the set. The 
precision value is the percentage of correct answers in the 
retrieved document set. 

TABLE II.  EVALUATION RESULTS TO COMPARE DOCUMENT 
RETRIEVAL PERFORMANCE OF SEMKPSEARCH AND GOOGLE DESKTOP   

a) Searching with keyphrases indexed in SemKPIndex  

 SemKPSearch Google Desktop 
first  

n 
docs. 

Avg. 
Score 

MRR Pre. Avg. 
Score 

MRR Pre. 

1 3,95 1,00 1,00 3,05 0,70 0,70 
3 3,57 1,00 0,83 2,94 0,83 0,67 
5 3,32 1,00 0,78 2,74 0,83 0,56 
7 3,04 1,00 0,70 2,49 0,83 0,49 
10 2,74 1,00 0,62 2,15 0,83 0,40 

b) Searching with phrases not indexed in SemKPIndex 

 SemKPSearch Google Desktop 
first 

n 
docs. 

Avg. 
Score 

MRR Pre. Avg. 
Score 

MRR Pre. 

1 2,04 0,43 0,43 2,14 0,29 0,29 
3 1,93 0,50 0,33 1,81 0,29 0,25 
5 2,01 0,54 0,34 1,85 0,29 0,21 
7 1,71 0,54 0,25 1,90 0,31 0,25 
10 1,71 0,54 0,21 1,73 0,31 0,22 

 
According to Table 2.a, the documents retrieved with 

SemKPSearch get higher average scores than the documents 
returned by Google Desktop. Since this table is for the 
evaluation of the results with the keyphrases indexed in 
SemKPIndex, one can argue that this is the success of the 
keyphrase extraction algorithm. The results in the first orders 
get apparently high scores because they are the directly 
returned documents having the search term as one of their 
keyphrases. With a further analysis of the raw results we see 
that for all queried keyphrases, the number of directly 
returned documents is 2,4 out of 10 on the average, and 76% 
of the evaluated documents are returned by assisting the 
query with semantically related keyphrases. The average 
score for the documents that are retrieved by the suggested 
keyphrases is 2,47. On the other hand, the average score for 
the last 8 documents out of 10 retrieved by Google Desktop 
is 1,9.  MRR and Precision values on Table 2.a are similar to 
the average scores, and SemKPSearch beats Google 
Desktop. Here we see that the MRR value for SemKPSearch 
is 1, which means that for all queries, SemKPSearch returned 
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a relevant document to the query term at the first place. 
Actually this result comes from the success of the keyphrase 
extraction algorithm KEA because the first document has 
always the query term as its keyphrase extracted by KEA. 
These values reasonably show us that using keyphrases of 
documents, the document retrieval with SemKPSearch is 
more successful than Google Desktop.  

In Table 2.b, a slightly different result is seen for the 
documents returned for the phrases not indexed in 
SemKPIndex. The average scores are a bit lower for the 
SemKPSearch results. However MRR and precision values 
show that for the queries with phrases that are not indexed as 
a keyphrase of a document, related documents appear on the 
higher orders in SemKPSearch. 

Although Keyphind system [6] is not tested with our data 
set, we can still compare it with the results of our system. 
Keyphind returns the documents if the searched keyphrase is 
available in its index. But, it does not return any documents 
if the searched keyphrase is not available in its index. For 
this reason, Keyphind system would not have returned any 
documents for the searched keyphrases in Table 2.b since 
those keyphrases would not have been in Keyphind index. 
On the other hand, our SemKPSearch system returns the 
documents using the semantically related keyphrases.  If 
there are enough documents associated with the searched 
keyphrase in a digital library, the performance of 
SemKPSearch configured with KEA_SimLi index will be 
similar to the performance of Keyphind since both use KEA 
to extract keyphrases. When there are not enough documents 
associated with the searched keyphrase, Keyphind will return 
only associated documents while SemKPSearch returns 
additional documents using semantically related keyphrases 
in addition to the documents associated with the searched 
keyphrase. 

In Table 2.a, the average number of returned documents 
that are directly associated with searched keyphrase is 2,4 
out of 10 documents, the rest of the returned documents are 
associated  with semantically related keyphrases. The 
average score of the documents associated with searched 
keyphrase is 3,78 and the average score of the documents 
associated with semantically related keyphrases is 2,47.  
With a further analysis, the average score of the first results 
associated with semantically related keyphrases is 3,47, and 
the average score for the first three results associated with 
semantically related  keyphrases is 3,01. These results 
indicate that the first results associated with semantically 
related documents are actually related with the searched 
keyphrase. These results also indicate that Keyphind system 
would have returned only 2,4 documents on the average for 
the keyphrases in Table 2.a and its average score will be 
similar to our average score (3,78). But, SemKPSearch 
returns 3 more related documents associated with 
semantically related documents with average score 3,01. 

 

IV. CONCLUSION 
In this paper, we proposed SemKPSearch system which 

has a user friendly search and browsing interface for 
querying documents by their keyphrases in a digital library. 

SemKPSearch indexes the documents with their keyphrases 
in SemKPIndex. Through the user interface of 
SemKPSearch, the user can search documents with topic like 
query phrases. SemKPSearch returns keyphrases that are 
semantically related to the query text, as well as the 
documents having keyphrases containing the query text. The 
user can continue to browse more documents with the 
suggested semantically related keyphrases or with the 
keyphrases of the retrieved documents. In this way, it is 
expected that the user can reach the related documents with 
the query text even if the documents do not contain the query 
term. 

To calculate the semantic similarity between keyphrases, 
we propose to use a text-to-text semantic similarity metric 
that is proposed by Corley and Mihalcea [3]. This metric 
employs a word-to-word semantic similarity measure, and 
we used Li et al. word-to-word similarity measure [12]. 
Thus, the semantic similarity of the keyphrases is formulated 
as a function of the similarity of the words of the keyphrases.  

The evaluation of the system was done by the human 
evaluators. The evaluators judged the quality of the results 
and the effectiveness of the suggested semantically related 
keyphrases. In order to evaluate the document retrieval 
performance, SemKPSearch system was compared to 
Google Desktop which is a full-text index based search 
engine. The evaluation results showed that the evaluators 
found the documents retrieved with SemKPSearch more 
related to the query term than the documents retrieved with 
Google Desktop. Besides the document retrieval, the 
semantically related keyphrase suggestions were also 
evaluated by the evaluators. According to the results 
obtained for the related keyphrase suggestions, it is feasible 
to use the automatically extracted keyphrases and to relate 
them with the keyphrase semantic similarity that we 
proposed. 
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