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Abstract—We describe an on-going work on the semi-
automatic derivation of ontological structures from text.
Hereby, we first apply on plain text pattern-basedlinguistic
heuristics, for identifying relevant segments out D which
candidate ontology classes and relations can be dexd. The
second step proposes a consolidation of those cadaties on the
basis of a partial linguistic and semantic analysisf the textual
context of the segments. The last step is dealingithv the
extension of the derived ontology structures. We @sfor this a
constituency and dependency analysis of the textuaegments
selected in steps 1 and 2. We show how these thrseps
support in different but related ways the derivatian of ontology
components from text.

Keywords — knowledge acquisition; text-based knayge

l. INTRODUCTION

Paraphrases of compounds are defined as a textesegm
containing the elements of the compound nouns atguhby
a limited number of other word forms.

In a second step, we apply morphological, Partaegh
(PoS) and lexical-semantic analysis to the textrssgs
described in stepl. This helps further filtering and further
specifying the previously derived candidates, awngid
redundancies in the derivation of classes (limitimg names
of class labels to lemmas, and joining labels thes
synonyms, etc.)

In the last step, we extend the extracted classds a
relations on the basis of deeper linguistic praogsanore
precisely analyzing the constituency and dependency
structures of the context of the detected textegnents.
Our approach results in a set of generic pattemméchine
learning language we would call them seeds) foivilgy a

We describe a semi-automatic incremental multiﬂayeStable structure of conceptual relations from tbenlined
rule-based methodology for the derivation of orgglo shallow and linguistic analysis of specific textaagjments.

schema components from a corpus consisting of €82 1
edition of the German newspaper "Wirtschaftswoch&e
use this somehow older corpus, since it has beemallig
annotated with various types of information. The

The paper is structured as follows. Section 2 gaes
overview on related work. Section 3 describes thtem-
based processing of text for detecting segmentsairomg
candidates for ontology derivation. Section 4 pnesehe

comprises 200107 words, 11583 sentences and 12138{tology derivation potential from the textual cexttof the

phrases. Byerivation of Ontology Schema Componeni&s
mean the acquisition from text of possible conceptsl
relations between these concepts for the semi-atiom
ontology building. ByOntology Schemae mean a construct
similar to the T-Box of an ontology [23Pur work is
addressing the intensional part of ontologies aad be
considered as contributing to the ontology learrfiegg at
large. Ontology learning is the process of semiiaatic
support in ontology development (see [1]).

We are dealing in our work primarily with Germarxtte
In this concrete case, we consider compound nouithsheeir
paraphrases in the corpus as the basic segmetdstithat
can serve for the detection of candidate ontoldgyses and

segments, annotated with PoS, morphology, and dexic
semantics. Section 5 deals with the refinement haf t
ontology derived so far, using constituency andedeency
information. Section 6 describes some evaluationkvemd
Section 7 concludes and names some issues foefuwibrk.

Il. RELATED WORK

There are purely linguistic approaches to Ontology
Learning ([3][4][5]), linguistic approaches makinge of
machine learning for generalization ([6]) and maehi
learning approaches that use linguistic informa(@[7]).
Those approaches have in common that they contermmna
discovering new relations, although some approacres

relations. Compounding is a very rich word formatio dealing with the discovery of new concepts ([2]g][too.

process in German (and other related Germanic &geg),
also with  well-established  construction
corresponding to semantic types, which makes theod g
candidates

components. We use paraphrases of nominal compannds

the corpus for fixing their status as candidatesfasses and
for specifying the relations existing between thotasses.

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-175-5

The purely linguistic approaches ([3][4][5]) penfor

patternsontology learning on the basis of deep linguistialgsis, by

activating a graphical interface controlled by tiser for

for the derivation of ontology schemagntering the extracted knowledge into the ontology.

The method proposed in this paper is based onifitigu
patterns, combining shallow and deep linguisticlyais, in
an unsupervised way, and thus not involving auttgptools.
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Our work resembles most the one presented by (f]pbr  B. Deriving Candidate Ontology Classes and Relations
combination from shallow and deep linguistic analys from Nominal Compounds

allows covering a wider range of phenomena for the . ihe basis of the detection of compounds, and

derivation of schema components of ontologies. assuming that elements of compounds act as possible
ontology classes, we suggest two rules for derigiotgntial
o o ] elements for the schema of an ontology: the strakttype
Although pattern-based linguistic heuristics alageot  represented by thesubClassOf relation (rendering the
enough to acquire extended and complex ontological|ation between the whole compound and its second
knowledge, a pre-processing of the plain text iSyve glement) and a relation denoting aobjectProperty
important when it comes to define an anchor (tegngent) (rendering the relation between the two elementsthef
from which to start the computationally more expens compound). We are using here the OWL-DL terminolfugy
process of ontology learning. the property name.
A. Detection of Candidate Concepts and Relations The first rule states that between a compoundvasce
o . . o and its second noun there is a subClassOf relafibis
A first intuition guiding our investigation is thfact that  jacision is motivated by the definition of the detmative

German nominal oompounds are good indicators fer thcompounds which infroduces hyponymy between the
expression of relations between concepts expresgetie compound and its second noun.

elements of the compounds. According to [9], thenta For example, from the compourBankenvertreterwe

determinative compounds (determinative compounds ayerive the relationsubClassOf(Bankenvertreter, Vertreter),

those in which one element is subordinated to #fero  hich translated into English means thaepresentative of
element of the other, more precisely, one elemenf \,5nkis asubClassOf representative

determines/specifies the other element [10]) comaisstly Our intuition - sustained by the already existimglgises
of two elements, whereas the first one usually ifipecthe ¢ the German compound ([11][12][13}) was that there
second. From this observation one can heuristiciliyve a = gyists also an additional relationship betweeretbements of
hyponymy relation between the_ whole compo_und_ and ity compound, which we consider of being of type
second elementKonzernchef(chief of corporation is a  gpiectProperty. Applying the corresponding rule to the
specific type of a Bef (chief). _ already mentioned compounBankvertreterwe derive a
Although German uses also copulative compounds, Wgpiectproperty(Bank, Vertretenelation between the class
do not expand on those in the actual paper, intwhie a1 (hankpnd the clas¥etreter (representative).
concentrate on binary determinative noun-noun camgs Obviously, the (naive) processing strategy presente
(copulative compounds are compounds were the elsmenyy, e is very general and the very genebjectProperty
are considered semantically coequal and which dd@ee a  rejation we can derive is not really satisfying. drder to

main element which specifies or determines the rothemnrove this state, we try to find expressionshia text that
element in the compound. This type of compoundsngore .o containing paraphrases of the compounds, émgeict

seldom in German [11]). We implemented a Quitfng more semantic information for allowing the ther
straightforward pattern-based algorithm for theedgon of specification of the (generic) object property tiela we

this type of compounds: we first search for nounsthe  ggiapjished between the elements of a compound.
corpus (for German, a string starting with a capiegter

between blanks or between a blank and a punctusigpr). C. Patterns for the Recognition of Paraphrases of
If, in a second search round, we can detect that aunoun Compounds

item appears as sub-string in a larger noun, then w  After spliting the compound back intwunl + noun2
considered that we have found a compound. Whils thiye automatically search for paraphrases (in outesora
approach works quite well for finding the nounsragtas the  paraphrase consists of a test window that conties
prefix of a compound (since it starts with a capétier), we  glements of a compound separately) of all foundmamds
need to access a lexicon for deciding if the suffixthe iy oqur corpus. Our decision to look for the parases of
compound is also a noun (we use for this the lexlsted in compounds is motivated by the fact, that while wsuae
[24]) _ o that the elements of a compound are semanticafyedk to

We include in our patterns tho German joint elels‘menteach other, analyzing the paraphrases will alloaciging
(Fugeelement) which may appear in compounds (ssiCH'a  more precisely this relation [9]. Compounds withaat
in Wohnungsbaihouse buildiny in order to get the right haraphrase are no longer considered for ontologyati®n.
string, when the word is used_ln isolation. Buthwaur very  Eor now the search space for detecting paraphiasesr
simple approach we do miss the nouns that underggsrpys, but this will be extended to other corpora.
morphology'changes when they are used |n.acompound Our assumption is also sustained by [11] and [13].

We conS|der_the two elements of a nommal_ compcagnd Although they have two different methods for apgroag
acting as potontlal ontology classes: and the mimgptask is  pig issue, the main idea is the same: the elemeiis
then to specify the possible relations betweeneth®®  compound are semantically related to each other thisd
nouns, or candidate ontology classes. relation becomes visible in the paraphrase.

We find in the corpus two kinds of paraphrasesyliich
the elements of the original compounds are lingaky

Ill.  PATTERN-BASED TEXT ANALYSIS
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related: either by a genitive article ®ertreter der Bank
(representative of the bank)y by a preposition a€hef im
Konzern (chief of corporation)he finding of a paraphrase
for a compound validates trsuibClassOfrelation, whereas
the use of lexical semantics on the elements afraghrase
allows specifying thebjectProperty

IV. SHALLOW LINGUISTIC ANALYSIS

The addition of PoS and morphology annotation ® th
paraphrases helps in solving the redundancy probletine
ontology classes: by using lemmas for generatingesaof
classes we avoid generating as many classes aeitimisa
has morphological variations in the text. Lexicafrantics
allows reducing the number of classes by groupamgnhas
to more general “words” (like the synsets of GerregN
(GN) [14]) and at the same time specifying the \ddi
generic relatiorobjectPropertyaccording to the semantics
(therefore we use GN'’s semantic fields for nountifaat,
attribute, shape, feeling, body, cognition, comroation,
motive, food, object, phenomenon, plant, substatioes,
animal, state, act, process, person, group, pAesESS
relation, attribute, event, quantity, location)tieése lemmas
and of other word forms present in the paraphrase.

A. Specifying Relations with Lexical Semantics

Analyzing the paraphrases annotated with GN’s séman
information we discovered the following six relatso
between the already detected classes:

+  hasPaosition,

« disposesOver,
« hasDimension,
« hasAttribute,

« hasEvent,

+  hasLocation.

For example, for the compourktiengesellschaft (stock
company) we found the reformulation Aktien der
Gesellschaft (shares of the companyhere Aktien was
semantically classified as belonging to GN's seinaiass

for genitive phrases, a set of six rules for theva¢ion of
ontological relations. From this six relations, efiwere
already discovered during the analysis of genipteases:
disposesOver, hasDimension, hasAttribute, hasEvent
hasLocation.Only one relation is new: thbasAffiliation
relation.

B. Analyzing Modification Phenomena

In the process of detecting paraphrases we obs¢nagd
many of the paraphrases contain modifiers. In order
determine the type of ontological relation that che
extracted from the structure modifier(s)-nominaadhésuch
as multinationale Gesellschafmultinational corporatiol),
some components of the structure had to be viewed &
lexical semantic point of view. We concentrate here
adjectives and adverbs, and apply to them varianguage
specific classification schemes.

For adjectives we used the classification by [1%] éor
adverbs the classification by [16] (we use for rfied this
semantic classification because they are more diaged
than GermaNet's classification and we can easity raelv
adjectives and adverbs to it). As for nouns, theassic
classes to which the adjectives and adverbs bebmeg
introduced as ontology classes.

Based on this classification we introduce new et
between the modifiers and the noun they modify.ikizdor
example the paraphragkktien der deutschen Gesellschaft
(shares of the German corporatiprithe derivation rule will
return the following relationhasNationality(Gesellschaft,
Nationality) Here hasNationality is a subproperty of
hasAffiliation.

Many of the nouns appearing in paraphrases arefiedi
by just one modifier. But there are cases in thgu® in
which a noun is preceded by more than one modiffeor
multiple premodifiers which are not separated by an
punctuation sign or conjunction to each other, peak of an
aggregation of adjectives. For exampledoo3en deutschen
Konzern (large German conce)n linguistically the first
premodifier in the token chain modifies the rentagnphrase
[17]. From this kind of linguistic constructions vextract

possessiomnd Gesellschafhas been classified as belonging hasNationality(Konzern, Nationality)and hasDimension(

to GN's semantic clasgroup enabling the structural
integration of the discovered classes and relatiots a

more sophisticated ontology structure. The hegsdor the
derivation of the relation between the two concejdten

(share§ and Gesellschaft (company)proposes the
verbalization of the more generic class to which finst

noun in the paraphrase belongs. This way the vieduhl
possessionwas transformed intalisposesOvemenerating
disposesOver(Gesellschaft, Aktien)

Konzern, Dimension)

A different linguistic principle applies for modis
connected by punctuation signs or/and conjunctieaeh
pre-modifier introduces a relation between itseid ahe
noun it modifies [17]. Fronkleinen, krisengeplagten Firmen
(small firms, affected by the crisiswe extract
hasDimension(Firma, Dimension)and hasMode(Firma,
Mode) As one can see, we cannot model directly the two
different ways plural modification is linguisticgliworking

Applying morphology and lexical semantics to thein the ontology.

second type of paraphrase patterns, those
prepositions, we notice that the genestgectPropertycan
be further specialized depending on the lexicalasdios of
the used prepositions.

Prepositions are semantically ambiguous, but

involving A more specific case is represented by the modiifica

of adjectives by adverbs suchsehr groRes Gehafvery big
salary). In this case the advesdehr modifies the adjective
groBesand not the whole phrase [1Qtol3es GehaltWe

thextract then the relationeasAspect(Dimension, Aspeat)d

ambiguity can be reduced on the base of the lexicdlasDimension(Gehalt, Dimension)

semantics of the associated nouns. Analyzing tps f
paraphrases we discovered, based on the sameticsuais
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Since modification is a very powerful linguistic
phenomenon with a high coverage in the corpus thiree
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extraction rules discussed above cover 26
depending on the semantic class of the modifier.
V. PHRASESTRUCTURE ANDSYNTACTIC INFORMATION

Although, many extraction rules were generated with
shallow linguistic analysis, we are aware that skatential

mantic Processing

relgtiongperformance of our method. We compared the restilosir

method with the manual annotation by calculating B
measure.

TABLE 1. PRECISION AND RECALL SCORES

level is an additional resource for the extractiof Phenomenon Prec. Recall ®'run 2% run
ontological information. We decided to first anayz c d 1 1 1 1
predicate-argument structures in all sentencesagony a ompoun

paraphrase, since those contain in our sense wlesaaigh | (SUPClassOf

hints for possible ontology classes and relatiolbe Modification 1 0,52 0,68 1
analysis of the extracted sentences has showrttbed is

potential for extracting additional ontology schemal (Para)phrase 1 0,23 0,37 0,76
components. In this case we also have to takeaotount | Gramm Funct. 0.5 0,30 0,38 0,80

additional PoS tags and morphological informatidar (
example for the verbs). As a lexical-semantic resmifor
the verb, we use both the classification by [1&] &N.

A. Extraction of Ontology Schema Components from
Grammatical Functions

With the help of grammatical functions (for examfite
subject-object relation in a sentence) we develapsét of
rules for extracting the arguments of specific geib the
corpus. This allows extracting relations such as
earn,
appliesFor,
estimate,
hasPossession,
partOf,
subClassOf,
etc.

Let us consider the following sentencebDie
Papierherstellung ist zu einer extrem kapitalinfees
Branche geworder(Paper production evolved to a very
capital-intensive branch In this example, the verd®in (be)
connects the subjed®apierherstellung(paper productioh
and thekapitalintensiven Branchgapital-intensive branch
of the sentence.

In fact, the rule states that only the nominal Iseaidthe
phrases identified as subject and object enterotitelogy
and therefore we extracsubClassOf(Papierherstellung,
Branchg. Additionally, for each of the two nouns we use
GN's information about synonyms, antonyms, hypongims

From the results in Table 1 we notice that we hiree
best results when it comes to extractghbClassOfelation,
which is extracted mainly from compounds. It seémas our
compound filtering process is really helping intiapet a high
number of correct answers. But it seems also tm&at200
manually annotated sentences contain only detetivina
compounds, and we would have to test our method on
copulative compounds too.

The subClassOfrelation is extracted not only from
compounds but is introduced into the ontology fr@h
(using the more abstract “words” in the synsets}hls case
the left-hand side argument of thebClassOfelation differs
from the one chosen by the manual annotator.

We consider still our method to be valid, sincefaend
it totally normal that a human being annotates seitelly
different than GN (the student didn't have GN assmurce
to consult for his annotation). Both assignmentsady and
by the student are correct, but we notice that ritsual
annotator has chosen a more specific class thaortheour
method uses.

The results from the modification phenomenawslhioat
we have a very good precision. This means that ithere
find a true relation or we do not find it at all.hi$
corresponds to the methodology applied: if a medifs in
our modifier lexicon it produces a true relatidmat it does
not produce anything and these we can read frometbe|
score.

For the relations extracted from phrases weeaehihe

meronyms. In a next step, we include then also thgwest scores concerning the recall. This low si®@ue to

information that Branche can have the

kapitalintensiv

property

VI. EVALUATION

The evaluation of the method for extracting ontglog
schema components was performed on a manually atedot
test suite. The test suite consists of 200 randasalgcted
sentences (out of over 11000) which were annothte@
student of business informatics. We plan to askttesmo
person to annotate the same corpus. This wasotill not
possible for time reasons.

We applied our method and the corresponding tools o
this test corpus. The quantitative evaluation wasopmed
in two stages, and after each stage we measured t

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-175-5

three factors: there is no rule for extracting ktien, the
implemented rule does not work properly and the mxists
but it does not fire because of lack of semantiorination.
We can influence on the first two factors by wigtinew
rules or improving the implementation of the exigtrules.

In fact the GN lookup fails because certainm®in our
analysis do not have a stem and the GN lookup sedan
stems. This is an issue that we can solve in a stegte of
our work.

The scores for ontology extraction from grammatical
functions show one characteristic common to alleoth
phenomena: the relation is either not found bittig found
than it is correct. The precision and recall (andsequently
tiee F-measure) scores are influenced not necebyaour
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rules, but by the assignment of grammatical fumatiby the
parser. Because we cannot influence the ambigditthe
grammatical function assignment, in the second uvatin
round we manually corrected the ambiguities providhy
the parser.

In the second evaluation round we concentrated @tso
relations from phrases and modification. We imptbtiee
scripts implementing the rules for ontology exti@ttfrom
phrases and enlarged our lexicons for ontologyaetitin

It seems thus that only the first step of our wewduld
need a complete re-implementation when applying our
strategy to other language (families).

The phenomena which we consider in this work are
compounding, nominalization, premodification,
postmodification, phrase-structure combined wittxical
semantics. From the purely linguistic point of vieve do
not take into consideration the peculiarities ofatiee
clauses. We also do not cope now with the semantit
from modification phenomena. We also have to ndtieee, linguistic properties of the negation particle orithw
that the disambiguation of the grammatical functioncoreference. These phenomena are not treated beagide
assignment provided a considerably improvementhef t of a more pragmatical and practical reason: thguistic
measured scores. tools we have at hand do not annotate these kirfids o

Also part of the evaluation, in a broader sensghé phenomena. Experiments on the instantiation wes® al
integration of the ontological knowledge extractete into  performed, achieving promising results. To integrttese
a bigger ontology. We suggest for this purpose The@henomena into the approach presented here reraains
Suggested Upper Merged Ontology (SUMO) [25]. SUMO i issue for future work.
in a large freely available ontology. Another impaot Beside these points, we are now working on modeling
characteristic of SUMO is the fact that it has bewpped to our findings about the relations between naturableage
the whole lexicon of WordNet. From this perspective expressions and ontology schema components in
SUMO is the ontology which fits our approach, whén appropriate way. This is done within the contexa @finning
comes to integrate our work into a broader ontaldgys  European R&D project, the Monnet project [26]. st
true, that there is no direct mapping between GN anproject, a model, called “lemon” [27], for represeg
SUMO. This situation can besolved by first mappfrgm  lexicons in ontologies, has been implemented. Wtiiie
GN to WordNet and then to SUMO. The direct mappingmodel has been primarily designed for the ontolgic
between GN and WordNet is possible since both lthge representation of natural language expressionsinsetbels
same general structure concerning the semantic tree of ontologies, we see a big opportunity for usihig model
for the representation of language data we have dealing
with in the context of knowledge acquisition froext. First
steps are dealing with abstracting over the lexipaterial

Our aim was to present a multi-layer, rule-basedve found in text, and confining ourselves with time of
approach for the extraction of ontology schema aumepts  linguistic categories, that are related to specdfitology
and to show that a significant amount of ontololgicaschema components. The work is thus going toward a
knowledge can be derived without using exclusiviggper declarative description of linguistic patterns tshbuld be
linguistic information. used in ontology engineering.

While applying our method on German language, we sa
that this approach can be extended to all Gernmlanguages
making use of compounding. Swedish is a good exampl
and [22], for example discusses the potential ehpaund The work presented in this paper was supportegdit)
for building a FrameNet resource for Swedish. by the European project MONNET No. (FP7/2007-2013)

We also experimented with other language families248458.
more specifically French. Different from the German

an

VIl.  CONCLUSION AND FURTHERWORK

VIll.  ACKNOWLEDGEMENTS

compounds, the French compounds are not always$atechf

to a single word. The cumulated form of compoundshsas [1]
sociolinguistique (sociolinguistids in French the exception.
The majority of compounds in French consist eitbietwo
components connected by a hyphen suctirabre-poste
(stamp)or are just two or more words which appear in a?l
lexical chain such adgessin animé (animated cartoon)
séance marathon (marathon sessioff)e most productive

of the latter compounds are the compounds constiugith (3]
prepositions such amesure de sécurité (safety measure).
Noun-noun compounds are in French less frequemt itha
German or English [21]. We applied our method onl4]
compounds consisting of nouns, of an adjective amdun

and prepositional compounds. Assuming the appriapria
linguistic tools, our method can be applied to Etretext. [5]
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