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Abstract—One of the main means to achieve progress in
science is cooperation. It is advantageous if the cooperation
is carried among teams at different institutions. In semantics,
the basic necessity for cooperation is a standardized annotated
corpus. Such a corpus allows to share individual findings by the
whole research community because then different systems can
be tested under the same conditions. Unfortunately there is no
standardized semantic corpus for the Czech language and many
other languages suffer the same. Moreover the ATIS corpus set
is more than ten years old and it does not meet today’s trends in
semantic annotation. In this article we summarize the problems of
the ATIS corpora set as well as the problems encountered during
our research. As a result, we provide a methodology to avoid such
problems. For practical deployment of the methodology we offer
a set of annotation tools. The purpose of this article is to discuss
the problematic of semantic annotation and to gather other teams
to create standardized shared semantic corpora.
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I. INTRODUCTION

The goal of a Spoken Language Understanding system
(SLU) is to extract a meaning from natural speech. The SLU
covers many subfields such as utterance classification, speech
summarization, natural language understanding (NLU) and
information extraction. In human-computer dialogue systems,
the task of the SLU system is to process the input acoustic
utterance and transform it into a semantic representation.
However, this task can be split into two parts: automatic speech
recognition (ASR) and semantic analysis. The purpose of a
semantic analysis system is to obtain a context-independent
(it depends neither on history nor context) semantic represen-
tation from a given input sentence.

There are two basic types of semantic representation: logical
structures (e.g., First-order predicate calculus, Transparent In-
tentional Logic, SIL, etc.) [1], [2] and “data” structures (e.g.,
trees, frames, flat concepts, etc.) [3]. The logical structures are
more suitable for complex representation of semantics while
the “data” structures are better suited for automatic learning
systems. The reason is that statistical learning algorithms are
not capable of handling the complexity of logical structures.
Our experiences with semantic analysis systems based upon
logical structures [2] shown that practical deployment of such
systems is complicated due to the need of creating rules
manually. Therefore, we focus on automatic learning systems,
that seem to be more convenient for practical applications.
Hence, we have chosen the tree based semantic representation

described, i.e., in [3] that was designed mainly for practical
use.

During the development and testing of the system described
in [4], we have used our own Czech semantic corpus [5].
However, the results are not comparable with other semantic
analysis systems since most of them (e.g., [6], [7]) performed
their tests on different corpora. The availability of commonly
used semantic corpora is quite good for English – for example
the ATIS corpus [8], which is a mixed corpus for both
speech recognition and semantic analysis. The tests on this
corpus were performed by many semantic analysis systems.
However, there is a lack of a standard semantic corpus for the
Czech language, which differs from English in many aspects
(morphologically rich, free word-order, etc.).

This paper presents our proposal to start the process of
creation of such a corpus. It takes into account all practical
issues that a developer of a semantic analysis system must deal
with. It also describes the set of tools and proposes formats of
the data. In this article we focus on the Czech language but
most of the principles are valid for other languages too.

II. RELATED WORK

A. ATIS corpus

One of the commonly used corpora for testing of semantic
analysis systems in English is the ATIS corpus. It was used for
evaluation in, e.g., [6], [9], [10] and [11]. The original ATIS
corpus is divided into several parts, e.g., ATIS2 train, ATIS3
train, two test sets, etc. [8]. Unfortunately, the corpus is not
directly suitable for semantic analysis system development or
testing.

The two testing sets, ATIS3 test dec94 (445 sen-
tences) and ATIS3 test nov93 (448 sentences), contain
the annotation in the semantic frame format. Each sentence
is labelled with a goal name and slot names with an associ-
ated content. The training sets ATIS2 train and ATIS3
train contain only SQL queries that carry the semantic
information.

This brings the first practical issue: To obtain the training
data, the queries must be converted back to a semantic
representation (a semantic frame or an equivalent semantic
description). The authors of [6] transformed the data semi-
automatically into a format suitable for the HVS model. Their
training data use a bracketing notation to express the concept
hierarchy. However, a deep exploration of this data shows
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show me the flight between pittsburgh and washington dc

flight

fromloc toloc

city_name city_name state_code

Fig. 1. An example of a semantic parse tree for a sentence from the ATIS
corpus.

that a significant number of annotation break the conventions
of the bracketing semantic annotation. The terminal semantic
concepts (denoted as lexical classes) must be leaves of a
semantic tree and are not allowed to contain any sub-tree (as
shown in Fig. 1). However, in many cases the lexical classes
act as superior concepts to other semantic concepts in the data.
This inconsistency makes the data hard to use in other systems.
This issue is, however, not caused by the ATIS corpus itself
but re-creating the training data set from SQL queries probably
always brings some sort of inconsistency.

Another issue is caused by inconsistencies in the testing data
set. The following example shows a typical semantic frame for
a flight query (this structure is equal to the semantic parse tree
from Fig. 1).

show me the flight between pittsburgh and
washington dc
GOAL: FLIGHT
FROMLOC.CITY_NAME = pittsburgh
TOLOC.CITY_NAME = washington
TOLOC.STATE_CODE = dc

It has a very clear concept hierarchy. However, in the same
testing set there also appears the following annotation:

what are the flight between dca and milwaukee
GOAL: FLIGHT
AIRPORT_CODE = dca
CITY_NAME = milwaukee

The semantic content of this sentence is rather similar to
the previous one but the semantic frame is significantly differ-
ent: In the second example, the concepts AIRPORT_CODE
and CITY_NAME are directly inferior to the main con-
cept (goal) without distinguishing which one is FROMLOC
and TOLOC. Thus, the proper semantic frame should con-
tain FROMLOC.AIRPORT_CODE = dca and TOLOC.CI-
TY_NAME = milwaukee.

Another problem is how to deal with the annotation which
has multiple goals. In the testing set there are about 20
sentences with two goals. The semantic interpretation part of
a system (which is, in ATIS, a SQL query producer) should
probably restrict the output of semantic analysis so that only
one goal is allowed. Among others, there is also one typo in
the testing data.

This brings two important questions: Were the testing sen-
tences annotated according to any scheme? And how strictly
was the testing set checked in a sense of inter-annotation
agreement and correct semantic description?

B. Czech Semantic Corpora

Since the Czech language is morphologically rich and has a
relatively free word order, it is not correct to directly adapt a
semantic analysis system which is developed using an English
corpus, and, obviously, a Czech semantic corpus is required.
When searching for an existing suitable Czech corpus for
the semantic analysis task, two significant projects must be
mentioned.

The Prague Dependency Treebank (PDT 2.0) is a large
corpus with morphological, syntactic and semantic (tectogram-
matical) annotation. The methodology of adding the semantic
layer to the PDT is described in [12]. The semantic rep-
resentation formalism is based upon semantic networks and
the tectogrammatical layer partially depends on syntax [13].
The tectogrammatical annotation provides a deep-syntactic
(syntactical-semantic) analysis of the text. The formalism
abstracts away from word order, function words (syn-semantic
words), and morphological variation [14].

The DESAM corpus introduced in [15] was annotated
with lemmas and gramatical categories. Subsequently, it was
enriched with the semantic annotation [16]. The grammatical
tagging was taken as a base and some tags were relabeled as
semantic and pragmatic. The article [17] presents an attempt
to combine Transparent Intensional Logic framework (which
is used for capturing the semantics) with lexical units. Later,
the semantic network (Czech WordNet) was enriched using
morphological derivations [18].

However, the above mentioned corpora and related projects
attempt to cover the semantics in a complex manner and
are designed to act as a general description of semantics, in
opposite to a task-oriented corpus such as ATIS.

Authors of [7] developed an extended HVS semantic parser
(based on [6]) using a Human-Human Train Timetable Dia-
logue Corpus [19]. The corpus is annotated at multiple levels
(dimensions) where the semantic dimension uses the same
abstract annotation methodology as used in [6]. The corpus
contains 1109 semantically annotated dialogues.

III. STANDARD CZECH SEMANTIC CORPUS
REQUIREMENTS

A. The Task Definition

One of the main purposes of this paper is to inform and get
the NLP and semantic analysis community involved into our
task. It can be stated as: Creating a Czech semantic corpus,
which will be publicly available, with clear and sufficiently
universal semantic annotation structure, which is not limited
to any domain. The corpus is not intended to describe the
semantics as complex as presented in Section II-A but it should
be strictly task-oriented, facing the practical issues that can
arise during semantic analysis system development. Moreover,
it will improve cooperation among the working groups focused
on semantic analysis and will allow an objective comparison
of the results.
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B. Proposed Process Description

The proposed process workflow will consist of the following
steps: First, a suitable text dialog corpus must be obtained.
This can be based upn a part of the corpus presented in [5].
Second, an eligible semantic representation should be chosen.
We discuss it in Section III-D. Third, the data will be annotated
using semi-supervised learning and supporting tools presented
in Section IV. Finally, to avoid the shortcomings that are for
instance pointed out for the ATIS corpus, the annotated data
will be manually validated.

C. Previous Work

Our attempt to create a semantically annotated corpus is
presented in [5]. The semantic representation used in this
corpus is based upon abstract semantic annotation from [6].
The corpus contains written user queries in natural language
entered into an intelligent web search engine. A selected part
of this data can be used as a basic set for the standard Czech
semantic corpus.

D. Semantic Representation

To describe the semantics of an utterance, many task-
oriented semantic analysis systems (e.g., [3], [7], [23], etc.)
use some formats of the frame-based structure, as shown in
the ATIS example. This simple formalism offers a very clear
hierarchy of semantic concepts (a semantic tree), including
the lexical realizations of the lexical classes. The name lexical
class comes originally from [6], it can be also denoted as
named entity, etc. It is a leaf of a semantic tree and covers
one or more words with a specific meaning, such as names,
dates, numbers, etc.

After considering the possible issues described in II-A, our
previous corpus annotation effort and semantic analysis system
development was supported by using an annotation scheme.
The annotation scheme is a hierarchical structure (a tree) that
defines a dominance relationship among concepts, theme (also
called goal in ATIS or topic); this is the root semantic concept
of the sentence. and lexical classes. It says which concepts can
be associated with which super-concepts, which lexical classes
belong to which concepts, and so on.

The annotation scheme should cover the entire domain we
want to annotate. Subsequently, each sentence is annotated
according to the scheme. The existence of such a scheme
assures that two sentences with similar semantic content
(meaning) will have the same semantic representation (see
II-A). Apparently, this feature is crucial for further semantic
interpretation.

However, the beforementioned annotation consistency us-
ing an annotation scheme is always limited to the covered
domain. Althought this is not an issue for developers of a
particular semantic analysis system, it does not allow to easily
extend and evolve the scheme in the future together with
maintaining the semantics of the annotation. Thus, it can be
also considered to use more general formalism for describing
semantics, i.e., RDF/OWL. Using this formalism, the corpus
can be more easily aligned to other ontologies and then used

in other semantic analysis systems with arbitrary semantic
annotations. Furthermore, RDF/OWL has the same ability to
prevent the annotators from creating malformed annotation as
the annotation scheme which has proven to be essential for
semantic corpus development [4].

IV. SUPPORTING TOOLS

To improve the efficiency of the annotation [5] and to
facilitate the corpus processing and sharing, supporting tools
are required. We have developed a complete set of software
covering the data acquisition, dialog act annotation and seg-
mentation, semantic annotation and annotation management.

The first step of the data processing is conversion of a plain
text into a format suitable for further annotation. This includes
the text tokenization and morphological analysis (obtaining
the morphological tags and the most probable lemma) using
PDT 2.0. For this task, a web service has been developed and
deployed.

The dialogue act segmentation is processed by the dia-
logue act editor. The output of dialogue act segmentation is
then imported into the abstract annotation editor. The editor
supports an advanced annotation methodology based upon
automatic lexical class identification and bootstrapping. Both
programs are GUI applications written in Java. The usability
and efficiency of the tools has been presented in [20].

The annotation manager software helps to deal with an
extensive semantic data. Some selected features are: A dis-
tribution of the sentences for the annotation among the
annotators; annotation merging including conflict checking;
various statistics (corpus statistics, annotation statistics, inter-
annotation agreement, and annotator statistics). Again, this is
a GUI Java application (see Figure 2).

All presented software tools are licenced under GPL licence
and are publicly available from http://liks.fav.zcu.cz.
At the same web page you can find information about the
current state of the corpus, join the e-mail conference and
get involved into the process of creating the standard Czech
semantic corpus.

V. CONCLUSIONS

In this article, we have proposed an activity to create a
standardized semantic corpus. We discussed issues that are
connected with the annotation process of such a corpus. The
basic parameters of the corpus to be created were described
together with the process of how to create it. The expected
impact of this article is to open a discussion of measuring
the performance of systems for semantic analysis so that the
results have an informative value.

Many recent articles about semantic analysis (e.g., [21],
[22], [23], including ours) were published with the results
measured on a private corpus. Our effort is to change this
state by introducing a standardized semantic corpus. In order
to be successful we, however, need a broad agreement on the
details of the corpus to be created. That prevents us from
creating such a corpus by ourselves and forces us to publish
a work in progress.
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Fig. 2. A screenshots of the annotation editor and the annotation manager.
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