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Abstract—Small Large Language Models (LLMs) are now
integrated into devices we use every day, but their reliability
under prompt variations remains understudied. We see them
on cell phones and many other devices. We present a study
of prompt variation in small LLMs, focusing on the effect of
prompt formatting changes on multiple-choice reasoning tasks,
even when the prompt provides the correct answer. We evaluate
LLaMA-3 (1B and 4B), Google Gemma (1B and 4B), Alibaba
Qwen (1.5B and 3B), Microsoft Phi-3 (4B), IBM Granite (2B) and
the smaller OpenAl models (gpt-40-mini, gpt-4.1-mini, gpt-4.1-
nano) on the CommonsenseQA and OpenBookQA benchmarks.
Our findings reveal that reordering of answer choices causes
statistically significant performance drops, even when the correct
answer is explicitly present in the prompt. For very small models,
the results are dramatic. Statistical tests, including paired t-tests
and McNemar’s test, are used to confirm the significance of the
results. These results suggest that smaller LL.Ms rely on heuristics
rather than reasoning, as they fail to grasp the correct answer
even when it is explicitly provided. This prompt-order sensitivity,
where providing the correct answer, is a unique attack surface
in LLM systems, allowing adversaries to manipulate prompt
structure to create errors. This work suggests additional testing
is needed before deploying LL.M-based systems.
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I. INTRODUCTION

This paper presents the results of an experiment testing
whether small LLMs reason, pattern-match, or employ other
heuristics.

Small Large Language Models (LLMs) with fewer than 4
billion parameters are being introduced across many parts of
our everyday lives. Small LLMs reside on cell phones for tasks
such as summarizing emails, are integrated into home systems,
and are used in healthcare. With their increased usage, a focus
on their robustness and reliability is necessary, especially as
these are integrated into safety-critical systems. We study the
impact of prompt changes on model performance.

Recent work has shown that even large models exhibit
prompt sensitivity. This effect has not been systematically
measured in small models that are now deployed on personal
devices.

One question that also needs to be posed is whether these
models reason or pattern-match. By reasoning, we refer to a
model’s ability to draw inferences or apply logical rules be-
yond surface-level correlations, memorized patterns, or simple
heuristics.
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We present a study of prompt variation in small LLMs,
focusing on the effect of prompt formatting changes on
multiple-choice reasoning tasks, even providing the correct
answer in the prompt. We evaluate LLaMA-3 (1B and 4B),
Google Gemma (1B and 4B), Alibaba Qwen (1.5B and 3B),
Microsoft Phi-3 (4B), IBM Granite (2B) and the smaller
OpenAl models (gpt-40-mini, gpt-4.1-mini, gpt-4.1-nano) on
the CommonsenseQA and OpenBookQA benchmarks. If a
model is truly reasoning, minor changes in prompt layout or
answer order should not substantially affect its output. We ask
the same multiple-choice question four ways:

« Base prompt: The multiple-choice question is asked as-
is, with no additions to the prompt.

« Example prompt: An example multiple-choice question
is asked and answered in the prompt, followed by the
actual question. This is a few-shot example using a
generic question.

o Simple Primed prompt: The same multiple-choice ques-
tion is asked and answered as an example in the prompt,
followed by the same question again. The correct answer
appears in the same position both times.

o Reverse Primed prompt: The same multiple-choice
question is asked and answered as an example in the
prompt, but the correct answer is placed in a different
position than in the actual question that follows.

To illustrate, Figures 1 and 2 show an example for the
Simple and Reverse prompt styles where the correct answer is
included but in the same and different positions as the target
question.

Our experiment investigates the robustness of small LLMs
by presenting the same question in various prompt formats, in-
cluding cases where the correct answer is explicitly provided.
The goal is to test the reasoning ability of the small LLM:s:

o Does providing the answer in the same position improve
performance? This gives the correct answer, and one
would expect it to.

o Does providing the answer, but in a different position,
improve performance? There is a small amount of rea-
soning required, and one would expect that LLMs would
be able to perform this simple reasoning.

Our results show that even trivial prompt reordering leads
to major statistically significant performance drops, suggesting
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You are a Multiple Choice answering assistant.
Provide the answer in JSON format like this: {"answer": "answer"}

Question:

The sun is responsible for

Choices:

A: puppies learning new tricks

B: children growing up and getting old

C: flowers wilting in a vase

D: plants sprouting, blooming and wilting
Answer: D

Answer with one letter.

Question: The sun is responsible for
Choices:

A: puppies learning new tricks

B: children growing up and getting old

C: flowers wilting in a vase

D: plants sprouting, blooming and wilting
Answer:

Figure 1: Simple Correct Answer Prompt Example.

You are a Multiple Choice answering assistant.
Provide the answer in JSON format like this: {"answer": "answer"}

Question:

The sun is responsible for

Choices:

A: plants sprouting, blooming and wilting
B: flowers wilting in a vase

C: children growing up and getting old

D: puppies learning new tricks

Answer: A

Answer with one letter.

Question: The sun is responsible for
Choices:

A: puppies learning new tricks

B: children growing up and getting old

C: flowers wilting in a vase

D: plants sprouting, blooming and wilting
Answer:

Figure 2: Reverse Correct Answer Prompt Example.

that small LLMs do not generalize from demonstrations as
expected. The smallest of the LLMs has the largest impact,
and in some cases, its performance drops below that of simply
guessing the answer.

Our key contributions are:

o Comprehensive evaluation: We measure the effect of
prompt order variations on several multiple-choice ques-
tion and answer datasets and a number of smaller LLMs.
We compare baseline prompts to permuted versions and
quantify the changes in accuracy.

o Statistical analysis: We apply paired t-tests and McNe-
mar’s tests to rigorously assess performance differences.
Results show significant accuracy drops due to prompt
perturbations in most cases.

« Prompt-order bias: We analyze the frequency of answer
shifts, revealing that a substantial fraction of questions
yield a different prediction when answer positions are
swapped.

o Threat modelling: We formalize prompt-order sensitivity
as an attack surface. An adversary could exploit this
by reformatting prompts (or answer keys) to manipulate
model outputs in critical systems.

o Mitigation strategies: We discuss possible defences,

including prompt normalization, adversarial instruction
tuning, and ensemble prompting.

o Ethical discussion: We discuss implications such as
bias amplification (e.g., if models favour last-mentioned
options, this could amplify systemic biases) and the risks
of adversarial misuse.

By highlighting these vulnerabilities and proposing coun-
termeasures, we aim to inform safer deployment of LLMs in
cybersecurity-relevant settings.

The paper is organized as follows: Section II reviews related
work, Section III presents the methodology used, Section IV
presents the results, Section V provides some discussion of
the results, and Section VI provides the conclusion and future
work.

II. LITERATURE REVIEW

This section will explore some of the key topics that are
used in this paper.

Large Language models, such as those developed by Brown
et al. [1], have emerged as a technology that can assist in
addressing various problems with their ability to generate
language.

LLMs use prompts as their interface. Jiang et al. [2] have
explored improving model performance using variations of
prompts to create a new prompt. Zhao et al. [3] have explored
the issue of prompt sensitivity and showed that with GPT-
3, performance could vary widely and was caused by bias
for specific answers - data common in the training data or
near the end of the prompt. Webson and Patrick [4] show
that prompt phrasing, even irrelevant prompts, can improve
the performance of GPT-3. These results raise questions about
whether the model accurately interprets the prompt’s meaning.
Our study focuses on small models versus large models, as
these small models will become pervasive.

The sensitivity to prompt format in reasoning tasks has
also been studied. In-context learning is a method to provide
examples for the model to learn from before asking a question.
Min et al. [5] have examined in-context learning using GPT-
3 and found that any context, even those with random labels,
improves performance. Ye and Durrett studied whether adding
explanations to the prompt improved the performance of GPT-
3 and several other models. They found these models had
minimal performance improvements with explanations added.
Lu et al. [6] studied the reordering of prompts using GPT-3
and found that reordering examples and answer choices can
dramatically change performance. In contrast to larger model
studies, our study focuses on small models.

The behaviour of large language models has also been
studied. Suri et al. [7] have studied heuristics that LLMs
use. It found that GPT-3 judged the likelihood of two events
occurring together higher than either alone. Additionally, it
found that an item would be more effective when presented
positively and that an owned item was more effective than
a newly found one. All of these biases were consistent with
human participants. Chung et al. [8] found that fine-tuning
models can improve performance. [9] has studied positional
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bias and found that large language models exhibit positional
bias, that is, performance changes when the position of the
correct answer in a question is changed. Vella et al. [10] have
demonstrated positional bias in a number of small LLMs, some
with dramatic results.

In this study, we use multiple-choice question and answer
datasets. These are simple to use and provide direct answers
from the large-magnitude models that are easy to evaluate.
We utilize OpenBookQA [11], a dataset for elementary school
knowledge of facts that incorporates reasoning, and Common-
senseQA [12], a dataset for commonsense reasoning. These
are direct multiple-choice questions and answers with Open-
BookQA having four options and CommonsenseQA having
five options for each question.

Attacks through prompt injections have also been studied.
Wallace et al. [13] show how large language models are
sensitive to pre-pending and appending text to a prompt.

The reasoning of large language models has been studied.
Ma et al. [14] have created a mathematical benchmark and
evaluated larger models (with over 70 billion parameters),
showing that performance varies widely. Shojaee et al. [15]
have recently generated interest with their study from Apple,
which examines both the final answers and the reasoning in
a game-playing scenario. The study finds that both standard
and reasoning models perform poorly on complex scenarios.
In this study, we simplify the requirements for reasoning to
just being able to distinguish the correct answer when it is
moved.

The literature review summarizes prior research on prompt
sensitivity, positional bias, and reasoning, and this highlights
evidence of format-dependent behaviour. Whereas prior stud-
ies have focused on larger models [3], this study extends
that work by focusing on small LLMs and demonstrating that
their reasoning failures under prompt variation are much more
severe than those observed in larger models.

III. METHODOLOGY

The objective of the study is to evaluate how small LLMs
demonstrate reasoning ability or whether they rely on simple
heuristics. We also test their robustness to changes in prompt
format, including cases where the correct answer is provided.
This study also has implications for prompt injection attacks,
as the same techniques can be used to alter model perfor-
mance.

We use the following models:

e Meta LLaMA-3.2 (1B and 4B) [16]

e Google Gemma 3 (1B and 4B) [17]

o Alibaba Qwen 2.5 (1.5B and 3B) [18]

o Microsoft Phi 3 (4B) [19]

o IBM Granite 3.3 (2B) [20]

e OpenAl GPT models (gpt-4o-mini, gpt-4.1-mini, gpt-4.1-

nano) [21]

We use the following benchmark datasets and 2000 ques-
tions from each:

o CommonsenseQA: A benchmark that tests common-

sense reasoning with five answer choices per question.

o OpenBookQA: A benchmark that focuses on elementary
school-level science facts that are combined with reason-
ing and have four answer choices per question.

Four prompt conditions are used:

o Base — Standard multiple-choice question without context
or examples.

« Example — An example not related to the target question
is added to the prompt, followed by the target question.

o Simple Primed — The target question is answered as an
example, followed by the target question.

o Reverse Primed — The target question is asked as an
example with the answer provided in a different position
than the target question’s correct answer.

The evaluation procedure is as follows:

« All models were tested on the same set of questions under
each condition.

o Accuracy was measured as the proportion of correct
predictions.

Statistical testing was conducted to determine which results

are statistically significant:

o Paired t-tests used to compare accuracy differences be-
tween conditions.

o McNemar’s test is used to examine the significance of
prediction shifts when answers are reordered.

We use the following interpretation criteria:

o Substantial drop in performance from Base to Reverse
Primed — evidence of prompt-order bias.

o High sensitivity across conditions — suggests lack of
deep reasoning.

There are security implications for being able to generate

wrong answers from a large language model:

o Consider providing the correct answer in the wrong order
as an adversarial attack vector

o Consider prompt-order sensitivity as an adversarial attack
vector.

o Proposed mitigations such as prompt normalization and
ensemble prompting.

IV. RESULTS

This section provides the results of the experiment. Tables I
and II provide the raw percent complete under each condition.
These are the percentages correct for each condition.

A. Overall Performance Trends

All models exhibited high sensitivity to the prompt format,
with accuracy varying across the four prompt methods: Base,
Simple Primed, Reverse Primed, and Example Primed. Tables I
and II provide the results of the raw accuracy for each method,
and Figures 3 and 4 provide the heat maps for the results.

We note the following:

o There is a wide variety of accuracy performance. The
larger models, as expected, outperform the smaller mod-
els.

o Providing the correct answer in the same order as the
target question improved performance for all models. For
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TABLE I. COMMONSENSEQA ACCURACY BY PROMPT
CONDITION

Model Base Simple Reverse Example
gemma-3-1b 42.10 91.65 7.30 38.05
gemma-3-4b 64.70 96.40 43.35 62.15
gpt-4.1-mini 79.45 92.75 87.05 78.45
gpt-4.1-nano 73.30 96.80 84.15 71.70
gpt-4o0-mini 78.75 90.60 85.80 77.10
granite-3.3-2b-instruct 64.90 92.85 73.35 64.70
Ilama-3.2-1b-instruct 52.10 96.70 9.20 26.10
llama-3.2-3b-instruct 65.95 97.05 55.55 61.85
phi-3-mini-4k-instruct 72.85 96.35 84.30 67.70
qwen2.5-1.5b-instruct-mlx ~ 62.60 89.30 52.10 61.10
qwen2.5-3b-instruct 72.25 96.05 69.25 72.85

TABLE II. OPENBOOKQA ACCURACY BY PROMPT
CONDITION

Model Base Simple Reverse Example
gemma-3-1b 41.90 95.70 10.35 29.80
gemma-3-4b 66.15 97.35 61.95 65.65
gpt-4.1-mini 89.40 96.00 94.80 89.30
gpt-4.1-nano 80.50 98.00 96.40 79.15
gpt-40-mini 87.30 93.95 93.35 85.60
granite-3.3-2b-instruct 68.30 94.50 82.10 65.65
llama-3.2-1b-instruct 44.80 99.15 8.30 22.65
Ilama-3.2-3b-instruct 67.00 98.90 69.15 61.45
phi-3-mini-4k-instruct 80.40 98.25 90.05 78.35
gqwen2.5-1.5b-instruct-mlx  60.05 88.60 65.15 55.50
qwen2.5-3b-instruct 65.85 96.80 75.45 66.45

all models, regardless of size, the performance improved
to almost 90%+ accuracy for all models.

o Providing the correct answer in a different order than the
target produced mixed results

— For the very smallest models, the 1 billion parameter
models, providing the correct answer in the prompt
but in a different order, causes catastrophic results
with accuracy rates dropping to well below those of
choosing randomly.

— For the small models with 2 billion and 3 billion
parameters, the drops are significant, though better than
guessing randomly.

— For the larger OpenAl models, the drops are smaller,
though still statistically significant. Even these larger
models struggle to reason between when the answer is
given in the same position as the target or in a different
position. GPT-4o0-mini for the OpenBookQA dataset is
the only case where the difference is not statistically
significant.

¢ Adding an example drops the score for all except one
model.

Figures 5 and 6 provide the graphics of the perturbation
across prompt types for CommonsenseQA and OpenBookQA.
That is, what is the difference from the baseline with each
of the prompt types? We see that the results improve for all
models and both datasets. We can graphically see the dramatic
drop when the small models are presented with the correct
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Figure 3: CommonsenseQA Model Accuracy by Prompt Con-
dition.

OpenBookQA Model Accuracy by Prompt Condition
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Figure 4: OpenBookQA Model Accuracy by Prompt Condi-
tion.

answer in a different order.
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Figure 5: CommonsenseQA Model Perturbation by Prompt
Condition.

The Reverse Primed prompts (where a correct QA example
was given but the example’s correct answer was deliberately
placed in a different option position than the actual question’s
correct option) caused a drastic decrease in accuracy for all
models compared with providing the answer in the proper
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Figure 6: OpenBookQA Model Perturbation by Prompt Con-
dition.

position.

In some cases, performance under Reverse Priming fell
well below the Base accuracy, revealing a prompt-order bias.
For instance, Meta LLaMA-3 1B, which answered 52% of
CommonsenseQA questions correctly with no prompt, man-
aged only about 9% correct under Reverse Priming — a drop
of 41 percentage points, leaving it worse than a random
guess (20%). Google Gemma 1B was even more misled:
its accuracy plunged from 42% (Base) to roughly 7% on
CommonsenseQA when given a misaligned example, falling
below the 20% chance level. In other words, Gemma-1B
answered more questions incorrectly than it would have by
guessing uniformly at random, indicating that the incorrect
prompt systematically biased its predictions. Similarly, on
OpenBookQA, as well, both of these small models dropped
to 8.3% and 10.4% respectively - and well below the random
guess of 25% for OpenBookQA.

Examining the confusion matrices for LlaMa-3-1B and
Gemma-1B in both OpenBookQA and CommonsenseQA, we
can observe that the model employs a heuristic that selects
the answer previously provided in the prompt. If the answer
in the example was "A’, the model chooses A’ as the answer
for the target regardless of where the correct target answer is.
This seems to be a simple matching of the word answer versus
reasoning, where the correct answer is in the target question.

B. Statistical Significance

In this section, we will discuss some of the statistical tests
conducted. In Tables III and IV, we present the t-tests of the
Base prompt with no changes to each of the other prompt
types.

We find that for Simple and Reverse, where answers are pro-
vided, the results are statistically significant for most models.
gwen2.5-3b-instruct for CommonsenseQA and llama-3.2-3b-
instruct for OpenBookQA are the two that are not. We also
note that many of the results from the Example prompt, where
we add an example, are not statistically significant.

We also use McNemar’s Test, which is a test on paired
values to test whether the distributions of two answer sets
are statistically significantly different from each other. We
present these in Tables V and VI. This shows the difference
between the Base answers and each of the prompt types. We

TABLE III. PAIRED T-TEST P-VALUES FOR COMMON-
SENSEQA

Simple  Reverse  Example

Model

gemma-3-1b 0.000 0.000 0.000
gemma-3-4b 0.000 0.000 0.004
gpt-4.1-mini 0.000 0.000 0.121
gpt-4.1-nano 0.000 0.000 0.031
gpt-40-mini 0.000 0.000 0.006
granite-3.3-2b-instruct 0.000 0.000 0.809
Ilama-3.2-1b-instruct 0.000 0.000 0.000
llama-3.2-3b-instruct 0.000 0.000 0.000
phi-3-mini-4k-instruct 0.000 0.000 0.000
qwen2.5-1.5b-instruct-mlx 0.000 0.000 0.186
qwen2.5-3b-instruct 0.000 0.022 0.487

TABLE IV. PAIRED T-TEST P-VALUES FOR OPEN-
BOOKQA

Simple  Reverse = Example

Model

gemma-3-1b 0.000 0.000 0.000
gemma-3-4b 0.000 0.005 0.566
gpt-4.1-mini 0.000 0.000 0.850
gpt-4.1-nano 0.000 0.000 0.057
gpt-4o0-mini 0.000 0.000 0.004
granite-3.3-2b-instruct 0.000 0.000 0.002
llama-3.2-1b-instruct 0.000 0.000 0.000
Ilama-3.2-3b-instruct 0.000 0.120 0.000
phi-3-mini-4k-instruct 0.000 0.000 0.003
gqwen2.5-1.5b-instruct-mlx 0.000 0.000 0.000
qwen2.5-3b-instruct 0.000 0.000 0.540

see that the p-values for all the simple and all but one of the
reverse comparisons are less than 0.05, indicating a statistically
significant difference. Even in many cases where we provide
a simple example, it results in a statistically significantly
different distribution.

V. DISCUSSION

Several observations can be made from the results.

The first is that the smaller LLMs exhibit prompt-order bias
and are dependent on heuristics. The difference in performance
between answering in the correct order and obtaining worse

TABLE V. COMMONSENSEQA: MCNEMAR’S TEST P-
VALUES

Simple  Reverse  Example

Model

CS-gemma-3-1b 0.000 0.000 0.000
CS-gemma-3-4b 0.000 0.000 0.005
CS-gpt-4.1-mini 0.000 0.000 0.140
CS-gpt-4.1-nano 0.000 0.000 0.037
CS-gpt-40-mini 0.000 0.000 0.008
CS-granite-3.3-2b-instruct 0.000 0.000 0.856
CS-llama-3.2-1b-instruct 0.000 0.000 0.000
CS-llama-3.2-3b-instruct 0.000 0.000 0.000
CS-phi-3-mini-4k-instruct 0.000 0.000 0.000
CS-qwen2.5-1.5b-instruct-mlx 0.000 0.000 0.201
CS-qwen?2.5-3b-instruct 0.000 0.025 0.524
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TABLE VI. OPENBOOKQA: MCNEMAR’S TEST P-
VALUES
Simple  Reverse = Example
Model
OB-gemma-3-1b 0.000 0.000 0.000
OB-gemma-3-4b 0.000 0.006 0.606
OB-gpt-4.1-mini 0.000 0.000 0.925
OB-gpt-4.1-nano 0.000 0.000 0.067
OB-gpt-40-mini 0.000 0.000 0.005
OB-granite-3.3-2b-instruct 0.000 0.000 0.002
OB-llama-3.2-1b-instruct 0.000 0.000 0.000
OB-llama-3.2-3b-instruct 0.000 0.128 0.000
OB-phi-3-mini-4k-instruct 0.000 0.000 0.004
OB-qwen2.5-1.5b-instruct-mlx 0.000 0.000 0.000
OB-qwen2.5-3b-instruct 0.000 0.000 0.575

results when answering in a different order, even though both
cases yield the proper result, is an indication of position
bias and the use of simple heuristics, such as matching the
answer in the prompt before the question. This reasoning
mimics Clever Hans [22] in which performance is good when
superficial patterns match expectations.

The second is that the smallest of the models, the one-
billion-parameter models, prioritize pattern matching over rea-
soning. Performance for the 1-billion-parameter models drops
well below random guessing. Examining the confusion matrix,
we see that these small models match the answer provided in
the prompt and disregard any reasoning. This finding raises
doubts about the reasoning ability of large language models,
as they can be easily fooled.

The third point is that the sensitivity to prompt changes
raises serious concerns about malicious usage, fairness and
ethics. Different answers to equivalent prompts indicate that
testing and validation must be comprehensive before an appli-
cation is deployed into production.

VI. CONCLUSION AND FUTURE WORK

Several conclusions can be drawn from this work.

This study demonstrates that small LLMs employ heuristics
that lead to prompt sensitivity. Small models, all of the models
here, have differences between answers provided in the same
or different orders. The smallest of models have catastrophic
results, dropping below random guessing. The results indicate
that these models exhibit some form of pattern matching rather
than actual reasoning.

The second is that, while larger models perform better, they
all rely on heuristics rather than reasoning. We can see this
from the results, where the correct answer is presented in the
same or different order. This is simple reasoning that most
humans would understand.

The third is that the results of this study undermine the
trustworthiness of smaller models and limit their practical de-
ployment. Models should answer consistently across prompts
that are essentially the same. The fact that they rely on
heuristics poses risks in higher-risk applications where these
models make safety-critical decisions.

We had expected some reasoning issues with the Reverse
Primed condition, but the fact that several models performed
worse than random was a surprising finding.

Future work will expand this analysis to include mitigating
prompt sensitivity and ensemble prompting using multiple
models. Benchmarks will also need to be established so that
application builders can test LLMs and applications before
deployment.
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