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Abstract—We present a Generative Artificial Intelligence (AI)
based cognitive architecture and an agent specifically developed
for the complexities of knowledge workers, such as Cybersecurity
analysts. White-collar roles, exemplified by Cybersecurity analysts,
are multifaceted and rely on declarative knowledge, procedural
understanding, and diverse tools. The ability to learn and adapt to
the nuances of the job is crucial. This paper introduces CorpIA, a
cognitive architecture that provides an agent with knowledge, tools,
and the capacity to acquire on-the-job experience. This system en-
hances human performance by providing suggested solutions and
continuous mentoring. CorpIA includes a programming language
for AI agents, ContentCreate, that allows non-programmers to
create workflows involving AI agents. Our research demonstrates
that the CorpIA agent can learn from interactions using Bloom’s
Taxonomy. We provide the source code for these experiments.

Keywords-AI Agents; Cybersecurity; Automation.

I. INTRODUCTION

This is a follow-up article to a paper presented at the
Eighteenth International Conference on Emerging Security
Information, Systems and Technologies (SECURWARE 2024).
Our initial research into augmenting Cybersecurity analysts
with AI agents was presented in [1], where we introduced
the concept of using Bloom’s Taxonomy [2] to measure the
learning of an AI agent. This paper extends that work by fully
outlining the cognitive architecture and framework used to
perform the study, CorpIA, and introduces a programming
language, ContentCreate, to coordinate workflows amongst AI
agents.

Digital systems and the Internet are critical to our everyday
lives. Cyber threats from bad actors require robust Cybersecu-
rity measures.

Cybersecurity analysts are prototypical white-collar profes-
sionals who rely on large amounts of knowledge and data and
use their experience and skills to collaborate in the workplace.

Moreover, as security threats, methods, tactics, techniques, and
tools evolve, there is lifelong learning.

The challenges for Cybersecurity analysts are numerous.
There are skill requirements to be proficient in many tools
and technologies, which also change over time. There are
challenges to ongoing learning with emerging threats.

There is a need for advanced Artificial Intelligence (AI)
support for Cybersecurity analysts. We have identified the
need for Generative AI solutions specifically tailored for these
professions [3], [4].

Artificial Intelligence has a long history and can be traced
back to Alan Turing in the 1930s and his Turing Machine
[5], an abstract machine that could implement any computer
algorithm. Generative models also have a long history, with
models of generative data sequences, such as speech and time
series, available since the 1950s [6].

A recent breakthrough in the field was the introduction of
the transformer model architecture [7] in 2017. The transformer
is the architecture of many state-of-the-art models, including
GPT-3 [8]. These have generally scaled in performance with the
number of parameters. Advancements in hardware, specifically
GPUs, have enabled the training of huge models, and the cloud
has allowed these resources to be available to anyone with an
internet connection.

Large Language Models (LLMs) are Generative AI models
that implement transformer models to generate text and
other content. They can automate tasks previously done by
humans [9]. Since ChatGPT became available, many knowledge
professionals have been using these tools [10]. These evolved
into more general frameworks such as ChatDev [11] and
Autogen [12], allowing users to create multiple autonomous
agents which can run through workflows. ChatDev specializes
in software development roles, and Autogen provides for the
creation of more general roles.
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These frameworks are evolving quickly, according to Cheng
et al. [13] all of these frameworks are headed to (a) autonomy,
where the agents independently perceive, make decisions, and
take actions; (b) perception to allow them to gather information;
(c) decision making; (d) actions that alter the state of the
environment.

Our proposed approach is described next.
1) Use the CorpIA architecture to create a Cybersecurity

Analyst AI agent and show that the agent can use declarative
and procedural knowledge and learn and apply additional
information from the chat.

2) Apply Bloom’s Taxonomy [2] to measure the AI agent’s
levels of understanding and application of that knowledge.

3) Explore using Human AI collaboration to design systems
that mentor professionals.

In continuation of our proposed approach, the following are
our contributions in this paper:
1) Introduction of the CorpIA architecture for creating AI

agents for knowledge workers. This novel architecture
simplifies the creation of a knowledge worker agent. We
demonstrate several knowledge worker agents developed in
the accompanying GitHub repository.

2) Enhancement of Human Performance. We demonstrate how
AI agents can help human professionals in complex tasks.

3) On The Job Learning of AI Agents. We show how AI agents
can learn from interactions. We show these agents can
progress through Bloom’s taxonomy in practical scenarios.

4) Introduction of the ContentCreate language allows for
programming AI agent workflows. This simple language
can be easily used by non-programmers, allowing any
knowledge worker to create complex workflows.

5) Source Code. We offer the CorpIA source code for replica-
tion, validation and further development.

Starting with the introduction in Section I, the rest of
the paper is organized in this manner. A literature review
is presented in Section II, followed by Bloom’s Taxonomy in
Section III and the CorpIA architecture in Section IV. Section
V discusses the methodology; Section VI discusses the Results.
We discuss the results in Section VII and ethical considerations
in Section VIII. The conclusion is drawn in Section IX.

II. LITERATURE REVIEW

In this section, we will review various topics discussed in
this paper.

A. Digital Labour

Digital labour represents an emergent form characterized
by value production through interaction with information
and communication technologies such as digital platforms or
artificial intelligence [14]. With the emergence of Generative
AI agents comes the possibility of augmentation agents acting
as assistants for knowledge professionals.

We can emulate the best professionals in the field. For
example, the best Cybersecurity analyst agent with the best
knowledge acts with the most successful experiences and
presents the best personality for the specific client.

Work on enhancing human intellect has also evolved.
Engelbart [15] is one of the most influential and prolific
inventors of devices we use today. He focused mainly on
physical aids to augment humans. We have now evolved to
digital aids to augment professionals. Vella and Sharieh [16]
have introduced a framework that defines knowledge workers
as a set of knowledge, experience and skills.

B. Autonomous Agent Frameworks

Building on simple graphical tools such as OpenAI’s
ChatGPT [17], autonomous agent frameworks have been built
using the underlying APIs. Autogen [12] is an example of
such a framework that allows for the definition of agents and
workflows between those AI agents.

There are many such agent frameworks and some excellent
summaries of their construction. Two good sources are Cheng
et al. [13] and Wang et al. [18]. These frameworks allow for
the definition and creation of agents to perform tasks and
interactions. They include memory, tools, and a workflow
engine.

There is a problem today with programming directly to one
of the many frameworks that are evolving. There are often
incompatibilities and deprecations of interfaces as these frame-
works evolve. That means that a Python program that works
today may not work tomorrow. This means that programming
agent programs are limited to those with strong programming
skills in these evolving frameworks.

In the computer language world, assembly language was
eventually replaced by high-level languages such as COBOL
[19] and FORTRAN [20], depending on the usage. These
significantly accelerated the use of technology and the speed
of development of applications. Applications could be more
easily developed with fewer skills, and there was a level of
abstraction such that the same program could work on multiple
hardware architectures, given the proper code compiler. It is
a testament to this approach that many applications in the
financial industry are still written in COBOL despite many
changes in computer architectures.

For AI agent programs, the same kind of evolution from
low-level programming to higher-level abstracts is needed for
the same reasons as the move from assembly language to
higher-level languages.

C. Memory and Learning

There is extensive research on memory add-ons for au-
tonomous agent systems. A good summary of the research
areas is found in [18]. Most frameworks include systems
for short—and long-term memory and various options for
moving short-term memories into long-term memory. We can
additionally learn from other work on memory.

One area of interest is episodic memory. These are more vivid
memories about what has happened and the context regarding
time, place, and associated emotions. Episodic memory can be
helpful as an experience for a knowledge professional.

The Soar and ACT-R (Adaptive Character of Thought -
Rational) models discussed by Nuxoll et al. [21] and Anderson
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[22] are also relevant as additional memory models to emulate.
Memory is crucial for augmentation agents, as on-the-job
learning is critical to learning institutional knowledge and
continuing learning in the specific role.

ACT-R introduces the concepts of the following:
• Declarative memory consists of facts such as Canada is a

country in North America.
• Procedural memory is made of productions. Productions

represent knowledge about how we do things, such as how
to get information from the Internet.
Both are important to any knowledge worker augmentation

agent, especially to this work, which focuses on gaining job
experience while on the job.

Moreover, the learning system must be dynamic in that
experiences happen daily and augment and shape human
performance at work. This paper will focus on short—and
long-term memory and include episodic memory.

We need to create a model for knowledge workers. Vella
and Sharieh [16] [23] have discussed an initial framework for
Digital Labour, including knowledge, experience and tools. The
work shows that AI agents can learn through experience, like
on-the-job experience for knowledge professionals.

Bloom’s Taxonomy [2], [24] is a valuable framework for
categorizing educational goals. This taxonomy represents a
progression from basic information remembering through a
series of steps to the ability to create new, original work.

Figure 1. Bloom’s Taxonomy.

Bloom’s Taxonomy has six cognitive skill levels, from low-
level skills requiring less cognitive processing to high-level
skills requiring more cognitive processing. Figure 1 shows the
hierarchy of cognitive skills.
• Remember refers to the ability to retain discrete pieces of

information.
• Understand refers to the ability to classify, describe, and

explain ideas or concepts.
• Apply refers to using information in a new situation.
• Analyze refers to the ability to compare, contrast, and draw

connections between ideas.
• Evaluate refers to the ability to be able to appraise, judge

or critique a decision
• Create refers to the ability to produce new or original work.

This way, we measure the on-the-job learning that a
knowledge professional experiences. They learn new facts,
apply them to the workplace, and eventually create original
work based on their learning.

We use Bloom’s Taxonomy to devise questions and exercises
to test an agent’s learning and cognitive abilities.

D. Use Cases

Cybersecurity is an area where Generative AI impacts both
from an attack and a defence perspective [25]. With its ability
to analyze large amounts of data, Gernative AI can help with
threat detection, incident response and cyber security reporting.
These are all tasks that Cybersecurity analysts perform today
in an environment with massive data growth [26]–[28].

Generative AI is used in commercial products such as
Github’s Co-pilot [29] [30] to convert English into program-
ming languages. Generative AI has also been used to create
policies for robotics from natural language [31]. A good survey
of techniques for the conversion of natural language into code
can be found in [32].

Miller [33] and Davenport [34] discuss the concept of
Augmentation versus Automation, where humans prefer aug-
mentation (helping the human) versus automation (replacing
the human). Miller provides good guidelines for companies
implementing AI to ensure they keep humans in the loop.

Davenport [34] describes a Five Ways of Stepping Frame-
work when dealing with AI. These are outlined below, and
he shows the possible reactions of Financial Advisors to the
introduction of AI. These options are essential to consider as
AI technologies are introduced into companies. They range
in responses from Stepping In to becoming experts in online
advice and helping clients benefit from the technology, to
Stepping Aside and avoiding using it to provide guidance.

III. BLOOM’S TAXONOMY

Bloom’s Taxonomy [2] is a valuable tool for designing
learning objectives and creating assessment strategies.

Bloom’s Taxonomy was originally developed by Benjamin
Bloom and associates [35]. It was meant to provide a clas-
sification of goals for an education system. The framework
helps educators and administrators able to discuss these with
more precision. This original taxonomy had six levels in
hierarchical order: Knowledge, Comprehension, Application,
Analysis, Synthesis and Evaluation.

In 2001, Anderson and Krathwohl [36] created a revision
to the original taxonomy. In this revision, Anderson and
Krathwohl focused on how the taxonomy acts upon different
levels and types of knowledge - factual, conceptual, procedural
and metacognitive. The revised taxonomy still has six levels in
hierarchical order, and these are: Remembering, Understanding,
Applying, Analyzing, Evaluating and Creating.

The knowledge component is important to developing a
cognitive architecture, and we will describe it in sequence
here:
1) Factual Knowledge. These are the basic facts of a specific

discipline.
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2) Conceptual Knowledge. These are the classifications, prin-
ciples and generalizations associated with a discipline.

3) Procedural Knowledge. These are the procedures or algo-
rithms to do something in a discipline.

4) Metacognitive Knowledge. This is the awareness of one’s
cognition and ability to evaluate work in the discipline.

For any knowledge worker, such as a Cybersecurity Analyst,
all of these kinds of knowledge are important to the role.
A knowledge worker initially gains factual and conceptual
knowledge from formal courses. This could be a degree
program, other courses, or books. As they work, they gain
additional domain and company-specific knowledge. Procedural
knowledge can be very domain and company-specific, with
specific policies and procedures for a company. Finally, the
knowledge worker needs to be aware of whether they are doing
a good job and be given feedback and mentoring advice.

IV. THE CORPIA COGNITIVE ARCHITECTURE

This section introduces and describes the cognitive ar-
chitecture of CorpIA (Corporate Intelligence Augmentation),
using a Cybersecurity analyst as an example. We define
an augmentation agent as an AI that helps a knowledge
professional. It can provide answers, learn on the job, and
provide ongoing mentoring advice.

A. Introduction to the CorpIA Cognitive Architecture

The CorpIA Cognitive Architecture is an architecture and
implementation for defining AI agents, an implementation
to take the AI agents through a series of work where they
learn over time and a programming language to program the
interactions between AI agents.

The CorpIA architecture has three components. It has a
component that allows one to define AI agents in a simple
JSON format. It has a runtime component to be able to run
the AI agents and execute tasks through a 4-step Perceive -
Reason - Act - Learn loop. Finally, it has a scripting language,
ContentCreate, to program the interactions between AI agents
and their workflows to execute complex processes.

Each of these is described in turn.
1) CorpIA Agent Definition

CorpIA provides the ability to define AI agents in detail. The
framework provides the ability to define the characteristics
of the agent itself (definition, personality), the declarative
or factual knowledge of the role, the procedural knowledge
of the role and a set of learning cues that enable the agent
to grow its expertise over time.
The framework also allows for the definition of teammates,
AI agents who can be called upon to help answer an inquiry.
Moreover, the framework allows for the provision of
mentoring assistance to the knowledge worker.

2) CorpIA Agent Operation
For every request, the agent goes through a 4-step process.
The process steps are Perceive - Reason - Act - Learn.
In the Perceive step, the agent gathers all the information
it has access to about the inquiry. The Reason step is to
plan how the inquiry will be answered. The Act step is the

execution of the inquiry by the agent, and the Learn step
is the retrospection to provide the knowledge worker with
optional mentoring help and add any new learnings into
the agent’s memory for later use.

3) ContentCreate Agent Programming Language
CorpIA provides a programming language for the creation
of programs that orchestrate the actions of CorpIA agents.
The language is called ContentCreation, CC for short. In
a content creation workflow with knowledge workers, the
document will be from the subject matter expert who creates
the original content to a set of reviewers who may augment
the content, to an editor for more generic reviews, to legal
reviews and final approvals and distribution.
Today, without a programming language, such flows require
extensive programming in Python or other languages using
existing APIs and frameworks. The CC language enables
non-programmers to create AI agent workflows.

B. CorpIA Agent Definition

CorpIA allows the definition of knowledge workers through
a set of parameters. This allows for the reuse of definitions
and makes it easy to define new roles.

Figure 2. Basic elements of an Augmentation Agent.

Figure 2 shows the basic elements of a knowledge worker
agent. Firstly, a set of knowledge is provided to the agent. This
is both declarative (or base) knowledge and procedural (or
functional) knowledge. There is also experience that is built
up to supplement the original knowledge that was provided.
Here, episodic memory (of events in the past), reflection and
integration of explicit feedback and role-specific learning are all
elements. Also, there is mentoring that the system can provide
to the knowledge worker. There are tools that the agent can
use, and finally, the agent has a personality that can be defined.

Parameter inputs are provided to define a new role. Figure
3 provides a detailed role description of the Cybersecurity
Analyst agent. Note that it defines the role description, the
kinds of knowledge the role will have, the kinds of experience
needed, the skills and tools needed and the personality for the
role.

Figure 4 is a part of the JSON description of the Cyber-
security Analyst agent. These are the key parameters in the
definition of the agent.
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Figure 3. Definition of a Cybersecurity Analyst Agent.

Figure 4. Parameters for the Cybersecurity Analyst Agent.

These parameters that define the AI agents are specified in
easy-to-use JSON format so that agents can be created and
reused across multiple workflows. Each AI agent definition is
part of a library of agent definitions that can be reused. The
key fields will be described below.
• Role Definition. This is a description of the role, the general

knowledge the role has, the experience the role has gained,
the skills required for the role, the tools to be used and the
ideal personality for the role. The role is described in natural
language. This definition can be detailed, as the example
here shows, or it can be short.

• Declarative Memory File. This is the path to the file which
contains the declarative memory. This can be a book or other
file of knowledge for the role. If no Declarative Memory files
are specified, then the agent will use the knowledge within the

model. While useful for prototyping, real implementations
require grounded knowledge, so Declarative Memory files are
expected for any production implementation. In the example
of the Cybersecurity Analyst, the declarative knowledge
is of the Cyber Safety Review Board report on the log4j
vulnerability. [37]

• Procedural Memory File. This is the path to the file that
contains procedural memory. This is a book of procedures
on how to perform tasks. If no Procedural Memory files
are specified, then the agent will rely on knowledge within
the model. Like Declarative Memory files, omitting this
knowledge may be useful for prototyping. For production
implementations, the knowledge of job-specific processes
and procedures will be required, and thus, the Procedural
Memory files specified. In the example of the Cybersecurity
analyst, the Procedural memory is the National Institute
of Standards and Technology (NIST) Computer Security
Incident Handling Guide. [38]

• Has Declarative Memostore. This is a toggle to turn on
episodic memory. This parameter works with the listening
cues parameter to listen and store information relevant to the
role. This is a way for the agent to build its own on-the-job
learning, which is critical for any knowledge worker.

• Listening Cues. These are the cues to remember facts about.
In the case of a Cybersecurity Analyst, information about the
client and about vulnerabilities is key to remember for follow-
up conversations. These are topics relevant to the specific
agent role. The agent will introspect to see if anything in
the conversation matches the learning cues, and if it does,
the information will be stored for further conversations. In
this case, there are two listening cues that the agent will
listen for and learn from. One is security threats, and it will
save information about these for later use. The other is ABC
Bank, the bank for which the fictional Cybersecurity analyst
works. Additional details about the bank and its environment
are stored for later use.

• Helpful Agents. These are teammates that can be created
based on the situation. A lawyer or an IT analyst may
be useful to help with some parts of the inquiry for the
Cybersecurity Analyst. These may be predefined CorpIA
agents, each with Declarative and Procedural knowledge. If
an agent has not been predefined, then the CorpIA system
will create one dynamically, and by default, it will use the
language model’s memory and knowledge. In this case, there
are two teammates defined. One is an IT Specialist to help
answer any IT questions that may arise, and the other is a
Lawyer who can help provide legal advice on any questions.

C. CorpIA Agent Operation

Once the agent has been defined, the system is ready to
progress in answering questions from the user. An interactive
interface and a batch interface are provided for convenience
depending on usecase. The interactive interface allows for one
query at a time to be made to the agent. The batch interface
sends a set of requests to the agent. Logging of all of the
responses is provided.
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The Agent’s Operation goes through a four-step process for
every request. The steps are Perceive - Reason - Act - Learn.
These are steps to allow the agent to collect all information
relevant to the inquiry and to be able to reason and come up
with a plan to answer the inquiry. Once there is a plan, the
inquiry is answered and information is returned to the user. The
agent then goes through a learning step to provide mentoring
information back to the user and then inspects the information
provided to see if any of the information should be stored for
later use. This includes both a log of the user queries and the
ability to listen for cues specific to the role.

The operation of the agent is further described in the
following section.

1) Perceive

Figure 5. CorpIA - Perceive Step

This is the collection of information needed to perform the
tasks. The following data sources are used:
a) Role Definition. This is provided as part of the prompt

for all requests.
b) Declarative Knowledge. The declarative knowledge is

queried for information relevant to the question.
c) Procedural Knowledge. The procedural knowledge is

queried for information relevant to the question.
d) Learned Knowledge (Episodic and Role specific). This

set of acquired knowledge is queried for information
relevant to the question. Note that this knowledge base
starts as empty and is added to as conversations occur.
It can also be pre-initialized with a set of institutional
knowledge. Specific listening cues can be specified to
isolate particular types of information that are relevant.

2) Reason

Figure 6. CorpIA - Reason Step

This is the formation of the execution plan based on
the information collected. In this step, a Critic agent is

used to double-check the step-by-step plan created by the
augmentation agent. For this, we use two agents:
a) A Project Manager agent who is an expert in breaking

down a problem into steps.
b) A Critic agent that is an expert in double-checking an

answer. In this case, the Critic will double-check and
improve the output from the Project Manager agent.

3) Act

Figure 7. CorpIA - Act Step

This is the actual execution of the plan created in the
Reasoning step.
The Act step uses helpful agents. The possible teammates
are listed in the definition of the agent.
For example, if "Lawyer" is specified as one of the possible
helpful agents to be used and the execution plan calls for
a legal review in one of its steps, then the Lawyer helpful
agent will be called, and if the agent has not been defined,
the agent is dynamically created and answers that part of
the execution plan.
As a final step, all of the information from the Perceive
step, all of the answers from the applicable helpful agents
(if any), and the execution plan are given to the agent, in
this case, the Cybersecurity Analyst entity, to answer the
question and provide an output.

4) Learn Once the answer is provided, learning can occur

Figure 8. CorpIA - Lstep Step

during further conversations. These are:
a) Mentor feedback for the human. This is advice from

an expert agent on what was learned from this question
and what could be applied to future situations.

b) Specific learning for the future
i) Cues based on the definition of the augmentation

agent. In the case of a Wealth Advisor, the cues
to listen for are the specific client name as well as
client and customer information in general.
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ii) Episodic memory is the conversation’s history,
which is saved for future reference if the same
or similar question is asked.

A summary of the process is described below:
• We define a Cybersecurity Analyst and provide it with a set

of base knowledge (declarative and procedural memory) and
learning tools to learn over time.

• We proceed through Perceive - Reason - Act - Learn cycles,
and over time, the augmentation agent learns more knowledge
and can provide better answers.

• We use Bloom’s Taxonomy to evaluate the learning of the
augmentation agent over time.

D. ContentCreate - A Programming Language for AI Agent
Workflows

The third component of CorpIA is a programming language
to orchestrate AI agents for content creation work. The agent
definition through XML allows for the easy creation of domain-
specific agents with specific knowledge and the ability to learn.
The agent operations module allows for each agent to go
through a Perceive - Reason - Act - Learn loop to answer
specific inquiries. The final component is a language to be able
to take these agents through a workflow where content may
be created by one agent and then consumed by another.

We have created ContentCreator, a domain-specific language
for executing knowledge worker procedures. This is intended
as a language that non-programmers can easily use to be able
to create workflows that involve several agents, each with their
own specialized knowledge and experience.

We have defined the language’s Backus-Naur form (BNF)
and a portion is provided in Figure 9. The BNF contains a
number of statements relevant to knowledge worker environ-
ments.
1) Define an Agent. It can be any role. Agents can be

predefined with domain-specific knowledge, and they can
learn. If not predefined, then the system will dynamically
create an agent.

2) Create content as a specific role.
3) Review and update content as a specific role
4) Print the final output

The language also includes the ability to ask questions of
documents and has some control statements - IF and WHILE.

We will illustrate the language with a simple and fun Hello
World! example. Suppose we have the description of robotic
safety standards, and we have the description of a robot. Now,
in the person of Stephen King, we can brainstorm a number of
fictional horror stories. This simple program combines multiple
pieces of information in a simple workflow and uses a persona,
Stephen King, to create some story ideas. The program is
shown in Figure 10.
1) The ASK DOC command gets information from an Inter-

national Organization for Standardization (ISO) document
that specifies safety questions about robots.

2) The variable, $RobotDescription, is provided to the system
and defines the robot.

Figure 9. Backus-Naur Form of the ContentCreate Language

Figure 10. Hello World! for the ContentCreate Language

3) The CREATE AS $StephenKing command tells the system
to, acting as Stephen King, the horror and science fiction
author, use the safety questions asked previously and the
definition of the robot to create 10 new science fiction story
ideas.

The CC language makes it easy to create content with AI
agents and allows workflows to be created where the output
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of one step is used in follow-on steps.
Figure 11 shows the output from the simple program. We

note that the stories’ ideas relate to the safety standards and
the specific robot defined in the program. Only a part of the
output is included here. Note that the answers combine the
information from the ISO robotics safety standard with the
actual robot provided, and, acting as Stephen King, the author,
creates realistic story suggestions. This simple yet powerful
example shows how information from multiple sources can
be combined, and then an agent acting as a person creates
content. This has been done in 3 lines of code plus 2 PRINT
statements.

Figure 11. Hello World! Output

AI Agents can easily be created from default definitions or
pre-set configurations that specify the knowledge, tools and
experience.

Documents are able to be created, reviewed, updated and
then released in a workflow, each by a different agent, as would
happen in a knowledge worker workflow with a number of
subject matter experts participating the creating and review of
documents.

We have created an interpreter for the language, which
allows us to convert existing natural-language procedures into
the language and execute the procedure. Further study will be
required on more complex procedures and what features will
be needed to support these.

V. METHODOLOGY

We will use the role of a Cybersecurity analyst to demon-
strate the operation of the augmentation agent as an aid for

the knowledge professional. A Cybersecurity analyst has both
declarative and procedural knowledge and, over time, gains
a set of episodic memories. This role has the challenges of
a knowledge professional role where learning on the job is
essential, and we can show the augmentation agent improving
over time. Moreover, the augmentation agent provides an
ongoing mentoring dialogue with the Cybersecurity analyst.
CorpIA is used to create the agent with its declarative and
procedural knowledge, and we give it the ability to learn
through conversations.

A. Exercising the Cybersecurity Analyst Augmentation Agent

We synthesize a set of conversations between the Cyber-
security analyst and the agent to show the agent’s ability
to go through the Perceive-Reason-Act-Learn cycle for each
interaction. Over a set of interactions, the agent becomes more
proficient and learns based on the listening cues for the role.
We use CorpIA for this step to ask questions and get responses.

B. Evaluating the Cyber Security Analyst Augmentation Agent

We will measure the performance of the augmentation agent
using Bloom’s Taxonomy, a method for classifying learning
objectives. Bloom’s Taxonomy provides a way to measure
learning, ranging from remembering facts to organizing facts,
and to use these facts to create novel content.

C. AI Agent Program using the Cyber Security Analyst Aug-
mentation Agent

We will demonstrate the usage of the augmentation agent
that has been created in other content creation scenarios.
Specifically, we will define a scenario where a cybersecurity
strategy will be created and there are a number of roles -
CIO, CISO, Gartner consultant, McKinsey consultant, lawyer,
communications specialist in addition to the cybersecurity
analyst working on the task. ContentCreate will be used as the
programming language, and the predefined agent will be used
in the program.

VI. RESULTS

A Cybersecurity analyst is an expert in computer security,
vulnerabilities, and remediation of those vulnerabilities. They
possess a deep knowledge of computer security issues and can
translate them into their working environment. As the computer
security landscape changes often, they are lifelong learners.

A. Defining the Cyber Security Analyst Augmentation Agent

We start with the role definition of the Cybersecurity analyst,
which includes a description of the role, the knowledge -
declarative and procedural, the skills of the role, the tools
used, and the personality of the role.

We have given an in-depth report on the Log4j vulnerability
[39] as its declarative knowledge and a NIST manual on
responding to computer security incidents [40] as its procedural
knowledge. We have the agent listening for computer threats
and ABC Bank to build its episodic memory, and we have a
lawyer and an IT specialist as possible helper agents.
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B. Exercising the Cyber Security Advisor Augmentation Agent

Bloom’s Taxonomy [24] is used to create student learning
outcomes. We will use the framework to measure the learning
ability of the Cybersecurity augmentation agent. We will look
at the outcomes of a conversation with the augmentation agent
to determine if the agent has demonstrated that level of Bloom’s
Taxonomy.

The cybersecurity agent will go through a series of steps
while storing additional information in a persistent store to
serve the customer later. Using a simulated client conversation
with the Cybersecurity analyst, we demonstrate the agent’s
ability to learn and retain relevant information. Cybersecurity
analysts have a set of knowledge, are given a set of skills, and
develop their experience through a set of cognitive skills.

In the first request (Figure 12), we add information about the
client. Having specified "ABC Bank" as one of the listening
cues, CorpIA extracts information about the client and stores
this for later use.

Prompt:
ABC Bank information:
- large multinational bank
- 10 data centres across four countries
- cloud and on-premise data centres
- 20,000 servers
- 3,000 applications
- 10 million customers
How do I know if Log4j affects our organization?

Figure 12. Augmentation Agent Prompt.

C. Evaluating the Cybersecurity Analyst Augmentation Agent

After the augmentation agent has been exercised with several
queries, we ask it a set of questions to see how well it has
learned the materials using Bloom’s taxonomy.

After joining a firm, this on-the-job learning is familiar to all
human Cybersecurity analysts. Starting with basic knowledge,
they learn about the company and its specific configurations
and processes as they do their job.

Figure 13 shows an example of the output created. Only
a portion of the output is shown here. Still, one can see that
information learned about the client, including the bank’s IT
landscape information, is incorporated into the answer.

To determine if Log4j affects ABC Bank, a systematic and thorough
approach should be taken, particularly given the scale of your
organization, which includes 10 data centers across four countries,
20,000 servers, and 3,000 applications. Here’s how you can assess
the situation effectively:
Steps to Assess the Impact of Log4j (CVE-2021-44228) on ABC
Bank:
Step 1: Formulate a Cross-Functional Team
- Action: Assemble a team comprising members from IT, Cybersecurity,
application development, compliance, and operations departments.
- Purpose: A diverse team ensures a comprehensive evaluation of the
bank’s operations and assessment capabilities.
...

Figure 13. Augmentation Agent Output.

Figure 14 exemplifies the mentoring feedback provided. This
would be helpful advice for the white-collar professional to
review and use in future interactions.

As a mentor guiding you in your role as a Cybersecurity Analyst, I
want to emphasize the importance of structured processes like the
one you’ve outlined for assessing the impact of Log4j at ABC Bank.
Here are some tailored pieces of advice to enhance your effectiveness
in this role:
1. Emphasize Collaboration in Your Cross-Functional Team
While you mentioned forming a cross-functional team, actively foster
collaboration among team members. Encourage open communication
and regular meetings to discuss progress, hurdles, and insights. This
will create a sense of ownership and encourage knowledge sharing,
which is invaluable in a complex environment such as yours.
...

Figure 14. Augmentation Agent Mentoring.

We show that information is assimilated over time. We
demonstrate that the agent can understand what information is
essential to store for later use, additional information about the
client, its performance, and information about how the client
wishes to be served, and does that in long-term memory across
chat sessions.

We use Bloom’s Taxonomy to test the augmentation agent
as a final exam. These are questions to validate the learning.
We provide a qualitative evaluation here, and the full transcript
is available at [41].

TABLE I. BLOOM’S TAXONOMY EVALUATION.

Bloom’s
Taxonomy
Step

Question / Exercise Evaluation

Remembering What is the IT profile
for ABC Bank

The agent is able to
recall the IT profile the
user provided.

Understanding Describe the aspects of
ABC Bank that are
vulnerable to Log4j

The agent can use the
information in the
profile to provide an
answer.

Analyzing Creating a strategy for
ABC Bank to deal with
the Log4j vulnerability

The agent can create a
strategy integrating the
profile and its
understanding of the
bank’s vulnerability.

Applying What are the potential
impacts for ABC Bank
of Log4j, including
legal impacts

The agent provides a
comprehensive answer.

Understanding What should ABC
Bank have done in
preparation for the
Log4j vulnerability?
Talk about the people,
process and tools.

The agent provides a
complete retrospective.

Creating What is the long-term
strategy for ABC Bank
to ensure similar
vulnerabilities are
promptly identified and
addressed in the
future?

The agent provides a
structured and
comprehensive set of
recommendations.

We have shown that we can use the CorpIA framework to
create an autonomous agent that enhances the Cybersecurity
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analyst’s performance. We have used Bloom’s Taxonomy to
test the agent’s learning.

D. Agent Workflows

We can use the definition of a cybersecurity analyst in a
complex workflow that includes many different roles. The
scenario chosen is the creation of a cybersecurity strategy. The
task in NLP form is shown in Figure 15. In this figure, one can
see the NLP of the task to be solved. It is part of a prompt to
an LLM where we also provide the BNF of the ContentCreate
language and ask the LLM to create the CC language program.
The OpenAI o1 model [42] was used to generate the code.

In this case, it’s the creation of a cybersecurity strategy. This
is shown in Figure 15. There are inputs required from the
Chief Information Officer (CIO) and the Chief Information
Security Officer (CISO), followed by a series of reviews from
a number of subject matter experts, before the document is
updated and sent for final reviews and communication. This
is a typical workflow in knowledge work, with a number of
workers working on a set of content.

Figure 15. Prompt to create the ContentCreate Program

Figure 16 provides the code that was generated by the
LLM and can be run by the CC interpreter. Note that the
Cybersecurity Analyst was already defined with its specific
declarative and procedural knowledge. CorpIA will use this
predefined agent as it already exists.

The above shows a complex content creation and review
scenario working across many roles, some of which are created
as rich CompIA clients, such as the Cybersecurity Analyst.

Moreover, the CC code has been generated using OpenAI’s
o1 model [42] using a prompt which includes the BNF
specification for the language and the description of the task
in natural language.

The simplicity of the language and the ability to generate
most, if not all, of the code via an LLM translation makes
this language accessible to any knowledge worker without the
need for programming skills.

Figure 16. ContentCreate Program of the Procedure

VII. DISCUSSION

We will start by recapping the research’s aims, which are
outlined below.

• Introduction of the CorpIA architecture for creating AI
agents for knowledge workers. This novel architecture
simplifies the creation of a knowledge worker agent. We
demonstrate several knowledge worker agents developed in
the accompanying GitHub repository.
We have introduced CorpIA, a cognitive architecture for
knowledge work. We have introduced the three components
of CorpIA:
– The CorpIA Agent definition allows for the definition of

AI agents with the knowledge and the ability to learn.
– The CorpIA Agent runtime that can run through a 4-

step process, Perceive-Reason-Run-Learn loop. This loop
allows the agents to gain new information over time, much
like on-the-job learning.

– The ContentCreate language to create workflows and
programs using CorpIA agents.

• Enhancement of Human Performance. We demonstrate how
AI agents can help human professionals in complex tasks.
We have shown how the CorpIA agents and the Con-
tentCreate language can create complex workflows that non-
programmers can create.

• On The Job Learning of AI Agents. We show how AI
agents can learn from interactions. We show these agents can
progress through Bloom’s taxonomy in practical scenarios.
We have shown that the CorpIA agents can learn and meet
learning objectives as measured by Bloom’s Taxonomy. The
agents can remember facts, categorize facts, analyze them,
and even create new content.
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• The ContentCreate language, which allows for the program-
ming of AI agent workflows. This is a simple language that
can be easily used by non-programmers.
We have demonstrated several ContentCreate programs that
demonstrate the ease of creating programs from a simple
Hello World! program to more complex scenarios involving
many roles.

• Source Code. We offer the CorpIA source code for replica-
tion, validation and further development.
We make it available in the public GitHub repository.
CorpIA is a novel cognitive architecture for AI agents in

knowledge work. The implementation allows for the simple
creation of AI agents, has mechanisms for learning on the
job and has a programming language that allows for the
orchestration of a number of AI agents.

Just as computer programming evolved from assembly
language to high-level languages for speed, efficiency and
portability, the same will happen with large language models.
CorpIA is such a high-level architecture for the creation of
agents and the running of AI agent programs.

VIII. ETHICAL CONSIDERATIONS

Using frameworks such as CorpIA to augment knowledge
workers requires an examination of ethical implications. Re-
sponsible AI usage requires examination and understanding of
these possible ethical implications.
1) Bias and Fairness

AI systems will reflect the biases of the data on which
they are trained. These biases could perpetuate inequities.
To mitigate these risks, domain-specific models trained on
known bias-free data may be better choices for language
models.

2) Privacy and Data Protection
Much like existing knowledge workers, AI agents will
handle sensitive and proprietary data. These raise issues
of privacy and security of that data. Personal Identifable
Information (PII) must be anonymized if sent to large
language models on the cloud. In regulated environments
such as banking, language models that run on-premise as
opposed to the cloud may be better choices.

3) Human Autonomy and Oversight
One important part of ethical AI deployment is the preser-
vation of human autonomy. AI systems such as CorpIA
should serve as tools to augment human expertise, with the
final decision-making authority retained by human users.
One area that will need further study is the over-reliance
on AI systems and the loss of critical thinking, especially
as AI systems have higher success rates.

4) Impact on Employment and Skills Development
The automation of certain tasks traditionally performed by
human workers may lead to job displacement and skill
erosion. This is an open problem, as frameworks such as
CorpIA can automate human processes. There are new job
possibilities to be able to automate these tasks, audit these
processes and continue to provide critical review of the AI.

5) Accountability and Liability

Determining accountability in cases of erroneous or harmful
AI outputs is a complex challenge. Clearly defined protocols
must delineate the responsibilities of developers, operators,
and organizations.

6) Regulatory and Legal Compliance
Compliance with existing legal frameworks, such as the
General Data Protection Regulation (GDPR) and emerging
AI-specific regulations.

These are all important ethical considerations and challenges
as systems such as CorpIA are implemented in workplaces.

IX. CONCLUSION

We have shown that CorpIA can create AI agents that
augment knowledge workers through a simple set of parameters.
These include declarative knowledge, procedural knowledge,
tools and a set of listening cues to add additional information
as conversations occur.

We have shown the ability of these CorpIA agents to learn
over time. By defining the listening cues, the AI agent is able to
add new knowledge to its knowledge base. This is akin to On-
The-Job learning that every knowledge worker goes through,
learning domain-specific, company-specific, and client-specific
details. We have used Bloom’s Taxonomy to show that the AI
agents can meet higher-level goals, such as creating new novel
content in addition to being able to remember and classify
facts it has been given in conversations.

Finally, we have shown how a programming language,
ContentCreate, can orchestrate workflows amongst a number
of AI agents and is simple enough to be able to be done by
a non-programmer. The LLM can itself convert the natural
language version of the process into code that can be executed
by Content Create.

We need to recognize that, though there is progress on AI
agent technology with CorpIA, we need to consider the ethical
implications of this work. People, Processes and Tools are
three elements of any successful implementation. This paper
focused on the Tools aspect. There are a number of issues that
will have to be resolved for real-world implementation. The
people aspects, including training, integration of AI agents into
the workflow, allowing human workers agency, and issues of
psychological impact, are all aspects that need to be considered.
Similarly, there is work to be done on the process side,
including accountability and regulatory insight, where AI makes
some recommendations.

Though we have shown the potential in the technology in
this paper, there is much work to be done before these systems
can be productively used at scale in industry, and especially
so for regulated industries such as finance.
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